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Abstract 

 
Phenotypic or High Content Screening (HCS) is becoming more widely used 
for primary screening campaigns in drug discovery. Currently the vast majority 
of HCS campaigns are using cell lines grown in well-established monolayer 
cultures (2D tissue culture). There is widespread recognition that the more 
biologically relevant 3D tissue culture technologies such as spheroids and 
organoids and even whole animal assays will eventually be run as primary 
HCS. Upgrading the IT infrastructure to cope with the increase in data 
volumes requires investments in hardware (and software) and this will be 
manageable. However, the main bottleneck for the effective adoption and use 
of 3D tissue culture and whole animal assays in HCS is anticipated to be the 
development of software for the analysis of 3D images. In this review we 
summarize the current state of the available software and how they may be 
applied to analyzing 3D images obtained from a HCS campaign. 
 
Introduction 
 

High-Throughput Screening (HTS) is a process used routinely in early stage drug 

discovery. Employing a range of miniaturized assay in microtitre plates (96, 384 or 

1536 well formats) and extensive automation, HTS allows the rapid interrogation of 

large libraries of compounds to identify hit compounds that modulate the activity of a 

selected target enzymes or cellular pathways (1). Target-based HTS generally only 

measures a single parameter per well in each assay and the result in a cellular 

assay, for example, is a number representing the average effect of a compound on 

all the cells in that well. High-content screening (HCS) can take HTS to the next level 

of detail. HCS is based on automated microscopy (in 96 or 384 well microtitre plates) 

and uses a combination of robotics, full system automation, multi-dye fluorescence 

imaging and flexible algorithms to extract much more detailed cellular data (2,3). 

HCS quantifies the phenotypes of individual cells within each well and provides a 

powerful method for associating morphological changes with genes and for the 

prediction of functional relationships (4,5). 

Most HCS is currently carried out using cells that are grown as monolayer cultures 
on a plastic substrate. This can be referred to as conventional or two-dimensional 
(2D) tissue culture. In vivo, cells interact with neighboring cells and extracellular 
matrix components, forming a unique and highly functional three-dimensional (3D) 
structure. Although still technically challenging to set up and run, 3D tissue culture 
models are slowly making their way into the HCS arena and are anticipated to take 
HCS to the next level through increasing physiological relevance while maintaining 
the ability to interrogate a large number of compounds or genes. 
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One of the major bottlenecks in implementing HCS of 3D tissue culture models is  

automated image analysis. The currently available high-content imaging software 

solutions are well suited for the analysis of 2D images and include commercial 

packages (usually from the instrumentation providers) such as 

Acapella/Columbus/Harmony by PerkinElmer, IN Cell Investigator by GE Healthcare 

Life Sciences or MetaXpress by Molecular Devices, as well as several open source 

alternatives, including the EBImage R package (6), ImageJ/Fiji (7), and CellProfiler 

(8). The automated image analysis of the packages mentioned is combined with well-

established statistical methods and can be used to analyze the effects of RNAi-

mediated knockdown (reviewed in (9)) and screens of small molecule chemical 

libraries. In contrast, analysis of 3D cell culture was originally developed for low 

resolution, low throughput applications and therefore currently lacks the throughput 

required for HCS. Given the pace of improvements in imaging instrumentation and IT 

infrastructure, however, it is only a matter of time before 3D cell culture models are 

used in HCS too.  

This review will focus on existing challenges surrounding translating the 3D analysis 

paradigm to 3D models. This includes practical considerations around culturing and 

image acquisition, as well as the increased challenges around image analysis, such 

as segmentation and artefact handling in 3 dimensions. We review current 3D cell 

culture models in the context of HCS and drug discovery and provide a practical 

guideline for the analysis of 3D HCS, from 3D culturing, through 3D high-content 

imaging (HCI) to 3D High Content Analysis (HCA). 

 
3D cell and tissue culture 
 

In vitro 3D cell and tissue culture model systems attempt to recapitulate the micro-

environment, cell-cell interactions and physical or mechanical interactions that occur 

in cells and tissues in vivo. 3D cultures generally show a higher degree of 

morphological and functional differentiation and more closely mimic in vivo cellular 

characteristics than their conventional 2D monolayer tissue culture counterparts. Cell 

cultures with 3D geometry can mimic the biological processes of living tissues in a 

more physiological manner than a 2D cellular monolayer (27). Complete signaling 

pathways are activated and inactivated in different ways when a cell is grown as 2D 

monolayer compared to 3D culture. Thus, 3D culture models are bridging the gap 

between monolayer cell culture and in vivo animal models in terms of throughput and 

physiological relevance and may have improved predictive value for the in vivo 

response of compounds. In practice, 3D cellular microenvironment may be set up 

using a scaffold or scaffold-free/liquid-based (10,11) microenvironment. There are 

still considerable technical challenges to overcome before 3D tissue culture assays 

with sufficient throughput can be used for screening large compound libraries and the 

development of appropriate automated image analysis methods is another major 

bottleneck. When these challenges are overcome, however, the increased biological 

relevance of 3D culture primary screening assays will maximize the benefit of high-

content screening in drug discovery (12-14). 

 
Multicellular tumor spheroids 
 
3D multicellular tumor spheroids (MCTS) models have been used in cancer research 
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(15,16) for more than forty years (17). Cancer cell lines’ relative robustness in 
culturing lowers the adaptation barrier of MCTS in HCS but practical hurdles are still 
reported, such as difficulties in data acquisition and automated analysis (18). 

The use of a number of cell lines in MCTS screens has been reported in the 
literature. 3D culture systems of MCTS have been used in an RNAi screen to assay 
metastatic melanoma cells (19) although the analysis was only performed on the 
pooled lysates of transfected cells without assessment of 3D cellular features. 
Another example of the use of MCTS is the use of HT-29 colorectal adenocarcinoma 
MCTS to investigate live bacteria as gene delivery vectors (20). Dormant cells 
resistant to cancer therapy can be investigated with MCTS 3D HCS systems (21) 
and tumor growth determinants characterized (11). 

For example, MCTS can be cultured without scaffolds using low attachment U-
bottom microtitre plates. In a recent study, 8 lung tumor cell lines grown as 2D 
monolayer cultures and 3D spheroids displayed distinct morphological and functional 
differences between the 2D and 3D growth (22). In general, progress in culturing 
spheroids in 96 or even 384 well microtitre plates has made this a practicable HTS 
assay method. However, the automated image analysis of spheroids still lags behind 
this, which is discussed in more detail below. 

 
Organoid 3D HCS 

Organoid culture models are another kind of 3D model system that may become 
suitable for HCS application. Organoids are mammalian 3D in vitro model systems of 
specific organs that are currently mostly derived from stem cells. As the name 
implies, organoids display characteristics of organs, albeit in a smaller footprint and 
in an in vitro culture system (analogous to ex vivo tissue culture). Although organoids 
are technically challenging, low throughput, lack vascularization and higher level 
(organism) organization, they are well-characterized, sophisticated and biologically 
relevant model systems with a range of potential applications in drug discovery (26). 

As an example, the human mammary epithelial cell line MCF-10A forms an 
unstructured monolayer when cultured on adherent plastic surface, but can be grown 
in 3D as a model of breast tissue. The MCF-10A cells exhibit a completely different 
morphology when grown in a scaffold-based 3D culture e.g. on a matrix of 
reconstituted basement membrane derived from an Engelbreth-Holm-Swarm tumor 
(commercially available as Matrigel). Recapitulating in vivo features of breast 
epithelium, its polarized cells form multicellular spherical cell aggregates (organoids) 
with a hollow lumen (acinus, Figure 1a-e), therefore providing a more physiological 
structural and functional context to study gene activity (28). An RNAi screen to assay 
MCF-10A human mammary cell line identified genes important for proliferation and 
survival (29). 

The MCF10DCIS.com cell line (30) models the early stage of human breast cancer 
(ductal carcinoma in situ, DCIS) where the hollow lumen is filled with cells that do not 
undergo apoptosis (31-34). 

There are still a number of technological hurdles to overcome in order to generate 
HCS compatible models. For example, the commonly used Matrigel-coating has 
some disadvantages, such as batch-to-batch variability in its chemical composition, 
high cost and inconsistent coating thickness due to difficulties in precisely pipetting 
such a viscous gel-like material. Alternative methods such as egg white (35) and 
synthetic hydrogels (36,37) may be useful alternatives in 3D HCS, particularly if they 
provide an optically clear coating with as little light scattering as possible. 

The hanging drop method has been proposed as an alternative way to overcome 
difficulties in culturing 3D spheroids tested on liver microtissues (38). Organotypic 3D 
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liver culture models were reviewed by LeCluyse et al. (39). Another possible future 
development may be the adaptation of the current “organ on-a-chip” techniques to 
miniaturize and improve their throughput (26). 

 

Whole organism 3D HCS 

In low-throughput 3D environments, innovations in selective plane illumination 
microscopy (SPIM) (40,41) and digital scanned laser light-sheet fluorescence 
microscopy (42) enable recording of several million positions of the spatiotemporal 
organization of live embryonic nuclei in Zebrafish embryos and fruit fly (43). 
Zebrafish are an established model system of vertebrate development in particular. 
Adult Zebrafish at 3-4 centimeters of length are too big to fit into the well of a 
microtitre plate. However, their embryos are small enough to be kept in 96 or 384 
well plates and compounds may be administered by simply adding them to the water 
in the wells. Another obvious benefit for imaging and HCS is that the Zebrafish 
embryos are transparent. (44-48). Zebrafish HCS is still in its infancy and the 
automated image acquisition and analysis present formidable technical challenges, 
but solutions are starting to be put forward, such as automated feature detection (49) 
and orientation (50). 

The Caenorhabditis elegans model has also be used for live HCS (51) along with the 
generation of a 3D segmentation pipeline (52), however the computationally 
expensive and parameter rich active contours algorithm might not be optimal in a 3D 
HCS environment. 

 

3D high-content image acquisition 

This first step is currently achieved by optical sectioning (acquisition of images or 
optical slices of a specimen), usually using a confocal microscope. There is an ever 
growing list of confocal high-content imaging platforms (16,53), that are suitable for 
3D HCI. For example, the PerkinElmer Opera is equipped with a spinning disk 
confocal microscope and has been successfully used for 3D High Content Imaging 
(HCI) (54), (Figure 1a-e). However, 3D HCI can be very time consuming and it can 
take several days to acquire the multiple optical slice image stacks in a single plate. 
Also, it generates vast amounts of image data that can exceed 200 gigabytes per 
plate. Based on the required image parameters, high content platforms can also take 
fewer Z-stacks and image a 384 well plate in under an hour. The minimum number of 
image slices depends on the macro structure. In case of 3D imaging of a live 
Drosophila embryo, acquiring 70 optical slices was necessary to collect enough 
information for nuclei tracking in 3D embryogenesis (55). MCTS 3D HCS can require 
less image slices, assuming uniform spheroid size, a few equatorial slices can 
present enough information for hypoxic studies or for mammary acinus luminal 
clearance. 

Care should be taken to ensure correct autofocus as misfocus is one of the main 
reasons why a 3D HCS experiment may fail. Most HCS instruments allow a laser-
based autofocus on the bottom of the microtiter plate, from which one can put in an 
offset to acquire a set of optical slices of the specimen. In addition, image-based 
autofocus is also possible, but may be more error-prone. Another instrument 
limitation in acquiring enough optical slices to reconstruct a 3D structure may be the 
working distance of the objective itself. A phase contrast image, combined with wide-
field fluorescence HCI (e.g. IncuCyte ZOOM) can provide an alternative although 
lower resolution, necessitate simpler readouts such as spheroid diameter and area of 
projection (Figure 1f). 
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Hardware specifications 

HCS image processing is a highly computation intensive process, and 3D HCS 
demands even more powerful resources. The last decades have shown steadily 
decreasing computer hardware prices and developments such as solid-state drives 
integrated on PCIe cards that facilitate 3D HCA. A common strategy to increase the 
speed of high-content image analysis system is to minimise the use of slow hard 
drives and load as many images into the computer’s random access memory (RAM) 
as the hardware allows. Large amount of RAM in 3D HCA mean hundreds of 
gigabytes and even terabytes. Server-class computers are commercially available 
with powerful and reliable configurations that can be equipped with large amounts of 
RAM for 3D HCA. A sample computer configuration is reported in (54), where a 
system equipped with 256 gigabytes of RAM was used. That high-performance 
system still only allowed the processing of 6% (one row) of the 3D image data from a 
384 well plate at a time. Current server configurations can accommodate total 
memory of up to 12 terabytes, making it more suitable for 3D HCA. Where 
computational speed is not a rate limiting factor, current consumer grade computers 
can be used for delayed batch analysis and handling basic 3D HCA and hard drives 
can be used as virtual memory. 

 

Software specifications 

3D high-throughput image processing and data analysis workflows are still not as 

widespread as 2D ones, which makes the 3D high-content morphometric analysis of 

intact cells or subcellular structures much more challenging. In particular, the image 

analysis software should be easily integrated into the HCS imaging platform. 

Proprietary image file formats (generated by the instruments) can be particularly 

troublesome here, since all images from the Z-stacks should be converted into a 

standard format such as ImageJ’s open TIF format that can be automatically batch-

processed as an image stack. In practice, many 3D cellular models are screened 

using 2D images from only one specific Z-plane, or a projection of the Z-stack 

(21,56,57). The following section describes the typical steps of a 3D HCA session. 

The image processing methods are approached from the 2D methods through 3D 

extensions to realize the potential and overcome some of the obstacles in 3D HCA 

applications. 

 

Noise reduction 

Image datasets often require some digital cleaning or noise reduction before 
segmentation. Deconvolution is an effective noise reducing method and multiple 3D 
deconvolution algorithms are implemented under ImageJ/Fiji (Table 1 lines 1,2). 
However, deconvolution has only a limited use in 3D HCS as it requires the input of 
multiple parameters and is computationally intensive. 

Alternatively, 3D HCS can instead benefit from simpler and faster open source 
algorithms used in 2D image processing implemented under ImageJ/Fiji such as 
Median and Mean Filters, Gaussian Blur implemented by Michael Schmid and the 
Rolling Ball algorithm (58). 
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3D segmentation 

Image segmentation is essentially a binary classification, where each pixel (in 2D) or 
voxel (in 3D) is labelled as foreground or background. The object(s) of interest are 
made up of foreground pixels, while background pixels form everything else.  

Traditionally, 2D segmentation can be done globally using algorithms such as 
IsoData (59) and Otsu (60), or locally using algorithms like the Bernsen (61). The 
global segmentation intensity histogram-based algorithms work equally well with 3D 
image stacks and 2D images. However, 3D versions of effective 2D local 
segmentations are still missing. The 3D ImageJ Suite contains several 3D 
segmentation algorithms and other tools under ImageJ/Fiji and is also available as 
an update in Fiji (Table 1 line 3). The application of the 3D ImageJ Suite image 
analysis software combined with an R tool for 3D nuclear architecture quantitation, 
Tools for Analysis of Nuclear Genome Organization (TANGO) (62) was 
demonstrated on a low-throughput dataset. The next step will be the further 
development of these analysis tools, particularly in terms of improvements in the 
throughput and capacity, so they can be applied to 3D HCS. 

The parameter-rich, supervised machine learning-based Trainable Weka 
Segmentation plugin in Fiji (Table 1 line 4) can be used for segmenting 2D images as 
well as 3D image stacks. However, the manual, labour-intensive training dataset 
generation and the computationally intensive training and prediction steps make it 
less feasible in a HCS environment. 

Fiji’s 3D Object Counter (3D-OC) (63) plugin authored by Fabrice P. Cordelieres 
(Table 1 line 5) contains a simple manual threshold component, which provides an 
adequate method of segmentation in simpler 3D HCS cases, especially when 
coupled with the plugin’s size filter feature.  

 

Voxel connectivity: 26 neighbour connection analysis 

3D segmentation results in a set of individual foreground voxels, which must be 
connected in order to form 3D objects (64). A voxel can be connected to its 
neighbours through its faces (6-connected), faces and edges (18-connected) or its 
faces, edges, and corners (26-connected). The 3D-OC plugin in Fiji uses 26 
neighbour connection analysis in order to label 3D objects that are separated 
spatially. The 2 passes connectivity analysis (especially the second pass) is time 
consuming, therefore currently the 3D-OC plugin’s use in 3D HCS is limited by its 
speed. 

 

3D distance map  

3D objects located closer together than the given microscope’s resolution limit can 
lead to artifacts, that can be separated based on their shapes. The morphology-
based automated separating of erroneously merged neighboring objects is a routine 
task in 2D image analysis using a Euclidian Distance Map (65,66). A 3D theoretical 
solution for 3D is reported (67), and an open source version of this 3D algorithm is 
implemented under Fiji (Table 1 line 6), although it is currently labeled as 
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unmaintained. Thomas Boudier implemented a 3D watershed algorithm in order to 
split artificially merged 3D objects in ImageJ (Table 1 line 7). The application in a 3D 
HCS workflow is limited by the need of a seed image, the provision of which is rate 
limiting in a 3D HCS environment. This seed image is manually generated by the 
user to produce an image stack where each individual 3D object is represented by a 
centroid point as seed.  

 

3D feature extraction 

The 3D-OC plugin is able to measure both morphology- and intensity-based 3D 
features. These include volume, surface, centroid XYZ coordinates, total- and mean 
intensity among others. For the complete feature list and description refer to the link 
in Table 1 line 8. The plugin was successfully applied in a stem cell 3D HCS project 
(54). 

In the case of texture features, 3D extensions of co-occurrence matrix and Haralick 
features are suggested (68) for applications in low-throughput medical imaging (69) 
and in higher throughput developmental biology (70). 2D projections of 3D image 
stacks can be analysed with Julio E. Cabrera’s Texture Analyser plugin in ImageJ 
(Table 1 line 9) as modified by Toby C. Cornish (Table 1 line 10). Some low-
throughput, open-source software including Icy (71), Vaa3D (previously called as 
V3D (72)) and commercial software (e.g. Amira, Imaris) have modules for 3D 
visualization and feature extraction (73,74). With some further development to 
improve the throughput, some these may become suitable for high-throughput 
analysis (Volocity, Definiens). 

 

Statistical analysis of 3D features 

The high-content image processing workflow results in files with large 
multidimensional data tables, where each 3D object (MCTS, cell or organelle) is 
represented by one line, its numerical fingerprint. The data analysis can routinely be 
performed by statistical software such as R, using cellHTS2 (75) a high-throughput 
analyser package that is part of the Bioconductor project (76) (Table 1 line 11). The 
analysis of that data requires one single value per well, therefore multiple 3D objects 
in multiple field of views must be averaged in a well. The robust median value is 
often used in a simple R script for this purpose. 

 

3D distance matrix to calculate spatial dispersion 

The quantification of 3D spatial distribution of object based on the XYZ coordinates 
of their 3D centroid is a frequent question in 3D HCS. It can be addressed by 
calculating the Euclidian distance matrix using the R function dist() (Table 1 line 12) 
and calculate the average of the distances. 

Summary and future perspectives 

Recent improvements in instrumentation and software have enabled the routine 
deployment of HCS in early stage drug discovery. Although HCS is currently mainly 
applied to conventional 2D cellular assays, there is software and hardware currently 
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available that can be adapted to enable HCS to be applied to 3D cultures as well. 
Figure 2 shows a summary of some workflows discussed in this review that can be 
applied to extend HCS to 3D cultures. 

There are still significant hurdles to be overcome before sophisticated 3D and animal 
models can be carried out with the throughput required for HCS. However, the 
technological advances in automated microscopy and the associated IT 
infrastructure have reached a level of sophistication where almost any standard 
microscopic assay and analysis can be miniaturized and run as a HCS and it is 
anticipated that this will in time also apply to 3D cultures. 
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Figure 1. MCTS and organoid spheroids. (a)-(e) Acinus formed by MCF-10A 
mammary epithelial cells. MCF-10A cells were cultured on Matrigel for 22 days and 
F-actin was stained with Phalloidin. 3D image stacks were acquired with spinning 
disk confocal Opera LX plate reader, using a water immersion 60x (NA=1.2) lens and 
the following focus heights for the optical sections: (a) F = 27.5 μm, (b) F = 34.5 μm, 
(c) F = 44.0 μm, with hollow lumen. Panel (d) shows the maximum intensity 
projection of the totally acquired 57 optical slices. Scale bars: 10 μm. (e) 3D rendered 
visualization of the acinus shown on (a)-(e). Panel (f) shows an MCTS spheroid 
grown using A549 LC3-eGFP-mCherry lung cancer cells, cultured in U-bottom well 
and imaged with IncuCyte ZOOM system. 
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Figure 2. Diagram outlining a practical 3D HCS workflow using existing software and 
hardware including an Opera Phenix high-content screening system (PerkinElmer). 
Details are described in the accompanying text. 

 

Table 1. Website links of 3D HCS software tools. All links were retrieved on the 9th of 
June 2016.  

  Website URL 

1 Parallel Iterative 
Deconvolution plugin 

http://fiji.sc/Parallel_Iterative_Deconvolution 

2 Iterative Deconvolve 
3D 

http://www.optinav.com/Iterative-Deconvolve-3D.htm 

3 3D ImageJ Suite http://imagejdocu.tudor.lu/doku.php?id=plugin:stacks:3d_ij_suite:start 

4 Trainable Weka 
Segmentation 

http://fiji.sc/Trainable_Weka_Segmentation 

5 3D Object Counter http://fiji.sc/3D_Objects_Counter 

6 Distance Transform 3D http://fiji.sc/Distance_Transform_3D 

7 3D Watershed tutorial http://imagejdocu.tudor.lu/doku.php?id=tutorial:general:watershed_3d 

8 The 3D object counter 
plugin a.k.a 3D-OC 

http://imagejdocu.tudor.lu/lib/exe/fetch.php?media=plugin:analysis:3d_
object_counter:3d-oc.pdf 

9 Texture Analyzer http://rsbweb.nih.gov/ij/plugins/texture.html 

10 GLCM TextureToo http://tobycornish.com/downloads/imagej/ 

11 cellHTS2 https://bioconductor.org/packages/release/bioc/html/cellHTS2.html 

12 dist() function https://stat.ethz.ch/R-manual/R-devel/library/stats/html/dist.html 

http://fiji.sc/Parallel_Iterative_Deconvolution
http://www.optinav.com/Iterative-Deconvolve-3D.htm
http://imagejdocu.tudor.lu/doku.php?id=plugin:stacks:3d_ij_suite:start
http://fiji.sc/Trainable_Weka_Segmentation
http://fiji.sc/3D_Objects_Counter
http://fiji.sc/Distance_Transform_3D
http://imagejdocu.tudor.lu/doku.php?id=tutorial:general:watershed_3d
http://imagejdocu.tudor.lu/lib/exe/fetch.php?media=plugin:analysis:3d_object_counter:3d-oc.pdf
http://imagejdocu.tudor.lu/lib/exe/fetch.php?media=plugin:analysis:3d_object_counter:3d-oc.pdf
http://rsbweb.nih.gov/ij/plugins/texture.html
http://tobycornish.com/downloads/imagej/
https://bioconductor.org/packages/release/bioc/html/cellHTS2.html
https://stat.ethz.ch/R-manual/R-devel/library/stats/html/dist.html
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