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Providing clean water and sufficient affordable energy to all without compromising
the environment are key priorities of the scientific community. Many recent studies
have focused on carbon-based devices in the hope of addressing these grand
challenges, justifying and motivating detailed studies of water in contact with
carbonaceous materials. Such studies are becoming increasingly important because
of the miniaturization of newly proposed devices, with ubiquitous nano-pores, large
surface-to-volume ratio, and many, perhaps most of the water molecules at contact
with a carbon-based surface. In this brief review we discuss some recent advances
obtained by simulations and experiments in the development of carbon-based
materials for applications in water desalination. We suggest possible ways forward,
with particular emphasis on the synergistic combination of experiments and
simulations, with simulations now sometimes offering sufficient accuracy to provide
fundamental insights. We also point the interested reader to recent works that
complement our short summary on the state of the art of this important and
fascinating field.



1. Introduction: the importance of reverse osmosis in water desalination

The scientific community is facing the challenge of providing technological solutions
for the water-energy nexus while preserving the environment. Carbon-based
devices have been developed both for desalinating water and for storing energy.
Such devices are characterized by vast carbon-water interfaces, due to the ubiquity
of nano-pores. It is indeed possible that many, perhaps most water molecules within
such devices come in contact with the carbon surface. Hence, a detailed
understanding of water-carbon interfaces is necessary to ensure progress. Here, we

review some recent advances obtained by atomistic simulations and experiments on
this field.

Traditional water desalination approaches such as multi-flash distillations are
widely used, but require large amounts of energy. As such, they are not sustainable
in the long run. Reverse osmosis (RO) has become the technology of choice for most
new installations. Two innovations are considered to be responsible for the wide
application of RO. The first was the introduction of thin film composite membranes;
the other was the implementation of energy recovery devices that re-use part of the
energy present in pressurized brine (i.e., pressure exchangers and efficient pumps)
(1, 2). Although RO is mature and reliable, it remains energy intensive (3-5). At its
core are membranes permeable to water and impermeable to salt. The state-of-the
art membranes, based on polyamide thin film composites, degrade in the presence
of chlorine (which makes disinfection difficult) and are prone to fouling (6). Many
believe that ‘in order for desalination to live up to the water challenges of the 215t
century a step-change is needed in RO membrane technology’ (7). Although high
mechanical strength as well as resistance to degradation and fouling are
prerequisites to practical applications, much fundamental research seeks to identify
nano-structured membranes that could yield high water fluxes and high salt
rejection at the expense of limited pressure drops.

The remainder of this article is structured as follows: we first discuss some recent
work related to the development of nano-structured membranes for water
desalination, based either on carbon nanotubes or on graphene; we then propose a
few ways forward, which we think could lead to the improvement of RO, as well as
one alternative water desalination process (capacitive deionization); we then
discuss how computer simulations could develop to continue to be relevant in this
field. Rather than a comprehensive review, this is a brief personal view on the
subject. For other complementary perspectives we refer the reader to previous
discussions of emerging desalination technologies (5, 8-12) and nanofluidic
transport (13-18).
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Figure 1. Changes in free energy for water molecules as they transfer from bulk liquid to the interior
of infinite single-walled carbon nanotubes of varying diameter: simulations conducted at ambient
conditions with the SPC/E model for water. The CNTs are labeled according to their chirality. Panel
A: Relative Helmholtz free energy, AAY (confined water relative to bulk water). The dashed line
indicates the convergence for bulk water. Panel B: Percentage of the free energy AA? arising from
enthalpic (AU?) or entropic contributions (AS?). The dashed line indicates conditions at which the
two contributions cancel each other out. Figure reproduced from Ref. (19).

2. Carbon nanotube - based membranes

Among membranes likely to improve RO performance, those based on carbon
nanotubes (CNTs) have attracted significant attention since early simulations
showed that water molecules can travel extremely quickly through narrow CNTs
(20), suggesting low drag losses (21). Considerable progress has been made, with
experimental data in general consistent with the early simulations. Because CNTs
are made of hydrophobic sp2-hydridized carbon atoms, the initial simulations
reporting water adsorption inside CNTs attracted attention - sometimes even
skepticism. With a view to understanding this puzzling result, the free energy
changes for water as it enters CNTs of various diameters at ambient conditions were
recently computed (19). The results show that the classical atomistic model of water
known as SPC/E adsorbs spontaneously within CNTs of diameter in the range from
0.8 to 2.7 nm, but that the driving force depends on diameter (see Figure 1). For
0.8-1.0 nm CNTs, confined water is in a vapor-like phase stabilized by entropy.
Whereas water confined within 1.1-1.2 nm CNTs is ice-like, stabilized by enthalpy.
Water confined in CNTs wider than 1.4 nm is liquid, in a bulk-like structure
stabilized by large translational entropy. Many simulations also considered the
transport of water inside CNTs (22). Among these, Striolo used molecular dynamics
(MD) simulations to show that the fast water transport is due to the combination of
strong water-water attractions and relatively weak and smooth CNT-water
interactions (23). Falk et al. (24, 25) later identified the crucial role of wall
curvature in reducing water friction at the wall of CNTs. Joseph and Aluru
investigated the pressure-driven flow of liquid water through (16,16) CNTs of
diameter 2.17 nm (26). They found a ~2000 times enhancement of mass flow rate
with respect to that predicted by continuum theory, a consequence of the velocity




‘jump’ in a region depleted of water at the water-CNT interface. Joseph and Aluru
also showed that changes in the effective tube-water interactions, atomic-scale
roughness of the CNTs walls, and even small increases in the atomic carbon-carbon
distance within the CNTs can decrease the water flow, further suggesting that the
nanotube properties can manipulate the water transport. As one might expect, even
just a few defects, e.g., a few oxygenated sites (27), or constrictions along the tube
axis (28), can affect the water flow through CNTs.

On the experimental front, Majumder et al. (29, 30) fabricated membranes
composed of aligned multi-walled CNTs of ~ 7nm diameter, with area density of
~51010 per cm?, crossing a polystyrene film. They measured water permeability,
and they estimated the fluid velocities through the CNTs to be 4-5 orders of
magnitude faster than those predicted by the Hagen-Poiseuille equation assuming
laminar flow and zero velocity at the pore walls. They estimated a slip length from
~3 to 70 wm, much larger than the pore radius, and they reported that the fast water
flow decreased after a few minutes. The interpretation of the fast water transport
was consistent with the simulations discussed above (although the measured slip
lengths were more than 2 orders of magnitude larger than the most favorable MD
prediction (14)), while the decrease of flow over time was ascribed to a flow-
induced solvent ordering. It was pointed out that the availability of a high density of
pores allows for macroscopic measurements of fluid transport. However, Sisan and
Lichter suggested that difficulties in accurately determining channel radii, the
number of channels spanning the membrane, and perhaps in determining the net
flow rates could yield inaccurate estimates of water flow rates through CNT
membranes (31). In fact, when the pore properties are measured, different data for
fluid transport are obtained. Using membranes with mono-disperse CNTs of inner
diameter ~ 2 nm, Holt et al. (32) reported water flow rates 2-4 orders of magnitude
faster than those predicted by continuum theories, but a few orders of magnitude
smaller than those reported by Majumder et al. (30), and consistent with MD
predictions (14). Experiments on individual CNTs of 0.81 - 1.59 nm diameter
showed flow enhancement rates below 1000 (33), and sometimes just modest
enhancements of water transport through individual CNTs (34). In summary, the
experimental data are consistent in showing enhanced water flow through narrow
CNTs, but the enhancement factor with respect to continuum fluid dynamics
calculations is not uniquely determined.

One would expect that molecular simulations would help to identify not only the
mechanism by which flow is enhanced, but also to quantify the enhancement factor.
Unfortunately, simulations have not been conclusive. We will discuss below some of
the inherent limitations in the accuracy of the classical models used in typical water-
CNT simulations. However, here we comment on the fact that very often simulations
are conducted in periodic systems. In such cases potentially important pore-
entrance and pore-exit effects are ignored (31). Indeed, Joly highlighted the crucial
role of entrance effects in the capillary filling of a CNT with water using MD (35),
and Gravelle et al. (36, 37) showed that using a conical entrance could minimize



entrance dissipation. Walther et al. (38) conducted massive MD simulations to
reproduce the experimental set up of Holt et al. (32) (i.e, double-walled CNTs
spanning hydrophilic membranes 3 - 2000 nm thick). Three stages were identified:
(a) water entry and filling of the CNTs; (b) water emergence and droplet formation
at the pore exit; and (c) water flow through the CNT connecting two water
reservoirs. Under imposed pressures of ~ 1 bar, water entry and exit from the CNTs
depended on the state of the membranes, with pre-wetted membranes allowing for
water to infiltrate the CNTs. Data analysis showed a slip length of ~ 63 nm,
independent on the thickness of the membrane, and a significant entrance loss.
Entrance losses were found to be the dominant losses for membranes of thickness 3
nm or less. Once the entry losses are accounted for, Walther et al. (38) showed that
the flow rate increases linearly with the pressure gradient, which was not in
agreement with Thomas and McGaughey (39), who reported nonlinear dependence
but did not account for entrance losses. Walther et al. (38) estimated that entrance
and exit effects could be ignored for CNT-based membranes with thickness of at
least ~300 nm. It is possible that functionalizing the entrance of the CNT affects
these resistances: Majumder et al. (40) functionalized the CNTs ends in their
membranes and reduced water permeability compared to un-functionalized CNTs
by 3 orders of magnitude; when they functionalized also the interior of the CNTs the
increase in water flux was only a factor of 5 compared to traditional expectations
(30). The interpretation proposed for the experimental observations is that the
functional groups affect the slip boundary condition.

We concentrate now on salt rejection. Thomas et al. (16) proposed six mechanisms
to tailor salt rejection in nanoporous membranes: (a) size exclusion of the bare ion;
(b) steric exclusion of the hydrated ion; (c) charge repulsion; (d) specific ion-pore
interactions; (e) interactions between ions and chemical structures in the pore; and
(f) entropic differences. By manipulating the CNT diameter, it is possible to
maximize the first three of these criteria. The fourth criterion refers to subtle effects
due to the overall morphology of the pore, as suggested by biological pores (41, 42).
A study inspired by structure-function properties of biological channels showed that
it is possible to control the conduction of ions through a CNT compressed laterally
(28). These simulations were conducted for aqueous electrolyte solutions
containing KCl through (12,12) CNTs. Water, K* and Cl- ions were able to flow
through a pristine (12,12) CNT; when the central section of the CNT was
compressed to form a conical constriction, first the ions were not allowed to flow
through, and then neither water nor ions flowed. The blockage to ionic fluxes was
due to the dehydration of the ions. This simulation suggests the possibility of tuning
the conductivity of nano-structured membranes using mechanical deformations,
which are probably reversible because of the CNTs’ materials properties.

3. Graphene - based membranes

Because of graphene’s mechanical strength, its imperviousness to atoms as small as
helium, and optimistic atomistic simulation results (43-45), it has been predicted
that ‘nanoporous graphene with a high density of subnanometer pores’ could yield
‘ultrafast water permeance and high salt rejection because the atomic thinness




provides little resistance to flow, yet blocks the passage of solutes that are larger than
the pores’ (46). Note however that Gravelle et al. showed, using MD simulations, that
the permeability of a small CNT with conical entrances can exceed that of a
graphene sheet pierced with a hole of similar size to the CNT diameter (37). Cohen-
Tanugi and Grossman reviewed computational studies on single-layer graphene for
RO (7).

Assuming a pore density of ~ 1013 nanopores per cm?, Cohen-Tanugi and Grossman,
using non-equilibrium MD simulations, estimated a permeability ca. 2-3 orders of
magnitude larger than that observed in thin film composite membranes. The results
depended greatly on the nanopore size, and on the functional groups at the pore
edges. The pores needed to be ca. 0.27 nm to reject salt effectively. Because the
efficiency falls dramatically as the pore size increases to ~ 0.4 nm, to manufacture
RO membranes it is necessary to achieve extremely high accuracy in producing
pores, and to ensure that the graphene sheets remain intact during operation.
Konatham et al. (47) investigated, using equilibrium MD, how functionalizing the
pores could help with rejecting salt ions. They reported the effective potential of
mean force (PMF) for water, Na*, and Cl- ions through the pore. The narrow pores
were decorated with chemical groups such as COO- and OH. The PMF was calculated
along the vertical distance from graphene, through the pore center. High free energy
barriers when the molecules approached the pore were interpreted as signatures of
effective rejection (i.e., high water permeability requires small free energy barriers).
The results showed that if the pores are too narrow, steric effects prevent water
from flowing through; if the pores are too wide, the functional groups are not
sufficient to reject salt. When the pores are ~ 0.75 nm in diameter, functional groups
can help: charge effects are effective (i.e., COO- groups yield high free energy
barriers for Cl- ions), but as the salt concentration increases, electrostatic repulsions
are screened. It was encouraging to observe that -OH groups remained effective at
rejecting both Na* and Cl- ions at 0.25M. These results suggest that steric effects
remain a dominant mechanism for salt exclusion at moderate salt concentrations.

Despite encouraging computational results, leakage has prevented the
implementation of graphene-based RO devices. To address this limitation O’'Hern et
al. (48) produced a graphene layer and transferred it onto a porous polycarbonate
membrane that provides structural support. The graphene shows 1-15 nm pores
and large tears. The Authors filled the tears using atomic layer deposition and
repaired the nanometer-scale defects using Nylon 6,6. New pores of size 0.5 nm
were introduced by ion bombardment, followed by etching (48). The membrane
permeability was comparable to that of current RO membranes for seawater
desalination (49). The membrane was tested with respect to the rejection of dextran
(Mw 4.4 kDa), Allura Red (size ~ 1 nm), MgS04, and NaCl. The results were
encouraging for dextran, Allura Red, and MgS04. Unfortunately, NaCl was found to
permeate the membrane, possibly because it is able to diffuse through the Nylon 6,6
plugs. Because of the technical limitations just mentioned, and also because of the
difficulty in generating pores well-controlled in size and chemical functionalization,
it has so far only been possible to conduct extensive experimentation on single-layer



graphene membranes of microscopic areas with a few pores (50-53). O’'Hern et al.
(48) reported the synthesis of single-layer graphene membranes with pores that are
uniform in size and whose chemical functionalization can be tailored. XPS
measurements suggested the pores were terminated with ketone, quinone,
hydroxyl, and/or carbonyl groups. The resultant membranes were tested towards
their efficiency at repelling aqueous KCI and Allura Red. The permeability of both
compounds increased using etching for 5 minutes, and if etching continued for
longer than 25 minutes the membranes only rejected Allura Red, as the pores
became too large to regulate ion transport. While the membranes were not strong
enough to be tested in pressure-driven RO experiments, the results suggest, in
qualitative agreement with simulations, that it is possible to tune the pore
properties, and doing so allows for the performance of graphene-based membranes
to be regulated.

As an alternative to single-layer graphene, many researchers are considering stacks
of multiple graphene layers, after Nair et al. (54) reported that graphene oxide (GO)
membranes can be impermeable to helium and other gases, while allowing the
‘unimpeded permeation of water’. GO membranes are easy to fabricate and
mechanically robust, suggesting the possibility of large scale production (55, 56).
Their performance however depends on the preparation, as demonstrated by Kim et
al. (57). This group showed that selectivity to gas transport can be achieved by
controlling the degree of interlocking between the various GO sheets. Interlocking is
expected to change the flow channels and the pore sizes. GO laminates were
proposed for several applications, including CO; separation from gases (58) and RO
(59, 60), and have been used for pressure-driven separations (60-63). Joshi et al.
(64) reported on membranes prepared from GO suspensions using vacuum
filtration. The manufactured membranes were vacuum-tight in the dry state, but
showed significant water flow rates when exposed to liquid aqueous solutions.
Using different experimental techniques, the Authors found that cations and ions
moved through the membranes in stoichiometric amounts to maintain charge
neutrality, and that the permeation rates were a strong function of the size of the
hydrated ions, with species larger than ~0.45 nm effectively sieved out of the
membrane. Atomistic MD simulations of graphene capillaries of width sufficient to
allow the formation of 1, 2, and 3 layers of water molecules support their
interpretation. The Authors found that when the width of the pore allowed the
formation of a single layer of water, no ions were able to penetrate the capillaries;
the ions were able to penetrate the pores when 2-3 water layers were present, but
any molecule larger than ~045 nm was excluded. The combined
simulation/experiment results suggest that the permeation of the GO membranes is
determined by regions within the pore network in which only 2-3 layers of water
molecules are allowed. Therefore understanding structure and dynamics of aqueous
solutions confined in narrow carbon-based pores is of tremendous importance.
Many studies have been concerned with the adsorption and transport of water in
carbon-based porous materials (65-67). For example, Striolo et al. (68) investigated
systematically the adsorption isotherms for water in carbon-slit pores of varying
widths, in a wide temperature range. In qualitative agreement with experiments, it



was proposed that the hysteresis critical temperature depends on the pore width,
and also on the pores shape (69).

For the scope of the present review, it is more important to point out how the
simulation results help identify the structure of confined liquid water, often
quantified in terms of density profiles. See, for example, in Figure 2 how the pore
width affects the layers of water. Understanding water confined in slit-shaped
carbon pores is also relevant in understanding hydrophobic interactions (70-73).
The length scale at which liquid water becomes unstable when confined between
hydrophobic plates has recently been quantified (74-76) , as well as the molecular
pathways that lead to de-wetting (77). Bakli and Chakraborty used MD to assess
whether the presence of salts affects the hydrodynamics of water confined in slit
channels (78), with the water-solid interactions chosen to reproduce wetting and
non-wetting conditions (monitored by the sessile contact angle). The Authors
observed a direct relationship between contact angle and slip length, with no slip in
the wetting channel, and some slip in the non-wetting one. The Authors then
observed that when salt was added to the wetting system, the slip length increased,
while when salt was added to the non-wetting system the slip length decreased. The
slip length correlated with the maximum in molecular density within the first
hydration layer, consistent with the analysis of slip length by Barrat and Bocquet
(79) based on the Green-Kubo formalism. Bakli and Chakraborty also found
evidence of salt-specific effects related to the ion hydration strength (49), and
extended their investigation to electrokinetic energy conversion (80). Joly et al. (81)
investigated the effect of salt on slip length with charged confining walls. In that
case, the slip length was mainly controlled by the surface charge, while salt
concentration effects were negligible.

Several of the studies discussed so far were concerned with the hydrodynamic
boundary condition used to describe water flow. Recently, Ho et al. challenged the
traditional view according to which hydrodynamic slip can only occur for water on
surfaces that are ‘hydrophobic’ (82). They used non-equilibrium MD to quantify the
hydrodynamic slip length on materials that, based on the water contact angle, could
be classified as either hydrophobic (graphene) or hydrophilic (materials inspired by
magnesium oxide). The results showed evidence for hydrodynamic slip on
graphene, as expected (24), but also on some of the hydrophilic materials. The key
ingredient for hydrodynamic slip to occur was that the interfacial water molecules
should be able to move from one preferential adsorption site to a neighboring one
without necessarily desorbing from the first hydration layer. Tocci et al. (83)
investigated hydrodynamic slip of liquid water on graphene and, for comparison, a
single layer of hexagonal boron nitride using equilibrium ab initio MD (AIMD), with
forces obtained ‘on the fly’ from electronic structure calculations. Green-Kubo
relations were used to extract friction coefficients (84, 85). It was found that
although the structures of the liquid water film on the two surfaces were
exceedingly similar, the friction coefficient on boron nitride was ~ 3 times larger
than that on graphene (see Figure 2), because of the greater corrugation of the
energy landscape on boron nitride. This arose from specific electronic structure



effects and revealed a subtle dependence of the friction on the atomistic details of a
surface, which is not directly related to its wetting properties. To ensure progress in
GO membranes it should be investigated how oxygenated groups could affect these
results, both in terms of the structure and the dynamics of confined water, and in
terms of its tendency to de-wet the pores. In fact, it has been shown that the
presence of a few groups that favorably interact with water on an otherwise
hydrophobic surface strongly affect both the structure of interfacial water (27, 86,
87) and the tendency of water to evacuate the confined region (88-90).
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Figure 2. Panels (a) and (b): Density profiles of the oxygen atom of water confined within carbon-slit pores
of varying width; these simulations were conducted for the SPC/E model of water, using the grand
canonical Monte Carlo algorithm at 298K and at conditions at which the pores just filled with liquid water;
blue, black, and red lines are for pores of different widths: 1.30, 1.05 and 0.75 nm in panel (a) and 1.15,
0.85, and 0.65 nm in panel (b), respectively. Panel (c): Structure of a liquid water film on graphene (GRA)
and a single sheet of hexagonal BN. Specifically the average density profile {p) as a function of the height
from the sheet is shown. The liquid film structure is essentially the same on both sheets (on BN, the film is
slightly thinner because the BN unit cell is slightly larger than that of graphene). Panel (d): Comparison
between the Green—Kubo estimate of the friction coefficient of liquid water on graphene and on BN. The
shaded areas represent the uncertainties obtained by performing a block average. The friction coefficient A
is given by the plateau value at long times. There is an evident increase in the friction coefficient on BN.
Figures adapted from Ref. (68) and Ref. (83).



4. Research needs to advance water desalination via reverse osmosis

To further develop CNT and graphene-based membranes, a synergistic combination
of theoretical and experimental studies on single-pore systems is needed. Along
these lines, Bocquet and coworkers developed instruments capable of probing
extremely small mass transport across individual nano-channels (91) by adapting
the Coulter technique (the electrical resistance across a channel increases when a
‘large’ compound, e.g., a salt ion, crosses the channel because it reduces the amount
of water within the channel). Using statistical analysis of measured current as a
function of time, they measured water flows with an accuracy of a few femto-liters
per second; two orders of magnitude better than state-of-the-art methods. Strano
and coworkers investigated individual, isolated CNTs (92). In particular, they
monitored the electro-osmotic current through the CNT interior, observing
stochastic pore blocking when individual cations partitioned into the CNT. Recently,
Strano and coworkers measured, using two complementary techniques, the
diameter-dependent liquid-solid phase boundaries for water within CNTs 1.05, 1.06,
1.15, 1.24 and 1.52 nm in diameter (34). They analyzed the radial breathing mode of
the CNTs as they were filled with water, and they measured water transport at
various temperatures. The results show both an exquisite sensitivity to diameter
and substantially larger temperature elevations of the melting transition than
theoretically predicted. Reversible melting was observed at 138 and 102 °C for
water in 1.05 and 10.6 nm CNTs, respectively. A near-ambient phase change at 15°C
was observed in 1.52 nm CNTs, whereas inside 1.24 nm CNTs freezing was
suppressed below -30 °C. This is interesting from a fundamental point of view,
because fluid phase transitions inside single, isolated CNTs are predicted to deviate
substantially from bulk ones (93), and also from a practical point of view, because
CNT-based membranes would cease to function if the water confined within the
individual pores was to solidify.

The availability of single-pore platforms could allow the generalization of the proof-
of-concept results reported by Majumder et al. (94), who took advantage of the
possibility of functionalizing the ends of the CNTs embedded in a membrane to
control, via applied voltages, the transport of ruthenium bipyridine hexahydrate.
These data suggest that the transport selectivity of advanced nano-structured
membranes can be achieved by taking advantage of functionalization. Experimental
data are available for a single-pore drilled in graphene because of the potential
application of such devices in DNA sequencing applications (26, 28). For example,
Garaj et al. (51) used chemical vapor deposition (95, 96) to produce 0.5¢0.5 mm?
graphene membranes, mounted on a free-standing SiNy layer. They found a linear
relationship between the ionic conductivity across the membranes with one single
pore, created using electron beam drilling, and the pore diameter. These results
suggest that the effective insulating thickness of the graphene membrane is ~0.6
nm, consistent with atomistic MD simulations (97), which indicate that the distance
between water and carbon atoms on both sides of a layer of graphene is ~ 0.3 nm
(see Figure 2). The linear relationship between ionic conductivity and pore
diameter, rather than pore area, is expected for atomically short nanopores in which
the resistance is dominated by the ‘access resistance’ (98), and it is consistent with
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the solution of the Laplace equation across idealized uncharged insulating
membranes. The experimental data were obtained for ~5 nm diameter pores (51),
and more recently as little as ~3 nm (52). While these results are impressive, for the
development of RO membranes it would be beneficial to push the limits of these
experiments to sub-nanometer pores, with a high degree of control also on the
chemical functionalization of the pore edges. Such data would be directly
comparable to simulation results.

While most of the research summarized above aims to improve RO membranes, it
should also be pointed out that additional reductions in the pressure drop across a
membrane might not yield the expected improvement in practice. Thermodynamics
is the culprit, as the difference in osmotic pressure between purified and salty water
will always cause a significant pressure drop across the membrane. Several
researchers estimated the benefits, in terms of overall energy consumption, which
can be expected from new membranes. Considering that in practical water
desalination operations the salt rejection across a RO membrane is ~ 99% or higher
(99), the minimum applied hydraulic pressure required to generate desalinated
water from a brine solution will have to be larger than the osmotic pressure
difference between permeate and retentate solutions. The pressure drop across the
membrane will be added to this minimum. The state of the art in RO has reached
energy efficiencies that are not considered too far from the thermodynamic limit of
a single-stage operation (in a single stage operation, salty water is fed to the
separation, the retentate is the more concentrated solution to be disposed of, and
the permeate is the desalinated water) (100). Scientists wonder what more can be
achieved with expensive nano-structured membranes? Perhaps better energy
efficiency can be achieved by changing the configuration of the desalination
processes. For example, Lin and Elimelech (101) recently compared the energy
requirements in multi-stage processes, either in direct pass or in closed circuit
realizations, and quantified their benefits compared to single stage processes.
Others remain convinced that ‘RO membranes have tremendous room for
improvement’, and suggest that new nano-structured membranes resistant to
chemical degradation can be obtained using graphene (7). Cohen-Tanugi and
Grossman modeled the performance of a RO plant taking into consideration feed
salinity and flow rate, concentration polarization across the membrane, membrane
permeability and a few other key parameters, although they omitted the effect of
fouling. Their calculations suggested that a membrane 3 times more permeable than
existing ones could reduce the pressure required for seawater treatment by 15%.
However, they also pointed out that new membranes 1000 times more permeable
than the current ones would not lead to great improvements in energy efficiency
(102).

Regarding fouling, Belfort and his group recently proposed an experimental
combinatorial method for synthesizing, screening, and discovering antifouling
surfaces (103, 104). The group developed a high-throughput platform that employs
atmospheric-pressure plasma polymerization to modify commercial poly(ether
sulfone) (PES) membranes. They investigated the effect of carbon chain length of the
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functional groups and they found that a minimal chain length of 4-6 carbons is
required for hydroxyl and poly(ethylene glycol) monomers to achieve anti-fouling.
When the chains are shorter or longer, the performance decreases (104). More
recently, they quantified the effect of new functional graft-polymerized groups. They
quantified performance in terms of fouling index, solute selectivity, and flux (104).
To rationalize the results, they calculated the Hansen solubility parameter (105) of
the synthesized monomers and found that the best-performing membranes had
functional groups whose Hansen solubility parameter was closest to that of water.
While this pragmatic observation is useful for securing progress, it suggests that
local properties, in particular water-monomer interactions, are responsible for
rather large-scale phenomena such as protein adsorption (106). Many studies have
been conducted on water properties at the interface with solid substrates (107,
108), and perhaps the most intriguing breakthroughs from recent discoveries is the
correlation between water density fluctuations near an interface and the ability of
various macromolecules to adsorb (109), and perhaps even the solubility of gases in
confined water (110). The latter study suggests that the proximity of two surfaces
not only affects the structure and dynamics of confined water, but also the ability of
water molecules to fluctuate. It would be interesting to determine how the
proximity of functional groups affect water properties at an interface, and how these
effects are related to data such as those presented by Belfort and coworkers.

5. Alternative water desalination processes: capacitive deionization

An alternative approach to desalinate water is capacitive deionization, CD (111,
112). The process came back to the spotlight recently, with the enhanced interest in
electric double layer capacitors, EDLCs, for energy storage (113). CD and EDLCs
both work via the accumulation of ions at charged electrode-electrolyte interfaces
(114). CD can be attractive compared to RO because its goal is to collect ions from
salty water, rather than process all water molecules through membranes. Because
the amount of ions that can be captured using CD scales with the electrode’s surface
area, conductive porous materials such as active carbons with high surface area are
used (115, 116). Challenges to bring CD to fruition include the maximization of the
capacitance, to capture more ions, and synchronization of water flow through the
device (117). In fact, once ions are adsorbed on the electrodes, the latter need to be
regenerated (118), making CD processes discontinuous, unless complicated
operations are designed (e.g., desalination with wires (119)).

Recently the community has made significant strides that can benefit CD. In
particular, the energy barriers encountered by different ions as they enter narrow
carbon-based pores from bulk solutions were quantified (120-122), as well as ion-
ion and ion-water correlations under confinement (123-125). Kalluri et al. (126)
reported a combination of electrochemical experiments, supported by atomistic
simulations, to quantify the effects of pore size and surface charge density on the
capacitance of graphitic nanoporous carbon electrodes. Carbon foams were
produced with two distinct pore size distributions (non-activated materials
characterized by sub-nm pores and activated ones with pores as wide as ~2 nm).
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The cyclic voltammetry data obtained for the activated pores showed ideal (linear)
capacitive behavior (i.e., rectangular shape and charging/discharging currents
independent on the applied potential window), while the correspondent data
obtained for the non-activated pores showed strong increases in capacitance (> 1
order of magnitude) when wide potential sweeps were applied. The latter results
depend on the ions present in solution, with the peak that marked the transition
from low to high capacitance shifting to more negative potentials as the strength of
the hydration shell increased (no obvious correlation was found with the size of the
ions or the size of the hydrated ions). These data were consistent with simulation
results for the free energy barriers experienced by ions entering negatively charged
CNTs (121), as well as with simulations reporting the density of ions confined
within carbon slit-shaped pores at different surface charge densities (123, 127).

Ho and Striolo (128), using equilibrium MD simulations, found that the structure
and orientation of interfacial water, as well as the accumulation of NaCl ions near
the interface, depend on electrode patterning (the electrodes were graphene layers,
patterned by removing selected carbon atoms). These effects led to significant
variations in the capacitance of the electrodes. The Authors also recently proposed,
in another computational effort, to combine some features of membrane
desalination and some of CD to obtain a continuous desalination device (129). In the
composite cell proposed (see Figure 3), the charged electrodes extract the ions
from the feed-water; the non-charged graphitic membranes manipulate the electric
double layer and prevent the ions, once captured, from returning to the central
pore; the resultant short distance between captured ions and charged electrodes
increases the capacitance; water slips at the walls of the slit-shaped channels (24),
which allows for continuum operation. Based on these simulations, the cell can be
operated continuously, could achieve 100% charge efficiency and recover 70% of
the water initially loaded to the system with 100% salt rejection at salinity less than
10 g/L, and is expected to yield 30 L of desalinated water per cm? of membrane, per
day, per MPa of pressure drop (129). Of course, experimental investigations are
needed to bring to practical fruition this device, and to provide more realistic
quantifications of the promising indicators just summarized.
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Figure 3. Top panels: schematic of the simulated water desalination cell. Panels A and B provide side
views of two cells: the bare one, in which the positive and negative electrodes (cyan and purple,
respectively) face across the pore volume, and the composite one, in which graphene membranes
(panel C) are used to separate the central pore from top and bottom side pores. In panel D the
electrical potential profiles are calculated along the direction perpendicular to the electrode surface
for bare and composite electrodes. In panel E the steady-state velocities calculated for water
molecules and ions within the composite electrode are reported as a function of the position within
the composite cell. Reproduced from Ref. (129), figures 1, 4, and 5.

6. Frontiers of simulation studies

Although atomistic simulations have contributed to many areas of scientific
endeavor such as the development of solar cells (130), batteries (131), and new
catalysts (132, 133) to name just a few, one needs to recognize that computational
approaches have a number of limitations. Four key restrictions relate to: (a) the
accuracy of the potential energy surfaces; (b) the algorithms and sampling
techniques used; (c) the description of the material, and (d) the finiteness of
computational resources. We now briefly discuss how such limitations can be
overcome to benefit water desalination:
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Figure 4. Adsorption energy versus O atom height for a single water on graphene obtained with
various ab initio electronic structure based methods. (a) and (c) are for a so-called "two-leg"
configuration in which both hydrogens of the water molecule are directed at the surface. (b) and (d)
are for a so-called "one-leg" configuration in which only one OH bond is directed at the surface. In the
upper panels the accurate reference methods of diffusion quantum Monte Carlo (DMC) and the
random phase approximation (RPA) are compared. In the lower panels, RPA and various forms of
density functional theory (i.e., different xc functionals) are compared. Reproduced from Ref. (134).

a) Accuracy of the potential energy surfaces: In all simulation studies one must
ensure that the theoretical approach used can faithfully describe the systems being
considered. Most simulations discussed so far have been performed with empirical
potentials (i.e., classical force fields), which are sensitive to the choice of the
potentials used. Many classical models are available for the description of water-
water interactions (135, 136), and some have been used to investigate interfacial
systems (107).

Of the many studies, Ho and Striolo compared the predictions obtained by
equilibrium MD simulations for water at contact with graphene (137). Among the
models considered, it was found that the SPC/E, TIP4P/2005, SPC/Fw,
TIP4P/2005f, and SWM4_DP models yielded structures of interfacial water on
neutral, negatively and positively charged graphene that were very similar to each
other. Somewhat different predictions, in particular for the dynamics of interfacial
water, were obtained when the TIP5P and the TIP3P models of water were
considered. Liu and Patay compared how different water models performed to
predict water transport through CNTs (138). The fastest model (TIP3P) had a flow
rate approximately five times greater than the slowest (TIP4P/2005), which was
related to a different structure in confinement. Often, it is suggested that
polarization effects, important to describe the water-vacuum interface (139), could
be essential to reliably describe the graphene-water interface. Ho and Striolo
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attempted to quantify effects due to water polarizability on both structure and
dynamics of water near graphene, neutral and charged (140). The results suggested
that polarizability might not be important at the water-graphene interface.
However, to judge which models are best at reproducing realistic scenarios, very
detailed experimental information is required. Lacking this information, detailed ab
initio simulations could yield important insights.

Besides water-water interactions, it could also be important to describe correctly
carbon-carbon interactions. Once again there are many carbon potentials of varying
levels of sophistication to choose from. We will not discuss the details of the carbon
potentials here except to mention two very recent force field studies for water in
CNTs and on graphene, which have shown that the motion of the water can couple
to the phonon modes of the graphene sheet or carbon nanotube (141, 142). This
suggests that an accurate description of the phonon spectrum of the carbon material
is a prerequisite for faithful predictions of water transport properties.

Once the models for water and carbon are chosen, one has to consider the nature of
the water-carbon interaction. Unfortunately this is still not very well quantified, as
adsorption energies of isolated water molecules on well-defined surfaces are not
well established (143). In the absence of better alternatives, the water-carbon
interaction used in most studies was obtained by fitting to the macroscopic contact
angle of water droplets (97). This approach has proved useful. However, given that
the contact angle arises from a balance of surface energies and because different
water and carbon models yield different surface energies, the water-carbon
interaction depends on the models used to describe water and carbon. This is
obviously not a very satisfactory situation, and more troublesome is that the
experimental contact angle for water droplets depends sensitively on experimental
conditions (particularly impurities and defects) and is itself a matter of debate (144-
146). Alternatively, the water-carbon interaction can be obtained directly from the
electron density using, for example, Kohn-Sham density functional theory (DFT)
without relying on empirical parameters. DFT has been widely used to study water
on carbonaceous surfaces (134, 147-153).

However, practical DFT calculations do contain approximations, most notably in
how electron exchange and correlation effects are treated within the so-called
exchange-correlation (xc) functional. Nowadays there is an almost endless list of xc
functionals (154, 155), and especially for weak interaction systems such as water
adsorption on carbonaceous surfaces the results can vary significantly from one
functional to the next. In Figure 4 we report, as an illustration, the predicted
adsorption energy of a single water monomer on graphene as obtained from a
variety of DFT xc functionals (as well as other ab initio methods). It can be seen that
the predicted adsorption energies vary from ~150 meV (~ 4 kcal/mol) right down
to nothing at all! Of course the xc functionals that predict no binding are not
appropriate for this system. The lack of any binding arises because these functionals
do not account for van der Waals forces, an issue that DFT developers are
addressing with vigor (156). Nonetheless it is clear that at present one cannot easily
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turn to DFT for a benchmark of the water-carbon interaction. With this in mind
there have been a number of other studies using yet more sophisticated electronic
structure theories aimed at establishing an accurate theoretical reference for the
interaction of water with sp2-bonded carbon (134, 157-162). This has involved a
very broad range of approaches, such as periodic quantum Monte Carlo, random
phase approximation calculations, coupled cluster, and symmetry adapted
perturbation theory on acene clusters. Wu, Aluru and co-workers tabulated many of
the results (157), and although a consensus has yet to be reached, these high-level
calculations yield values in the 70-120 meV range (~ 2-4 kcal/mol).

In desalination studies, it is necessary to also describe ion-water and ion-ion
interactions. With regard to this issue it is important to point out that the
community has recently realized that widely used classical force fields might not be
sufficiently accurate to describe the solubility of salt in water, because they were
parameterized to reproduce properties of individual salts (163, 164). Ding et al.
compared the predictions of force field and ab initio MD for the self-diffusion of
water in the presence of NaCl and CslI salts (165). They suggested that only ab initio
simulations can reproduce the qualitative trends observed experimentally (166).
They then showed that the anomalous water diffusion in salt solutions has a subtle
origin, involving electronic properties of water. Classical force fields cannot easily
describe such effects, which can, of course, be captured by ab initio methods. While
this might not be a significant limitation when single ions are considered, they could
compromise the reliability of the simulation predictions when one is interested in
simulating the accumulation of ions within a charged carbon-based pore (of
relevance in CD) and when one is interested in quantifying concentration effects
(i.e.,, screening) on ions rejection. We refer the interested reader to a recent
contribution by Jiang et al. (167), who found that for aqueous systems containing
NaCl the polarizable force field of Kiss and Baranyai (168) yields much better
predictions for quantities such as salt solubility, solution density and viscosity as a
function of system temperature, pressure, and salt concentration, than fixed point
nonpolarizable models.

DFT approaches have been employed to better understand ion-water interactions,
and in particular the hydration shell. For a brief review of DFT studies of aqueous
solutions the interested reader is referred to ref. (169). Of course the limits of DFT
for the description of pure water, related to the use of an approximate xc functional,
apply also to salt solutions. Bankura et al. recently showed that hybrid functionals
(i.e., with the addition of a fraction of exact exchange) that also account for for Van
der Waals forces can provide excellent agreement with experiments both for the
structure and electronic properties of a chloride ion solvated in water (170).
Although hybrid functionals are very demanding (computing times are at least an
order of magnitude larger than standard semi-local xc functionals), these results are
very encouraging concerning the accurate description of both structure and
dynamics of aqueous salt solutions. For instance, Li et al. recently used AIMD to
explore the mechanisms of selective ion transport in hydrophobic nanochannels,
including CNTs (using a standard semi-local functional) (171). They showed that
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CNTs of suitable size provide very selective ion channels. Such predictions depend
strongly on the accuracy of the description of the hydrated ion structure and
dynamics, for which AIMD generally proves to be accurate. To illustrate the
importance of appropriately describing carbon-water interactions, we refer to a
recent manuscript, which discussed the possible reasons why the presence of
cations could block water flow through narrow CNTs (172). The Authors used DFT
to improve the force fields employed in classical MD simulations. Their results
suggest that specific attractions can arise between cations and the aromatic rings
located at the opening of (6,6) single walled CNTs, which can block the pores to
water. Perhaps these effects could explain why water permeability through CNT
membranes was reported to decay after some time (29, 30).

Finally, we note that although DFT simulations of water/carbon interfaces are not
problem-free, they can a priori account for water dissociation and polarizability
effects. Because both of these issues represent major challenges for traditional force
field approaches, with the improvements in the DFT description of van der Waals
forces and with the great advances in computing power and algorithmic efficiencies,
it seems inevitable that DFT will become increasingly useful in tackling wet
carbonaceous interfaces.

b) Algorithms and sampling techniques: Typically in a simulation of a solid-liquid
interface thermostats will be applied to control the temperature of the system.
Considerable research goes into thermostat development (see e.g. (173)) but
generally they can alter the dynamics of the system, to some extent, and so this
important technical issue deserves some comment. Thomas and Corry explicitly
considered the effect of various algorithms, commonly used to control the
temperature in MD simulations, on the predicted water flux across CNT membranes
(174). They considered two groups of algorithms. In the first group the molecular
velocities are rescaled at regular intervals to maintain the effective system
temperature within the desired target (e.g., the Berendsen thermostat). In the
second group the molecular velocities are randomized rather than scaled (e.g., the
Andersen thermostat). The results showed that the fluxes of water molecules across
individual (10,10) CNTs for a given pressure drop significantly depend on the
thermostat (direct rescaling yields a flux three times as large as that obtained using
a Langevin thermostat, all other system parameters being equal). The Authors also
investigated the permeability as a function of the membrane thickness, and found
that the results do not show much reduced permeability when velocity rescaling
algorithms are applied, while randomized velocities algorithms lead to decreases in
permeability with membrane thickness. As discussed in section 2, water flow
through nanometric CNTs is limited by entrance viscous dissipation (31, 35) and
should not depend on tube length for the short tubes considered in the study by
Thomas and Corry (38). Therefore only the velocity rescaling algorithms reproduce
the expected behavior. However this does not mean that randomized velocities
algorithms are fundamentally flawed: for instance, Joly studied capillary filling of
CNTs with water and obtained consistent results when he compared two different
thermostating algorithms: Nosé-Hoover applied only to the degrees of freedom
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perpendicular to the flow and a Dissipative Particle Dynamics (DPD) thermostat
(35). The DPD thermostat is very similar to the Langevin thermostat, but it
preserves hydrodynamics by construction, as the friction force is proportional to the
velocity difference between neighbor atoms, so that it could provide an interesting
way to thermostat liquids in complex, 3D flows. Overall, these observations should
be taken into consideration when insights from simulations are used to interpret
experiments. It should also be remembered that it is not clear which algorithms
yield the most realistic results, as a direct comparison against experimental data on
single CNTs is not yet possible.

Regarding the choice of algorithms to investigate molecular phenomena related to
CD applications, it is common practice to apply a uniform charge density on
graphitic materials to replicate an applied potential (126, 128, 129). However, this
might not always be a realistic representation of the processes. Merlet et al. (175,
176) showed that it is possible to conduct simulations by imposing a constant
potential across the simulation cell instead. The distribution of ions within the cell
depended on the algorithm applied, especially at high surface charge density. While
the algorithm is not expected to affect the results at moderate surface charge
densities such as 0.26 e/nm?, one should be careful in securing reliable connections
with experiments when high potentials are considered.

c) Description of the material: Computer simulations inevitably involve simplified
and very often idealized models of the system under study. Therefore simulation
studies are best suited to better understanding the mechanisms responsible for and
underlying physical principles of experimental observations. In such cases, one does
not need to replicate the features of an entire RO membrane or CD device. However,
it is becoming increasingly important to be able to directly apply the simulations to
experiments while reproducing as many features as possible. This is key, e.g., to help
settle arguments such as the large variations reported in water fluxes through CNT-
based RO membranes (discussed in section 2). Gubbins and coworkers developed
advanced algorithms for reproducing the sub nm-level features of carbon
adsorbents (177, 178). Similar approaches should be attempted to replicate the
physical properties of GO stacks used in RO membranes, to better understand how
processing conditions determine the performance of such devices. Promising results
have been obtained when similar approaches were applied to describe the
structural evolution of the electrodes used in EDLCs (179), for example. For the
applications discussed in this review, it will also be necessary to include a detailed
description of the type, density and distribution of defects, including oxygenated
sites and vacancies, that are found in the carbon-based substrates, as these are likely
to affect the performance of both RO membranes and CD devices. Once a realistic
description of the materials used for water-desalination is available, multi-scale
models, not discussed within this review, will perhaps become useful for
discovering new water desalination processes.

d) Finiteness of computational resources: Although computing power continues to
rapidly increase with the development of new computing architectures, it is likely
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that predictions from simulations will always come with uncertainties. With this in
mind it is highly desirable to develop procedures that quantify the propagation of
uncertainty from force fields to predicted properties. Angelikopoulos et al. proposed
one such approach, based on the Bayesian framework (180). The Authors developed
a high-performance-computing algorithm for propagating the uncertainties. The
approach can be used to estimate simulation model parameters from available
experimental data, and also to compare the relative uncertainties of computational
predictions, due to both force fields and algorithms, and experimental observables.
The development of machine learning potentials, which come with explicit error
estimates also looks like a very promising and powerful avenue for research in this
area, especially given the relentless increases in computational power and data
storage capacity we are witnessing (181, 182).

Conclusions

We have reviewed some recent experiments and computational contributions
related to the water-energy nexus, and in particular water desalination. Emphasis
was given to membranes for reverse osmosis, and devices for capacitive
desalination. These technologies are leading to the development of increasingly
structured nanoporous carbon-based materials. Therefore understanding at the
fundamental level how water and ions behave in contact with carbon substrates,
and how external fields, the presence of defects such as oxygenated sites, impurities,
etc., affect this behavior is critical. While considerable insights can be achieved from
qualitative comparison between experimental observations and simulations, to
truly impact the field we believe that more robust connections between
experimental devices and computational approaches are needed. We have discussed
some possible ways in which this can be achieved, including experimental
observations for single-pore systems and more reliable force fields built with
insights from DFT, as well as DFT and beyond DFT approaches. Although ab initio
techniques are extremely versatile, empirical approaches remain useful for studying
large systems. While we did not discuss multi-scale approaches here, we anticipate
that they will become critical for better understanding devices such as graphene
oxide stacks used in reverse osmosis.

Open questions that remain to be addressed include: Why does the water flow
through CNT-based membranes quickly stop? If clogging is the culprit, how can we
design processes to clean a 2 nm pore? How can simulations provide insights to
improve the mechanical strength and the resistance to degradation of membranes
for water desalination? And, still even what is the true interaction strength between
water and carbonaceous surfaces? Surely, a synergistic approach that combines
multi-scale simulations and experiments can help to address these questions as
well. It is also highly probable that new 2D materials beyond carbon will become
useful for the water-energy nexus (183). In particular, much emphasis is currently
being given to understanding and quantifying the material properties of ‘white
graphene’ (hexagonal boron nitride) and transition metal dichalcogenide
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monolayers. Perhaps the insights gleaned from carbon-based materials and devices
can be helpful in understanding and screening these and other materials.
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