Epidemic Spread and Variation of Peak Times in Connected Regions Due to Travel-Related Infections—Dynamics of an Antigravity-Type Delay Differential Model
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Abstract. National boundaries have never prevented infectious diseases from reaching distant territories; however, the speed at which an infectious agent can spread around the world via the global airline transportation network has significantly increased during recent decades. We introduce an SEAIR-based, antigravity model to investigate the spread of an infectious disease in two regions which are connected by transportation. As a submodel, an age-structured system is constructed to incorporate the possibility of disease transmission during travel, where age is the time elapsed since the start of the travel. The model is equivalent to a large system of differential equations with dynamically defined delayed feedback. After describing fundamental but biologically relevant properties of the system, we detail the calculation of the basic reproduction number and obtain disease transmission dynamics results in terms of $R_0$. We parametrize our model for influenza and use real demographic and air travel data for the numerical simulations. To understand the role of the different characteristics of the regions in the propagation of the disease, three distinct origin-destination pairs are considered. The model is also fitted to the first wave of the influenza A(H1N1) 2009 pandemic in Mexico and Canada. Our results highlight the importance of including travel time and disease dynamics during travel in the model: the invasion of disease-free regions is highly expedited by elevated transmission potential during transportation.
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1. Introduction. The global network of human transportation has played a paramount role in the spatial spread of infectious diseases. The high connectedness of distant territories by air travel makes it possible for a disease to invade regions far away from the source faster than ever. Some infectious diseases, such as tuberculosis, measles, and seasonal influenza, have been known to be transmissible during commercial flights. The importance of the global air travel network was highlighted in the 2002–2003 SARS outbreak (WHO [38]) and clearly
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contributed to the global spread of the 2009 pandemic influenza A(H1N1) (Khan et al. [15]). Therefore, mathematically describing the spread of infectious diseases on the global human transportation network is of critical public health importance.

There are a few well-known studies which constructed and analyzed various meta-population models for disease spread in connecting regions (see Arino [2], Arino and van den Driessche [3], Ruan, Wang, and Levin [5, 25], Rvachev and Longini [26], Wang and Zhao [37], and the references therein). These studies focus mainly on the impact of spatial dispersal of infected individuals from one region to another, and do not consider transportation as a platform of disease dynamics. However, during long-distance travel, such as intercontinental flights, a single infected individual may infect several other passengers (Wagner, Coburn, and Blower [36], European Center for Disease Prevention and Control [12]), thus potentially inducing multiple generating infections in the destination region. It is therefore desirable to properly describe the spread of the disease via long-distance travel, in a way that incorporates into the models the transmission dynamics during the transition and travel.

Cui, Takeuchi, and Saito [8] and Takeuchi, Liu, and Cui [31] modeled the possibility that individuals may contract a disease while traveling by a system of ordinary differential equations based on the standard SIS (susceptible-infected-susceptible) epidemic model. They discovered that the disease can persist in regions connected by human transportation even if the infection died out in all regions in the absence of travel. Liu, Wu, and Zhou [18] noted that the previously proposed models [8, 19, 31] implicitly used the assumption that the transportation between regions occurs instantaneously. For some diseases of major public health concern, such as SARS and influenza, the progress of the disease is so fast that even a short delay (a fraction of a day) can be significant. Based on such considerations, Liu, Wu, and Zhou [18] introduced the time needed to complete the trip into the SIS-type epidemic model, and also the possible infections during this time. Nakata [22] described the global dynamics of this system for two identical regions in terms of the basic reproduction number. The model was later generalized by Nakata and Röst [23] to the case of n regions with different characteristics and arbitrary travel networks. An SIR (susceptible-infected-recovered)-based model with a general incidence term was analyzed in Knipl and Röst [17] to describe the spread of infection in multiple regions with travel considered.

The purpose of this work is to formulate a model to properly describe the temporal evolution of an epidemic in regions connected by long-distance travel, such as intercontinental flights. The European Centre for Disease Prevention and Control (ECDC) developed a risk assessment guideline [12] for infectious diseases transmitted on aircrafts, like influenza. Existing studies confirmed that on-board transmission was possible in flights even with a duration of less than eight hours. For most diseases that pose a threat of a global pandemic, an SIS-type model is not adequate. For this reason, here we use the SEAIR (susceptible-exposed-asymptomatic-infected-infected-recovered) model as a basic epidemic model building block in the regions and also during travel. The SIS model can be reduced to a logistic equation and then can be solved analytically. This property was heavily used in the analysis done in [18, 22, 23]. However, the lack of closed form solution causes substantial technical difficulties in the analysis of SEAIR-type models, as will be shown in this paper.

More significantly the aforementioned existing models did not distinguish local residents from temporary visitors in the model setup. In reality, the large part of travels are return
trips, and not only the number of visitors, but also the average time that visitors spend in
the other region may significantly affect the speed of spatial spread of the disease. If visitors
spend more time in a region which is a hotspot of the disease, they will more likely carry
the disease back to their region of origin. In addition, visitors and local residents may have very
different contact rates and mixing patterns, for example if the visitors are typically on holiday
and stay in selected resorts and hotels. Hence in our model we use different compartments
for residents and visitors to capture this phenomenon.

Many multiregional epidemic models, especially the gravity-type models, are based on the
assumption that the speed of the spread of epidemics between regions is inversely proportional
to the distance between those regions (see, for example, Tuite et al. [32] for the recent cholera
outbreak in Haiti). However, in the case of air travel, the travel behavior is different and can
be just the opposite. First, the number of travelers does not depend directly on the distance
between regions, but is determined by other more important factors, such as business and
cultural relations or touristic attractivity. Second, the transmission rate of an infectious
disease can be much higher than usual when a large number of passengers are sharing the
same cabin, and the longer the flight (which means the larger the distance between regions),
the greater the number of infections that can be expected (Wagner, Coburn, and Blower [36]).
Hence the air travel model we are proposing here is in principle “antigravity.”

The paper is organized as follows. In the next section we formulate an age-structured
model (where age means time elapsed since the start of travel), which leads to a nonlinear
system of functional differential equations. In section 3 we determine some fundamental
properties of the model. Section 4 is concerned with the computation of local and global
reproduction numbers. We parametrize our model for influenza in section 5, and then in
section 6 we introduce three prototype origin-destination pairs (Canada-Mexico, Canada-
China, Canada-UK) and run simulations using real air traffic and tourism data. In the last
section we discuss our findings.

2. Model description. We formulate a dynamical model describing the spread of an in-
fec tious disease within and between two regions, and also during travel from one region to
the other. We divide the entire populations of the two regions into the disjoint classes $S_j^m$,
$E_j^m$, $A_j^m$, $I_j^m$, $R_j^m$, $j \in \{1, 2\}$, $m \in \{r, v\}$, where the letters $S$, $E$, $A$, $I$, and $R$
represent the compartments of susceptible, exposed, asymptomatic infected, symptomatic infected,
and recovered individuals, respectively. Lower index $j \in \{1, 2\}$ specifies the current region,
upper index $m \in \{r, v\}$ denotes the residential status of the individual in the current region (resident
versus visitor). For instance, $S_1^r$ is the compartment of individuals who are susceptible to the
disease and staying in region 1 as a visitor (hence, they originally belong to region 2); members
of $A_2^v$ are those who are asymptomatic infected residents in region 2.

Let $S_j^m(t)$, $E_j^m(t)$, $A_j^m(t)$, $I_j^m(t)$, $R_j^m(t)$, $j \in \{1, 2\}$, $m \in \{r, v\}$, be the number of individu-
als belonging to $S_j^m$, $E_j^m$, $A_j^m$, $I_j^m$, $R_j^m$, respectively, at time $t$. The transmission rate between
an infected individual with residential status $m$ and a susceptible individual with residential
status $n$ in region $j$ ($j \in \{1, 2\}$, $m, n \in \{r, v\}$) is denoted by $\beta_{j}^{m,n}$. Let $F_j^r$ denote the force
of infection of residents, and $F_j^v$ the force of infection of visitors in region $j$. Model parameter
$\mu_E$ denotes the inverse of the incubation period, $\mu_A$ and $\mu_I$ are the recovery rates of asym-
ptomatic and symptomatic infected individuals. Let $\rho$ be the reduction factor of infectiousness
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of asymptomatic infected individuals (we assume they are capable of transmitting the disease, but generally with a lower rate than symptomatic infected individuals). Let \( p \) denote the probability that an infected individual develops symptoms, and let \( \delta \) denote disease-induced mortality rate. We assume constant recruitment terms \( \Lambda_j \), while \( d^s_j \) and \( d^v_j \) denote natural mortality rates of residents and visitors in region \( j \). We denote the travel rate of residents between region \( j \) and region \( k \) by \( \alpha_j \), and the rate at which visitors of region \( j \) travel back to region \( k \) by \( \gamma_j \); thus \( 1/\gamma_j \) is the average time visitors spend in region \( j \). For the total population of residents, visitors, and all individuals currently in region \( j \) at time \( t \), we use the notation

\[
N_j(t) = S_j^r(t) + E_j^r(t) + A_j^r(t) + I_j^r(t) + R_j^r(t),
\]

(1)

We divide the population during travel into the classes \( s_{j,k}^m \), \( e_{j,k}^m \), \( a_{j,k}^m \), \( i_{j,k}^m \), \( r_{j,k}^m \). Letters \( s, e, a, i, r \) denote susceptible, exposed, asymptomatic infected, symptomatically infected, and recovered travelers, respectively. Lower indices \( j, k \) are used to distinguish between region \( j \) and \( k \) and \( j \neq k \) indicate that individuals are traveling from region \( j \) to region \( k \). Upper index \( m \in \{ r, v \} \) determines individuals’ residential status in the region they have just left: for instance, an individual who is now in \( r_j^v \) is recovered, traveling from region 1 to region 2, and was a visitor in region 1, which means that the individual originally belongs to region 2.

Let \( \tau > 0 \) denote the average time required to complete a one-way trip. To describe the disease dynamics during travel, we define \( s_{j,k}^m(\theta,t_\ast) \), \( e_{j,k}^m(\theta,t_\ast) \), \( a_{j,k}^m(\theta,t_\ast) \), \( i_{j,k}^m(\theta,t_\ast) \), \( r_{j,k}^m(\theta,t_\ast) \), \( j, k \in \{ 1, 2 \}, j \neq k, m \in \{ r, v \} \), as the density of individuals who started travel at time \( t_\ast \) and belong to classes \( s_{j,k}^m, e_{j,k}^m \), \( a_{j,k}^m, i_{j,k}^m, r_{j,k}^m \) with respect to \( \theta \), where \( \theta \in [0, \tau] \) denotes the time elapsed since the beginning of the travel. Let

\[
n_{j,k}^m(\theta,t_\ast) = s_{j,k}^m(\theta,t_\ast) + e_{j,k}^m(\theta,t_\ast) + a_{j,k}^m(\theta,t_\ast) + i_{j,k}^m(\theta,t_\ast) + r_{j,k}^m(\theta,t_\ast),
\]

(2)

where \( j, k \in \{ 1, 2 \}, j \neq k, m \in \{ r, v \} \), and let

\[
n_{j,k}(\theta,t_\ast) = n_{j,k}^r(\theta,t_\ast) + n_{j,k}^v(\theta,t_\ast).
\]

(3)

Thus, \( \int_{\theta_2}^{\theta_1} n_{j,k}(\theta,t_\ast - \theta)d\theta \) is the number of individuals who left region \( j \) in the time interval \([t - \theta_1, t - \theta_2]\), where \( \tau \geq \theta_1 \geq \theta_2 \geq 0 \). In particular, for \( \theta_1 = \tau \) and \( \theta_2 = 0 \), this gives the total number of individuals who are in the travel transition from region \( j \) to region \( k \) at time \( t \). We assume that infected individuals do not die during travel; hence \( n_{j,k}(\theta,t_\ast) = n_{j,k}(0,t_\ast) \) for all \( \theta \in [0, \tau] \). During the course of travel, infected individuals can transmit the disease at the rate \( \beta^T \). We use the notation \( \mu^T_e, \mu^T_a, \mu^T_r \) for the inverse of the incubation period and the recovery rates of asymptomatic and symptomatic infected individuals during travel. Let \( F_{j,k}^T \) denote the force of infection during travel from region \( j \) to region \( k \). Then \( s_{j,k}^m(\tau,t - \tau) \), \( e_{j,k}^m(\tau,t - \tau) \), \( a_{j,k}^m(\tau,t - \tau) \), \( i_{j,k}^m(\tau,t - \tau) \), \( r_{j,k}(\tau,t - \tau) \) gives the inflow of individuals arriving from region \( j \) to compartments \( S_k^m, E_k^m \), \( A_k^m, I_k^m, R_k^m \), \( j, k \in \{ 1, 2 \}, j \neq k, m \in \{ r, v \}, m \neq n \), respectively, at time \( t \).

All variables and model parameters are listed in Tables 1 and 2. The flow chart of the model is depicted in Figure 1. Based on the assumptions formulated above, we obtain the following system of differential equations for disease transmission in the two regions:
Table 1

Model variables \((j, k \in \{1, 2\}, j \neq k)\). In the table, “density” means the density with respect to the age since the start of travel.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F_r^j)</td>
<td>Force of infection of residents in region (j)</td>
</tr>
<tr>
<td>(F_v^j)</td>
<td>Force of infection of visitors in region (j)</td>
</tr>
<tr>
<td>(F_{T,j,k})</td>
<td>Force of infection during travel from region (j) to region (k)</td>
</tr>
<tr>
<td>(S_r^j, E_r^j, A_r^j, I_r^j, R_r^j)</td>
<td>Susceptible, exposed, asymptomatic, symptomatic infected, and recovered residents in region (j)</td>
</tr>
<tr>
<td>(S_v^j, E_v^j, A_v^j, I_v^j, R_v^j)</td>
<td>Susceptible, exposed, asymptomatic, symptomatic infected, and recovered visitors in region (j)</td>
</tr>
<tr>
<td>(N_r^j, N_v^j, N_j)</td>
<td>Total population size of residents, visitors, and all individuals in region (j)</td>
</tr>
<tr>
<td>(s_{j,k}^r, e_{j,k}^r, a_{j,k}^r, i_{j,k}^r, r_{j,k}^r)</td>
<td>Density of susceptible, exposed, asymptomatic, symptomatic infected, and recovered individuals during the travel from (j) to (k) (traveling to visit (k))</td>
</tr>
<tr>
<td>(s_{j,k}^v, e_{j,k}^v, a_{j,k}^v, i_{j,k}^v, r_{j,k}^v)</td>
<td>Density of susceptible, exposed, asymptomatic, symptomatic infected, and recovered individuals during the travel from (j) to (k) (returning to (k) from visiting (j))</td>
</tr>
<tr>
<td>(n_{j,k}^r, n_{j,k}^v, n_{j,k})</td>
<td>Total density of residents, visitors, and all individuals during the travel from (j) to (k)</td>
</tr>
</tbody>
</table>

Table 2

Key model parameters \((j, k \in \{1, 2\}, j \neq k)\).

<table>
<thead>
<tr>
<th>Key model parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Lambda_j)</td>
<td>Recruitment rate in region (j)</td>
</tr>
<tr>
<td>(d_j^r, d_j^v)</td>
<td>Natural death rate of residents and visitors of region (j)</td>
</tr>
<tr>
<td>(\delta)</td>
<td>Disease-induced death rate</td>
</tr>
<tr>
<td>(\beta_{m,n}^{r,v})</td>
<td>Transmission rate between an infected individual with residential status (m) and a susceptible individual with residential status (n) in region (j) ((m, n \in {r, v}))</td>
</tr>
<tr>
<td>(\beta^T)</td>
<td>Transmission rate during the travel</td>
</tr>
<tr>
<td>(\alpha_j)</td>
<td>Traveling rate of residents of region (j) to region (k)</td>
</tr>
<tr>
<td>(\gamma_j)</td>
<td>Inverse of duration of visitors’ stay in region (j)</td>
</tr>
<tr>
<td>(\tau)</td>
<td>Duration of travel between the regions</td>
</tr>
<tr>
<td>(p)</td>
<td>Probability of developing symptoms</td>
</tr>
<tr>
<td>(\rho)</td>
<td>Reduction of infectiousness of asymptotic infecteds</td>
</tr>
<tr>
<td>(\mu_{E}^{r,v}, \mu_{I}^{r,v})</td>
<td>Reciprocal of the length of the incubation period in the regions and during the travel</td>
</tr>
<tr>
<td>(\mu_{A}^{r,v}, \mu_{I}^{r,v})</td>
<td>Recovery rate of asymptomatic infecteds in the regions and during the travel</td>
</tr>
<tr>
<td>(\mu_{T}^{r,v}, \mu_{I}^{r,v})</td>
<td>Recovery rate of symptomatic infecteds in the regions and during the travel</td>
</tr>
</tbody>
</table>
Figure 1. Color-coded flow chart of disease transmission and travel dynamics. The disease transmission in the two regions is shown in two different columns; the disease progresses vertically from top to bottom. Classes having the same origins are marked by the same colors. Red corresponds to the classes originating from region 1; blue represents classes of region 2. Arrows colored with the same colors indicate how the disease progresses. Green dashed-dotted arrows represent traveling. Green solid arrows show the dynamics of the pandemic during the course of the travel. The description of the variables can be found in Table 1.
\[
\begin{align*}
\dot{S}_j(t) &= \Lambda_j - S_j(t) F_j(t) - (d_j + \alpha_j) S_j(t) + s_{k,j}(\tau, t - \tau), \\
\dot{E}_j(t) &= S_j(t) F_j(t) - (d_j + \mu_E + \alpha_j) E_j(t) + e_{k,j}(\tau, t - \tau), \\
\dot{A}_j(t) &= (1 - p) \mu_E E_j - (d_j + \alpha_j + \mu_A) A_j(t) + a_{k,j}(\tau, t - \tau), \\
\dot{I}_j(t) &= p\mu_E E_j - (d_j + \alpha_j + \delta + \mu_I) I_j(t) + i_{k,j}(\tau, t - \tau), \\
\dot{R}_j(t) &= \mu_I I_j(t) + \mu_A A_j(t) - (d_j + \alpha_j) R_j(t) + r_{k,j}(\tau, t - \tau), \\
\end{align*}
\]

where

\[
\begin{align*}
F_j(t) &= \frac{1}{N_j(t)} \left( \beta_j^{it} (I_j(t) + \rho A_j(t)) + \beta_j^{ri} (I_j(t) + \rho A_j(t)) \right), \\
F_j(t) &= \frac{1}{N_j(t)} \left( \beta_j^{it} (I_j(t) + \rho A_j(t)) + \beta_j^{ri} (I_j(t) + \rho A_j(t)) \right).
\end{align*}
\]

For each given \( t_s \), the following system \((T)\) describes the evolution of the densities during the travel initiated at time \( t_s \):

\[
\begin{align*}
\frac{d}{d\theta} s_{j,k}(\theta, t_s) &= -s_{j,k}(\theta, t_s) F_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} e_{j,k}(\theta, t_s) &= s_{j,k}(\theta, t_s) F_{j,k}(\theta, t_s) - \mu_E e_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} a_{j,k}(\theta, t_s) &= (1 - p) \mu_E e_{j,k}(\theta, t_s) - \mu_A a_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} t_{j,k}(\theta, t_s) &= p\mu_E e_{j,k}(\theta, t_s) - \mu_I t_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} r_{j,k}(\theta, t_s) &= \mu_I a_{j,k}(\theta, t_s) + \mu_R r_{j,k}(\theta, t_s), \\
\end{align*}
\]

\[
\begin{align*}
\frac{d}{d\theta} s_{j,k}(\theta, t_s) &= -s_{j,k}(\theta, t_s) F_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} e_{j,k}(\theta, t_s) &= s_{j,k}(\theta, t_s) F_{j,k}(\theta, t_s) - \mu_E e_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} a_{j,k}(\theta, t_s) &= (1 - p) \mu_E e_{j,k}(\theta, t_s) - \mu_A a_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} t_{j,k}(\theta, t_s) &= p\mu_E e_{j,k}(\theta, t_s) - \mu_I t_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} r_{j,k}(\theta, t_s) &= \mu_I a_{j,k}(\theta, t_s) + \mu_R r_{j,k}(\theta, t_s), \\
\end{align*}
\]
where \( j, k \in \{1, 2\}, j \neq k, \) and

\[
F_{j,k}^T(t, t_\star) = \frac{\beta^T}{n_{j,k}(t, t_\star)}(\nu_{j,k}^T(\theta, t_\star) + \nu_{j,k}^v(\theta, t_\star) + \rho(\alpha_{j,k}^T(\theta, t_\star) + \alpha_{j,k}^v(\theta, t_\star))),
\]

\[
n_{j,k}(t, t_\star) = \alpha_j(S_j^\tau(t_\star) + E_j^\tau(t_\star) + A_j^\tau(t_\star) + I_j^\tau(t_\star) + R_j^\tau(t_\star))
\]

\[
+ \gamma_j(S_j^\tau(\theta, t_\star) + E_j^\tau(\theta, t_\star) + A_j^\tau(\theta, t_\star) + I_j^\tau(\theta, t_\star) + R_j^\tau(\theta, t_\star))
\]

\[
= \alpha_j N_j^\tau(t_\star) + \gamma_j N_j^\tau(t_\star).
\]

For \( \theta = 0, \) the densities are determined by the rates at which individuals start their travels from one region to the other at time \( t_\star. \) Hence, the initial values for system \((T)\) at \( \theta = 0 \) are given by

\[
(IVT)
\]

\[
\begin{cases}
\begin{aligned}
s_{j,k}^\tau(0, t_\star) &= \alpha_j S_j^\tau(t_\star), & s_{j,k}^\nu(0, t_\star) &= \gamma_j S_j^\nu(t_\star), \\
e_{j,k}^\tau(0, t_\star) &= \alpha_j E_j^\tau(t_\star), & e_{j,k}^\nu(0, t_\star) &= \gamma_j E_j^\nu(t_\star), \\
A_{j,k}^\tau(0, t_\star) &= \alpha_j A_j^\tau(t_\star), & A_{j,k}^\nu(0, t_\star) &= \gamma_j A_j^\nu(t_\star), \\
I_{j,k}^\tau(0, t_\star) &= \alpha_j I_j^\tau(t_\star), & I_{j,k}^\nu(0, t_\star) &= \gamma_j I_j^\nu(t_\star), \\
R_{j,k}^\tau(0, t_\star) &= \alpha_j R_j^\tau(t_\star), & R_{j,k}^\nu(0, t_\star) &= \gamma_j R_j^\nu(t_\star)
\end{aligned}
\end{cases}
\]

for \( j, k \in \{1, 2\}, j \neq k. \)

Now we turn our attention to the terms \( s_j^m(\tau, t-\tau), e_j^m(\tau, t-\tau), a_j^m(\tau, t-\tau), \) \( r_j^m(\tau, t-\tau) \) in system \((L)\), which are the densities of individuals arriving to classes \( S_j^m, E_j^m, \) \( A_j^m, I_j^m, R_j^m, \) \( j,k \in \{1, 2\}, j \neq k, \) \( m,n \in \{r,v\}, m \neq n, \) respectively, at time \( t, \) upon completing a one-way trip from region \( j. \) At time \( t, \) these terms are determined by the solution of system \((T)\) with initial values \((IVT)\) for \( t_\star = t - \tau \) at \( \theta = \tau: \)

(i) individuals who enter region \( k \) at time \( t \) are those who left region \( j \) at time \( t - \tau; \)

(ii) residents of region \( j \) become visitors of region \( k \) and vice versa \( (m \neq n) \) upon completing a one-way trip;

(iii) an individual may move to a different compartment during travel; for example, a susceptible resident who travels from region \( j \) may arrive as an infected visitor to region \( k \) \( (j,k \in \{1, 2\}, j \neq k), \) as given by the dynamics of system \((T).\)

Next we specify initial values for system \((L)\) at \( t = 0. \) Since travel takes \( \tau \) units of time to complete, arrivals to region \( j \) are determined by the state of region \( k \) \( (j,k \in \{1, 2\}, j \neq k) \) at \( t - \tau, \) via the solution of systems \((T)\) and \((IVT).\) Thus, we set up initial functions as follows:

\[
(IVL)
\]

\[
\begin{cases}
\begin{aligned}
S_j^\tau(u) &= \varphi_{S,j}^\tau(u), & S_j^\nu(u) &= \varphi_{S,j}^\nu(u), \\
E_j^\tau(u) &= \varphi_{E,j}^\tau(u), & E_j^\nu(u) &= \varphi_{E,j}^\nu(u), \\
A_j^\tau(u) &= \varphi_{A,j}^\tau(u), & A_j^\nu(u) &= \varphi_{A,j}^\nu(u), \\
I_j^\tau(u) &= \varphi_{I,j}^\tau(u), & I_j^\nu(u) &= \varphi_{I,j}^\nu(u), \\
R_j^\tau(u) &= \varphi_{R,j}^\tau(u), & R_j^\nu(u) &= \varphi_{R,j}^\nu(u),
\end{aligned}
\end{cases}
\]

where \( u \in [-\tau, 0], \) and each \( \varphi_{K,j}^m \) is a continuous function for \( j \in \{1, 2\}, m \in \{r,v\}, K \in \{S,E,A,I,R\}.\)
Note that systems \((L)\) and \((T)\) are interconnected; in order to determine the dynamics of the model, simultaneous solution of both is required. Considering the fact that disease transmission is possible during travel, the solution of system \((T)\) at \((\tau, t - \tau)\) is required for all \(t \geq 0\) to find the solution of \((L)\). However, in order to obtain the solution of \((T)\) at \((\tau, t - \tau)\), it is necessary to use the solution of \((L)\) at \(t - \tau\), because \((T)\) takes the initial conditions from \((L)\). Hence, in order to describe the disease transmission in the regions, the solution of another differential equation system is required at each time \(t\), which has initial values depending on the earlier state of the system on the regions. Thus \((L)\) is a delay differential system, where the delayed feedback is determined by a solution of a parallel system of ordinary differential equations. In previous papers with travel delay, such as \([18, 22, 23]\), the authors used an SIS-type system during travel, which was analytically solvable; thus it was possible to express the delayed feedback explicitly. Unlike the SIS model, the SEAIR model is not analytically solvable; therefore, here we have to deal with a system of functional differential equations, where the delay term is given only implicitly via a solution of a nonlinear system of ordinary differential equations.

3. Basic properties of the model. In this section, we show that our model is equivalent to a system of nonlinear functional differential equations where the delay term is defined dynamically, via the solution of another system of differential equations. Then we also investigate some biologically relevant properties of the system. Set

\[
X^r_j = \begin{pmatrix} S^r_j \\ E^r_j \\ A^r_j \\ I^r_j \\ R^r_j \end{pmatrix}, \quad X^v_j = \begin{pmatrix} S^v_j \\ E^v_j \\ A^v_j \\ I^v_j \\ R^v_j \end{pmatrix}, \quad x^r_{j,k} = \begin{pmatrix} s^r_{j,k} \\ e^r_{j,k} \\ a^r_{j,k} \\ i^r_{j,k} \\ r^r_{j,k} \end{pmatrix}, \quad x^v_{j,k} = \begin{pmatrix} s^v_{j,k} \\ e^v_{j,k} \\ a^v_{j,k} \\ i^v_{j,k} \\ r^v_{j,k} \end{pmatrix},
\]

where \(j, k \in \{1, 2\}, j \neq k\), and set

\[
X = \begin{pmatrix} X^r_1 \\ X^r_2 \\ X^v_1 \\ X^v_2 \end{pmatrix}, \quad x = \begin{pmatrix} x^r_{2,1} \\ x^r_{2,1} \\ x^v_{1,2} \\ x^v_{1,2} \end{pmatrix},
\]

so that \(X \in \mathbb{R}^{20}\) and \(x \in \mathbb{R}^{20}\). For a given \(t_*\) we define the system \((T^*)\) as

\[
(T^*) \quad \frac{\partial}{\partial \theta} x(\theta, t_*) = f(x(\theta, t_*)),
\]

\[
x(0, t_*) = g(X(t_*)),
\]

where \(t_*, \theta \in \mathbb{R}_+, f, g : \mathbb{R}^{20} \to \mathbb{R}^{20},
\]

\[
g_i(y) = \begin{cases} 
\gamma_2 y_i & \text{if } i = 1, \ldots, 5, \\
\alpha_2 y_i & \text{if } i = 6, \ldots, 10, \\
\gamma_1 y_i & \text{if } i = 11, \ldots, 15, \\
\alpha_1 y_i & \text{if } i = 16, \ldots, 20,
\end{cases}
\]
and $f_i(x)$ equals the right-hand side of the equation for $x_i$ in system ($T$). For instance,

$$f_7(x) = \beta^T \frac{x_{16}}{\sum_{j=1}^{10} x_j} (x_4 + x_9 + \rho(x_3 + x_8)) - \mu^T x_7.$$ 

Define $G: \mathbb{R}^{20} \rightarrow \mathbb{R}^{20}$, where $G_i(X)$ is given by the right-hand side of the equation of $X_i$ in ($L$) without the inflow from travel. For instance,

$$G_{16}(X) = -\frac{X_{16}}{\sum_{j=11}^{20} X_j} (\beta_2^{uv}(X_{14} + \rho X_{13}) + \beta_2^{uv}(X_{19} + \rho X_{18})) - (d_v^r + \gamma_2)X_{16}.$$ 

Let $\hat{x}(\theta, t_*; Y)$ denote the solution of the initial value problem ($T^*$) for $t_*$ with initial value $\hat{x}(0, t_*) = g(Y)$, where $Y \in \mathbb{R}^{20}$, and let $H(Y) := \hat{x}(\tau, t - \tau; Y)$, $H: \mathbb{R}^{20} \rightarrow \mathbb{R}^{20}$. Then our system ($L$) can be written in closed form as a system of functional differential equations,

$$(L^*) \quad \dot{X}(t) = \mathcal{F}(X(t), X(t - \tau)),$$

where $\mathcal{F}(X(t), X(t - \tau)) = G(X(t)) + H(X(t - \tau))$, $\mathcal{F}: \mathbb{R}^{20} \times \mathbb{R}^{20} \rightarrow \mathbb{R}^{20}$. Clearly ($T^*$) is also a compact form of ($T$). To study the dynamics of ($L^*$), we define our phase space as the nonnegative cone $\mathcal{C}_+ = \mathcal{C}([-\tau, 0], \mathbb{R}^{20}_+)$ of the Banach space of continuous functions from $[-\tau, 0]$ to $\mathbb{R}^{20}$, equipped with the supremum norm. For each $\Phi \in \mathcal{C}_+$, standard arguments guarantee that there exists a unique solution of system ($L^*$) with initial values $X(u) = \Phi(u)$, $u \in [-\tau, 0]$ (see [16, 17]). Using the notation of ($IVL$), we have $\Phi = (\Phi_i^r, \Phi_i^v, \Phi_j^r, \Phi_j^v)^T$, where $\Phi_i^r = (\varphi_{S,j}^r, \varphi_{E,j}^r, \varphi_{A,j}^r, \varphi_{I,j}^r, \varphi_{R,j}^r)^T$, $\Phi_i^v = (\varphi_{S,j}^v, \varphi_{E,j}^v, \varphi_{A,j}^v, \varphi_{I,j}^v, \varphi_{R,j}^v)^T$ for $j \in \{1, 2\}$.

Proposition 1. For any $\Phi \in \mathcal{C}_+$, the solution of system ($L^*$) is nonnegative.

Proof. It is straightforward to see that ($T^*$) preserves nonnegativity; thus $H(Y) \geq 0$ if $Y \geq 0$. Since our functions $\mathcal{F}(y, z): \mathbb{R}^{20}_+ \times \mathbb{R}^{20}_+ \rightarrow \mathbb{R}^{20}$ and $\mathcal{F}_y(y, z)$ are continuous on $\mathbb{R}^{20}$ and for every $i = 1, \ldots, 20$, for every $y, z \in \mathbb{R}^{20}_+$, $y_i = 0$ implies $\mathcal{F}_y(y, z) \geq 0$, all the conditions of Theorem 3.4 in [27] hold. This implies that for nonnegative initial data the corresponding solution of system ($L^*$) remains nonnegative.

We define the disease-free subspace $\mathcal{C}^0_+$ as

$$\mathcal{C}^0_+ = \{ \Phi | \Phi = (\varphi_{S,j}^r, 0, \hat{0}, 0, \varphi_{R,j}^v, \varphi_{S,j}^v, 0, 0, \varphi_{R,j}^v) \} \subset \mathcal{C}_+,$$

where $\hat{0}$ denotes the constant 0 function. If $\Phi \in \mathcal{C}^0_+$, then

$$E_j^+(t) = E_j^-(t) = A_j^+(t) = A_j^-(t) = I_j^+(t) = I_j^-(t) = 0$$

for all $t \geq 0$, and hence the disease-free subspace is positively invariant.

Proposition 2. In the disease-free subspace $\mathcal{C}^0_+$ there exists a unique positive equilibrium of system ($L^*$) which is globally asymptotically stable in $\mathcal{C}^0_+$.

Proof. Using the definition of $N_j^r$ and $N_j^v$ (see Table 1) in section 2, for these variables we derive the following differential equation system:

$$\begin{align*}
N_j^r(t) &= A_j - (d_v^r + \alpha_j)N_j^r(t) + \gamma_k N_j^v(t - \tau), \\
N_j^v(t) &= -(d_v^r + \gamma_j)N_j^r(t) + \alpha_k N_j^v(t - \tau),
\end{align*}$$

(4)
where \( j, k \in \{1, 2\}, j \neq k \). One can find that the positive equilibrium \((\hat{N}_1^r, \hat{N}_1^v, \hat{N}_2^r, \hat{N}_2^v)\) is given by

\[
\begin{pmatrix}
\hat{N}_1^r \\
\hat{N}_1^v \\
\hat{N}_2^r \\
\hat{N}_2^v
\end{pmatrix} = \begin{pmatrix}
d_1^r + \alpha_1 & 0 & 0 & -\gamma_2 \\
0 & d_1^v + \gamma_1 & -\alpha_2 & 0 \\
0 & -\gamma_2 & d_2^r + \alpha_2 & 0 \\
-\alpha_2 & 0 & 0 & d_2^v + \gamma_2
\end{pmatrix}^{-1} \begin{pmatrix}
\Lambda_1 \\
0 \\
0 \\
0
\end{pmatrix}.
\]

Set \( M_j^r(t) := N_j^r(t) - \hat{N}_j^r, M_j^v(t) := N_j^v(t) - \hat{N}_j^v, j \in \{1, 2\} \). We obtain the decoupled linear systems

\[
\begin{align*}
M_1^r(t) &= -(d_1^r + \alpha_1)M_1^r(t) + \gamma_2 M_2^r(t - \tau), \\
M_2^r(t) &= -(d_1^r + \alpha_2)M_2^r(t) + \alpha_1 M_1^r(t - \tau),
\end{align*}
\]

and

\[
\begin{align*}
M_1^v(t) &= -(d_1^v + \alpha_1)M_1^r(t) + \gamma_1 M_2^v(t - \tau), \\
M_2^v(t) &= -(d_1^v + \alpha_2)M_2^v(t) + \alpha_1 M_1^v(t - \tau).
\end{align*}
\]

Since \( d_1^r, d_1^v, d_2^r, d_2^v \) and \( \alpha_1, \alpha_2, \gamma_1, \gamma_2 \) are positive, and since \((d_1^r + \alpha_1)(d_1^v + \gamma_2) > \alpha_1 \gamma_2\) and \((d_1^v + \alpha_2)(d_1^v + \gamma_1) > \alpha_2 \gamma_1\), condition (16) in [30] holds. Thus, the zero solutions of systems (6) and (7) are asymptotically stable, which implies that the positive equilibrium \((\hat{N}_1^r, \hat{N}_1^v, \hat{N}_2^r, \hat{N}_2^v)\) is asymptotically stable.

Since on the disease-free subspace \( \frac{d}{d\theta} r^r_{j,k}(\theta, t_s) = 0 \) and \( \frac{d}{d\theta} r^v_{j,k}(\theta, t_s) = 0 \), from (IVT) we obtain \( r^r_{j,k}(t, t - \tau) = \gamma_k R^r_{j,k}(t - \tau) \) and \( r^v_{j,k}(t, t - \tau) = \alpha_k R^v_{j,k}(t - \tau) \) for \( j, k \in \{1, 2\}, j \neq k \). Consider the following subsystem:

\[
\begin{align*}
\dot{R}_1^r(t) &= -(d_1^r + \alpha_1)R_1^r(t) + \gamma_2 R_2^r(t - \tau), \\
\dot{R}_2^r(t) &= -(d_1^r + \alpha_2)R_2^r(t) + \alpha_1 R_1^r(t - \tau),
\end{align*}
\]

(8)

With similar argument as for systems (6) and (7), we obtain that the equilibrium \((\hat{R}_1^r, \hat{R}_1^v, \hat{R}_2^r, \hat{R}_2^v) = (0, 0, 0, 0)\) is asymptotically stable. We conclude that \( R_j^r(t), R_j^v(t) \to 0 \) as \( t \to \infty \), \( j, k \in \{1, 2\}, j \neq k \). In the disease-free subspace, \( N_j^r(t) = S_j^r(t) + \hat{R}_j^r(t) \) and \( N_j^v(t) = S_j^v(t) + \hat{R}_j^v(t), j \in \{1, 2\}\); thus \( S_j^r(t) \to \hat{N}_j^r \) and \( S_j^v(t) \to \hat{N}_j^v \) as \( t \to \infty \).

Henceforth, in the disease-free subspace, the solutions of \((L^*)\) converge to the equilibrium \( \hat{N} = (\hat{N}_1^r, 0, 0, 0, 0, \hat{N}_1^v, 0, 0, 0, 0, \hat{N}_2^r, 0, 0, 0, 0, \hat{N}_2^v, 0, 0, 0, 0) \).

As an immediate consequence of Propositions 1 and 2, we have that in the disease-free subspace the solutions of \((L^*)\) are bounded.

**Proposition 3.** If \( \delta = 0 \), then the total populations \((N_1^r(t), N_1^v(t), N_2^r(t), N_2^v(t))\) converge to \((\hat{N}_1^r, \hat{N}_1^v, \hat{N}_2^r, \hat{N}_2^v)\), which is given by (5).

**Proof.** If \( \delta = 0 \), then it is easy to see that \( N_j^r(t), N_j^v(t), N_2^r(t), N_2^v(t) \) satisfy system (4); hence we obtain the same positive equilibrium \((\hat{N}_1^r, \hat{N}_1^v, \hat{N}_2^r, \hat{N}_2^v)\), which is globally asymptotically stable.

**Proposition 4.** Solutions of system \((L^*)\) are bounded.
Proof. For any $\Phi \in C_+$, the system of $N_j^v(t), N_j^r(t), N_j^w(t), N_j^u(t)$ becomes

\begin{align}
N_j^v(t) &= \Lambda_j - (d_j^v + \alpha_j)N_j^v(t) - \delta I_j^v(t) + \gamma_k N_k^v(t - \tau), \\
N_j^r(t) &= -(d_j^r + \gamma_j)N_j^r(t) - \delta I_j^v(t) + \alpha_k N_k^r(t - \tau).
\end{align}

By Proposition 1, $N_j^m(u), I_j^m(u), j \in \{1, 2\}, m \in \{r, v\}$, are nonnegative; thus by a standard comparison argument (see Theorem 4.1 in [13]), solutions of (9) are bounded by the solutions of (4), which are convergent according to Proposition 2. Thus, we conclude that $N_j^v(t)$ and $N_j^r(t), j \in \{1, 2\}$, are bounded. Since

\begin{align}
0 \leq S_j^v(t), E_j^v(t), A_j^v(t), I_j^v(t), R_j^v(t) \leq N_j^v(t), \\
0 \leq S_j^r(t), E_j^r(t), A_j^r(t), I_j^r(t), R_j^r(t) \leq N_j^r(t),
\end{align}

solutions of system $(L^*)$ are bounded. 

4. The basic reproduction number. The basic reproduction number ($R_0$) is a central quantity in epidemiology, as it determines the average number of secondary infections caused by a typical infected individual during the period of infectiousness. In section 2 we introduced a dynamical model describing the temporal evolution of an infectious disease in and between two regions connected by public transportation. This section is devoted to the computation of the basic (global) reproduction number of the model. It is defined as the dominant eigenvalue of the next generation matrix (NGM), as introduced in [9, 10]. First we apply some modifications to the model setup and calculate the NGM. Then we show that the reproduction number works as a threshold quantity for the stability of the disease-free equilibrium of the system.

We define the local reproduction numbers as we consider our model in the absence of travel. In this case the two regions are isolated; hence to obtain the (local) reproduction number of region $j, j \in \{1, 2\}$, it suffices to follow a typical infected individual during the infectious period in region $j$. Given that the probability of developing symptoms is $p$, the reduction of infectiousness of asymptomatic infecteds is $\rho$, and the average length of the infectious period in classes $I$ and $A$ is $1/\mu_I$ and $1/\mu_A$, respectively, we arrive at the formula

$$
R_{L,j} = \beta_j^{rr} \left( \frac{p}{\mu_I} + (1 - p) \frac{\rho}{\mu_A} \right),
$$

where $\beta_j^{rr}$ is the transmission rate in region $j$. In the case of isolated regions, the global reproduction number arises as the maximum of the local reproduction numbers. However, the unlimited number of travels and the possibility of disease transmission during travel make it very complicated to trace secondary cases if we incorporate air transportation.

In this section, we neglect the transition from exposed to infected and from infected to recovered classes during travel; i.e., we assume that $\mu_e^{T} = \mu_i^{T} = \mu_r^{T} = 0$. Although with this limitation we ignore the possibility of changing to being infectious or recovered on the plane, this assumption also ensures that individuals do not undergo multiple disease states during the same trip. For realistic values of the travel duration $\tau$ it is quite unrealistic to expect that, for instance, someone who was susceptible before travel arrives as recovered upon completing the trip. As shown below, this hypothesis also allows us to calculate the basic reproduction
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number explicitly, and the most important part of the transmission dynamics during travel, namely exposure of susceptibles to the infection, is still fully considered in the modified model.

With the assumption of \( \mu_I^T = \mu_A^T = \mu_J^T = 0 \), our system (\( T' \)) becomes

\[
\begin{align*}
\frac{d}{d\theta} s^r_{j,k}(\theta, t_s) &= -s^r_{j,k}(\theta, t_s) F^T_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} v^r_{j,k}(\theta, t_s) &= s^r_{j,k}(\theta, t_s) F^T_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} r^r_{j,k}(\theta, t_s) &= \frac{d}{d\theta} v^r_{j,k}(\theta, t_s) = \frac{d}{d\theta} r^r_{j,k}(\theta, t_s) = 0,
\end{align*}
\]

(\( T' \))

\[
\begin{align*}
\frac{d}{d\theta} s^v_{j,k}(\theta, t_s) &= -s^v_{j,k}(\theta, t_s) F^T_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} v^v_{j,k}(\theta, t_s) &= s^v_{j,k}(\theta, t_s) F^T_{j,k}(\theta, t_s), \\
\frac{d}{d\theta} a^v_{j,k}(\theta, t_s) &= \frac{d}{d\theta} v^v_{j,k}(\theta, t_s) = \frac{d}{d\theta} a^v_{j,k}(\theta, t_s) = 0,
\end{align*}
\]

with

\[
F^T_{j,k}(\theta, t_s) = \frac{\theta T}{n_{j,k}(\theta, t_s)} (i^r_{j,k}(\theta, t_s) + i^v_{j,k}(\theta, t_s) + \rho (a^r_{j,k}(\theta, t_s) + a^v_{j,k}(\theta, t_s))),
\]

\[
n_{j,k}(\theta, t_s) = \alpha_j N^r_j(t_s) + \gamma_j N^r_j(t_s)
\]

for \( j, k \in \{1, 2\}, j \neq k \). Using systems (\( T' \)) and (\( IVT \)), we obtain the densities of asymptomatic, symptomatic infected, and recovered individuals during travel with respect to \( \theta \) as

\[
\begin{align*}
a^r_{j,k}(\theta, t_s) &= a^r_{j,k}(0, t_s) = \alpha_j A^r_j(t_s), \\
a^v_{j,k}(\theta, t_s) &= a^v_{j,k}(0, t_s) = \gamma_j A^v_j(t_s), \\
i^r_{j,k}(\theta, t_s) &= i^r_{j,k}(0, t_s) = \alpha_j I^r_j(t_s), \\
i^v_{j,k}(\theta, t_s) &= i^v_{j,k}(0, t_s) = \gamma_j I^v_j(t_s), \\
r^r_{j,k}(\theta, t_s) &= r^r_{j,k}(0, t_s) = \alpha_j R^r_j(t_s), \\
r^v_{j,k}(\theta, t_s) &= r^v_{j,k}(0, t_s) = \gamma_j R^v_j(t_s)
\end{align*}
\]

for all \( t_s, \theta \in [0, \tau] \), and \( j, k \in \{1, 2\}, j \neq k \). Then, using (10), the force of infection \( F^T_{j,k} \) arises as

\[
F^T_{j,k}(\theta, t_s) = \frac{\beta T}{\alpha_j N^r_j(t_s) + \gamma_j N^r_j(t_s)} \left( \alpha_j I^r_j(t_s) + \gamma_j I^v_j(t_s) + \rho (\alpha_j A^r_j(t_s) + \gamma_j A^v_j(t_s)) \right),
\]

where \( \theta \in [0, \tau] \) and \( j, k \in \{1, 2\}, j \neq k \), and we can determine the density of susceptible individuals during travel for \( \theta \in [0, \tau] \), \( j, k \in \{1, 2\}, j \neq k \), as

\[
\begin{align*}
s^r_{j,k}(\theta, t_s) &= s^r_{j,k}(0, t_s) e^{-\int_0^\theta F^T_{j,k}(\nu, t_s) d\nu} \\
&= \alpha_j S^r_j(t_s) e^{-\theta \beta T \frac{\alpha_j I^r_j(t_s) + \gamma_j I^v_j(t_s) + \rho (\alpha_j A^r_j(t_s) + \gamma_j A^v_j(t_s))}{\alpha_j N^r_j(t_s) + \gamma_j N^r_j(t_s)}}, \\
s^v_{j,k}(\theta, t_s) &= s^v_{j,k}(0, t_s) e^{-\int_0^\theta F^T_{j,k}(\nu, t_s) d\nu} \\
&= \gamma_j S^v_j(t_s) e^{-\theta \beta T \frac{\alpha_j I^r_j(t_s) + \gamma_j I^v_j(t_s) + \rho (\alpha_j A^r_j(t_s) + \gamma_j A^v_j(t_s))}{\alpha_j N^r_j(t_s) + \gamma_j N^r_j(t_s)}}.
\end{align*}
\]
Last, using the definition of \( n_{jk}(\theta, t_s) \) \( (j, k \in \{1, 2\}, m \in \{r, e\}) \), we obtain the density of exposed individuals during travel as

\[
e^e_{jk}(\theta, t_s) = n^e_{jk}(\theta, t_s) - a^e_{jk}(\theta, t_s) - i^e_{jk}(\theta, t_s) - r^e_{jk}(\theta, t_s) = \alpha_j N^e_j(t_s) - \alpha_j A^e_j(t_s) - \alpha_j I^e_j(t_s) - \alpha_j R^e_j(t_s) = \alpha_j \left( S^e_j(t_s) \left( 1 - e^{-\theta \beta T (\tau, t_s) + \gamma_j I^e_j(t_s)} \right) + E^e_j(t_s) \right).
\]

(12)

Choosing \( \theta = \tau \) and \( t_s = t - \tau \), the inflow terms \( s^m_{jk}(\tau, t - \tau), e^m_{jk}(\tau, t - \tau), a^m_{jk}(\tau, t - \tau), i^m_{jk}(\tau, t - \tau), r^m_{jk}(\tau, t - \tau) \) \( (j, k \in \{1, 2\}, m \in \{r, e\}) \) determined in (10), (11), and (12) arise as delay terms of \( S^m_j, E^m_j, A^m_j, I^m_j, \) and \( R^m_j \). In what follows, we use the notation \((L')\) to refer to the special case of \((L)\) with these particular inflow terms.

We use the notation of section 3 and define \( \bar{H} : \mathbb{R}^{20} \to \mathbb{R}^{20} \) as \( \bar{H} \) equals the inflow term of the right-hand side of the equation for \( X_i \) in \((L')\). For instance,

\[
\bar{H}_1(Y) = \gamma_2 Y_{16} e^{-\beta T (2Y_{14} + \gamma_1 Y_{15})} \left( a_j Y_{11} + 2Y_{17} + \gamma_1 Y_{15} \right), \quad \bar{H}_{18}(Y) = \alpha_1 Y_3.
\]

System \((L')\) can be written in the compact form of

\[
(L) \quad \dot{X}(t) = \mathcal{F}(X(t), X(t - \tau)),
\]

where \( \mathcal{F}(X(t), X(t - \tau)) = G(X(t)) + \bar{H}(X(t - \tau)), \bar{H} : \mathbb{R}^{20} \times \mathbb{R}^{20} \to \mathbb{R}^{20} \). Now we focus on system \((L)\), and we detail the computation of the reproduction number.

Notice that the disease-free equilibrium \( \bar{N} = (N^1_1, 0, 0, 0, 0, N^2_1, 0, 0, 0, 0, N^e_1, 0, 0, 0, 0, N^r_1, 0, 0, 0, 0) \) of system \((L')\) defined in section 3 is the unique positive equilibrium of \((L)\) in the disease-free subspace. In the initial stage of the epidemic, we can assume that system \((L)\) is near the equilibrium \( \bar{N} \) and approximate the equations of classes \( E^m_j, A^m_j, I^m_j, j \in \{1, 2\}, m \in \{r, e\} \), with the linear system

\[
\dot{z}(t) = Az(t) + Bz(t - \tau),
\]

where \( z : \mathbb{R} \to \mathbb{R}^{12}, A, B \in \mathbb{R}^{12 \times 12} \) and \( A = DG(\bar{N}), B = D\bar{H}(\bar{N}) \) hold. Matrices \( A \) and \( B \) have the form

\[
A = \begin{pmatrix}
A_{11} & A_{12} & A_{13} & A_{14} \\
A_{21} & A_{22} & A_{23} & A_{24} \\
A_{31} & A_{32} & A_{33} & A_{34} \\
A_{41} & A_{42} & A_{43} & A_{44}
\end{pmatrix}, \quad B = \begin{pmatrix}
B_{11} & B_{12} & B_{13} & B_{14} \\
B_{21} & B_{22} & B_{23} & B_{24} \\
B_{31} & B_{32} & B_{33} & B_{34} \\
B_{41} & B_{42} & B_{43} & B_{44}
\end{pmatrix}.
\]
where \( A_{j,k}, B_{j,k} \in \mathbb{R}^{3 \times 3} \) for \( j, k \in \{1, 2, 3, 4\} \), and \( A_{j,k} \) and \( B_{j,k} \) can be obtained as follows:

\[
A_{11} = \begin{pmatrix}
-(\mu_E + \alpha_1 + d^*_1) & \rho \beta'_1 N^*_1 & \beta'_1 N^*_1 \\
(1 - p) \mu_E & -(\mu_A + \alpha_1 + d^*_1) & 0 \\
p \mu_E & 0 & -(\mu_I + \alpha_1 + \delta + d^*_1)
\end{pmatrix},
\]

\[
A_{12} = \begin{pmatrix}
0 & \rho \beta'_1 N^*_1 \\
0 & 0 \\
0 & 0
\end{pmatrix},
\]

and \( A_{1,3} = A_{1,4} = 0 \), where we denote the matrix with 0-entries by \( 0 \); moreover,

\[
B_{13} = \begin{pmatrix}
\frac{\tau \beta''}{\alpha_2 N'_2 + \tau_2 N'_2} & \frac{\tau \beta''}{\alpha_2 N'_2 + \tau_2 N'_2} \\
0 & 0 \\
0 & 0
\end{pmatrix},
\]

\[
B_{14} = \begin{pmatrix}
\gamma_2 & \frac{\tau \beta''}{\alpha_2 N'_2 + \tau_2 N'_2} \\
0 & \gamma_2 \\
0 & 0
\end{pmatrix},
\]

and \( B_{1,1} = B_{1,2} = 0 \). Matrix elements \( A_{j,k}, B_{j,k}, j \in \{2, 3, 4\}, k \in \{1, 2, 3, 4\} \), can be derived similarly.

Next we decompose the matrix \( A + B \) as \( F - V \), where \( F \) is the transmission part, describing the production of new infections, and \( V \) is the transition part, describing changes in state (see [9, 34] for some details). To do that, we first determine what we call reproduction here, i.e., in the production of new infections, and

\[
\text{(ii)} \text{ an exposed individual, who was susceptible before travel, arrives to a region upon completing a trip.}
\]

With this definition in mind, we obtain \( F \in \mathbb{R}^{12 \times 12} \) and \( V \in \mathbb{R}^{12 \times 12} \) as

\[
F = \begin{pmatrix}
F_{11} & F_{12} & F_{13} & F_{14} \\
F_{21} & F_{22} & F_{23} & F_{24} \\
F_{31} & F_{32} & F_{33} & F_{34} \\
F_{41} & F_{42} & F_{43} & F_{44}
\end{pmatrix}, \quad V = \begin{pmatrix}
V_{11} & V_{12} & V_{13} & V_{14} \\
V_{21} & V_{22} & V_{23} & V_{24} \\
V_{31} & V_{32} & V_{33} & V_{34} \\
V_{41} & V_{42} & V_{43} & V_{44}
\end{pmatrix},
\]

where \( F_{j,k}, V_{j,k} \in \mathbb{R}^{3 \times 3} (j, k \in \{1, 2, 3, 4\}) \). It is easy to see that

\[
F_{11} = \begin{pmatrix}
0 & \rho \beta'_1 N^*_1 \\
0 & 0 \\
0 & 0
\end{pmatrix}, \quad F_{12} = \begin{pmatrix}
0 & 0 \\
0 & 0 \\
0 & 0
\end{pmatrix},
\]

\[
F_{13} = \begin{pmatrix}
\frac{\tau \beta''}{\alpha_2 N'_2 + \tau_2 N'_2} & \frac{\tau \beta''}{\alpha_2 N'_2 + \tau_2 N'_2} \\
0 & 0 \\
0 & 0
\end{pmatrix}, \quad F_{14} = \begin{pmatrix}
0 & 0 \\
0 & 0 \\
0 & 0
\end{pmatrix},
\]

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
and elements $F_{j,k}$, $j \in \{2, 3, 4\}$, $k \in \{1, 2, 3, 4\}$, arise similarly. The elements of $-V$ represent rates at which individuals progress from one class to another:

$$
V_{11} = \begin{pmatrix}
\mu_E + \alpha_1 + \delta_1 & 0 & 0 \\
-(1-p)\mu_E & \mu_A + \alpha_1 + \delta_1 & 0 \\
-p\mu_E & 0 & \mu_I + \alpha_1 + \delta + \delta_1
\end{pmatrix}, \quad V_{14} = \begin{pmatrix}
-\gamma_2 & 0 & 0 \\
0 & -\gamma_2 & 0 \\
0 & 0 & -\gamma_2
\end{pmatrix},
$$

while $V_{1,2} = V_{1,3} = 0$ and elements $V_{j,k}$, $j \in \{2, 3, 4\}$, $k \in \{1, 2, 3, 4\}$, can be obtained similarly. Clearly $F$ is a positive matrix, that is, all of its entries are nonnegative, and it is easy to check that $-V$ is positive-off-diagonal, that is, all entries are nonnegative except possibly those on the diagonal. For a square matrix $M$ we define the spectral bound $s(M)$ and the spectral radius $\rho(M)$ by $s(M) := \sup\{Re(\lambda) : \lambda \in \sigma(M)\}$, $\rho(M) := \sup\{|\lambda| : \lambda \in \sigma(M)\}$, where $\sigma(M)$ denotes the set of eigenvalues of $M$. One can show that $s(-V) < 0$; this is equivalent to the statement that $V$ is invertible and $V^{-1}$ is a positive matrix (for the proof of the equivalence, see, e.g., Lemma 6.12 of [9]). We state the following proposition.

**Proposition 5.** The zero solution of the linear delay differential equation

$$z'(t) = Az(t) + Bz(t - \tau)$$

is asymptotically stable if $\rho(FV^{-1}) < 1$ and unstable if $\rho(FV^{-1}) > 1$.

**Proof.** The principal result of section 5 in Chapter 5 in [28] is that the stability of an equilibrium of a cooperative and irreducible system of delay differential equations is the same as that for an associated system of cooperative ordinary differential equations. System (13) is cooperative since $A$ is positive-off-diagonal and $B$ is a positive matrix. Every column of $B$ contains at least one nonzero element, which together with the irreducibility of matrix $A + B$ implies that system (13) is irreducible. Corollary 5.2 in [28] states that the zero solution of the linear delay differential equation (13) is asymptotically stable (unstable) if and only if the zero solution of the linear ordinary differential equation

$$w'(t) = (A + B)w(t)$$

is asymptotically stable (unstable). We can reformulate (14) as

$$w'(t) = (F - V)w(t).$$

We have seen that $F$ is a positive matrix and $-V$ is a positive-off-diagonal matrix with $s(-V) < 0$. The stability of the zero steady state of $w'(t) = (F - V)w(t)$ is determined by the sign of $s(F - V)$, which coincides with the sign of $\rho(FV^{-1}) - 1$ (see Theorem A.1 in [11]). The proof is now complete.

The statement of Proposition 5 extends to the nonlinear system ($\tilde{L}$) by the principle of linearized stability.

**Proposition 6.** The disease-free equilibrium of system ($\tilde{L}$) is asymptotically stable if $\rho(FV^{-1}) < 1$, and unstable if $\rho(FV^{-1}) > 1$.

After obtaining stability results for ($\tilde{L}$), a system of delay differential equations, we consider the following associated system of ODEs:

$$\dot{X}(t) = G(X(t)) + H(X(t)),$$
where $H$ was introduced previously in this section and $X$ and $G$ were defined in section 3. The concept of the next generation matrix (NGM) of an epidemic model was introduced in Diekmann, Heesterbeeck, and Metz [10] (and elaborated in [9, Chapter 5]) as a matrix whose elements give the number of newly infected individuals in specific categories. To obtain this matrix, one considers the equations of the system that describe the production of new infections and changes in state among infected individuals; in case of system (15), this infected subsystem consists of the equations for $E^m_j$, $A^m_j$, $I^m_j$, $j \in \{1, 2\}$, $m \in \{r, v\}$. Clearly $N$ works as the unique disease-free equilibrium of (15), so we can linearize the infected subsystem about the disease-free steady state and get

$$w'(t) = (A + B)w(t) = (F - V)w(t).$$

Diekmann, Heesterbeeck, and Robert [11] refer to $FV^{-1} \in \mathbb{R}^{12 \times 12}$ as $K_L$, the next generation matrix with large domain for system (15). However, this matrix does not equal the NGM $K$ of the ODE system (15), because the decomposition of $A + B$ relates to the expected offspring of individuals of any state and not just epidemiological newborns (new infections). Since in the case of system (15) only states $E^r_i$, $E^v_i$, $E^v_2$, and $E^v_3$ are involved in the action of the NGM $K$, it is clear that $K \in \mathbb{R}^{4 \times 4}$. [11] claims that $\rho(K_L) = \rho(K)$, and it can be shown that for (15) the NGM can be obtained as $K = (K_L)^{1,4,7,10}$. 

Next we determine the NGM $N$ and the reproduction number $R_0$ for the delay system $(\dot{L})$. Then we show that $N = K$; i.e., the NGM for the delay system $(\dot{L})$ equals the NGM for the ODE system (15). Since $R_0$ is defined as the dominant eigenvalue of $N$ (the existence of the dominant eigenvalue is guaranteed by the Frobenius–Perron theorem), and, moreover, $K_L = FV^{-1}$ and $\rho(K_L) = \rho(K)$ hold, we obtain that $R_0 = \rho(FV^{-1})$. If so, then it follows from Proposition 6 that $R_0$ works as a threshold quantity for the stability of the disease-free equilibrium of system $(\dot{L})$.

We construct the NGM $N$ for system $(\dot{L})$ as we divide all exposed individuals into four groups: residents of region 1 ($E^r_i$), visitors of region 1 ($E^v_i$), residents of region 2 ($E^v_2$), and visitors of region 2 ($E^v_3$). We denote the number of new infections among individuals of region $k$ with residential status $n$ generated by an exposed individual of region $j$ with residential status $m$ by $R^{m,n}_{j,k}$, where $j, k \in \{1, 2\}$, $m, n \in \{r, v\}$. Then $N \in \mathbb{R}^{4 \times 4}$ has the form

$$N = \begin{pmatrix}
R^{rr}_{11} & R^{rv}_{11} & R^{rt}_{21} & R^{rt}_{21} \\
R^{rv}_{11} & R^{rv}_{11} & R^{rt}_{21} & R^{rt}_{21} \\
R^{rv}_{12} & R^{rv}_{12} & R^{rt}_{22} & R^{rt}_{22} \\
R^{rv}_{12} & R^{rv}_{12} & R^{rt}_{22} & R^{rt}_{22}
\end{pmatrix}.$$

We can obtain the elements of $N$ by biological reasoning, directly from the specification of the system, and using our definition of reproduction. For the calculations (from which it follows that $N = K$), see the appendix.

### 4.1. The dependence of $R_0$ on key model parameters

Throughout this subsection we demonstrate how the reproduction number depends on various key model parameters. We previously described the calculation of $R_0$ as the dominant eigenvalue of the NGM. We obtained that each element of this $4 \times 4$ matrix arises as a complex formula of the model.
Figure 2. The dependence of $R_0$ on $\beta^T$. Parameter values were chosen as $R_{L,1} = 1.4$, $R_{L,2} = 1.4$, $\tau = 0.5$, $\gamma_1^{-1} = \gamma_2^{-1} = 7$, $\mu_k^{-1} = 1.4$, $\mu_I^{-1} = 3$, $\mu_A^{-1} = 4.1$, $p = 0.6$, $\rho = 0.1$.

parameters (see the appendix for details); hence due to the complicated structure, here we present not analytic results but numerical simulations with reasonable parameter values. We performed a systematic analysis to reveal the dependence of $R_0$ on several model parameters. We chose reasonable values for the parameters (see section 5 for plausible parameter ranges for influenza), population sizes, and travel rates (see [14]). In this subsection we assume that the two regions are symmetric in population sizes, travel rates, and epidemiological characteristics. This assumption enables us to focus on a better understanding of the role of the key parameters. The findings support our intuitions about the dependence of the basic reproduction number on epidemiological parameters like the transmission rates and duration of infectious periods: increasing the values of these parameters results in an increase of the value of the reproduction number. However, we observed some unexpected behavior when examining $R_0$ as a function of the transmission rate during travel and the travel rate of visitors.

Figure 2 shows $R_0$ as a function of $\beta^T$ when other model parameters are fixed and the local reproduction numbers are set to 1.4. For $\beta^T < 30$ the reproduction number settles at around 1.4; however, the function approaches a line with a strictly positive slope as we further increase the parameter value. Numerical simulations proved that there is an eigenvalue of the NGM whose dependence on $\beta^T$ is almost linear. As the parameter value grows, this eigenvalue dominates the one which is close to 1.4 for each value of $\beta^T$. Next we set $\beta^T = 40$ and examine the effect of parameters $\gamma_1$ and $\gamma_2$ on the reproduction number. If we ignore the time needed to complete a one-way trip, the value of these parameters does not influence the value of $R_0$ in the case of identical regions: if $\tau = 0$ and the two regions are symmetric in population sizes and values of epidemiological parameters including the local reproduction numbers, then $R_0 = R_{L,1} = R_{L,2}$ holds. However, for positive values of $\tau$ we obtain some nonmonotonic behavior of $R_0$ as a function of the duration of visitors’ stay (reciprocal of $\gamma_1$ and $\gamma_2$), as shown in Figure 3. To understand this phenomenon we examined how the elements of the NGM depend on $\frac{1}{\gamma_1}$ and $\frac{1}{\gamma_2}$. We found that these parameters do not significantly influence most of the matrix elements if one considers realistic parameter range ($0 < \frac{1}{\gamma_1}, \frac{1}{\gamma_2} < 50$ (days)). However, $R_{v21}^{v_1}$, $R_{v21}^{v_2}$, $R_{12}^{v_1}$, and $R_{12}^{v_2}$ have similar nonmonotonic shapes as obtained by the reproduction number.
Figure 3. The dependence of $R_0$ on $1/\gamma_1$ and $1/\gamma_2$ in the case of $\gamma_1 = \gamma_2$ and $\tau > 0$. Parameter values were chosen as $R_{L,1} = 1.4$, $R_{L,2} = 1.4$, $\tau = 0.5$, $\beta_T = 40$, $\mu^{-1}_E = 1.4$, $\mu^{-1}_I = 3$, $\mu^{-1}_A = 4.1$, $p = 0.6$, $\rho = 0.1$.

![Diagram showing the dependence of $R_0$ on $1/\gamma_1$ and $1/\gamma_2$](image)

Figure 4. The dependence of some elements of the next generation matrix on $1/\gamma_1$ and $1/\gamma_2$ in the case of $\gamma_1 = \gamma_2$ and $\tau > 0$. Parameter values were chosen as $R_{L,1} = 1.4$, $R_{L,2} = 1.4$, $\tau = 0.5$, $\beta_T = 40$, $\mu^{-1}_E = 1.4$, $\mu^{-1}_I = 3$, $\mu^{-1}_A = 4.1$, $p = 0.6$, $\rho = 0.1$.

![Diagram showing the dependence of various elements of the next generation matrix on $1/\gamma_1$ and $1/\gamma_2$](image)

See Figure 4 for the graph of four elements of the NGM. The values of $R_{11}^{rr}$ and $R_{21}^{vr}$ do not depend strongly on the length of visitors’ stay, as for real air traffic data travel rates of residents are low; hence with high probability the exposed resident never becomes a visitor. The longer visitors stay in the foreign region on average, the higher $R_{11}^{vr}$ is (it converges to $R_{L,1}$ as $1/\gamma_1$ and $1/\gamma_2$ tend to infinity). The element $R_{21}^{vr}$ defines the number of new infections among residents of region 1 caused by a single exposed visitor of region 2. Following our
Figure 5. The dependence of $R_0$ on \( \frac{1}{\gamma_1} \) and \( \frac{1}{\gamma_2} \) in the case of $\gamma_1 = \gamma_2$ and $\tau = 0$; i.e., we neglect the time required to complete a one-way trip. Parameter values were chosen as $R_{L,1} = 1.2$, $R_{L,2} = 1.6$, $\tau = 0$, $\mu^{-1}_E = 1.4$, $\mu^{-1}_I = 3$, $\mu^{-1}_A = 4.1$, $p = 0.6$, $\rho = 0.1$.

The definition of reproduction, $R_{21}^T$ counts new infections accrued while the visitor was traveling to region 1 and while the visitor was staying there. If the duration of visitors’ stay is short, the probability that a visitor leaves region 2 before finishing his exposed period is high, and as we neglected the possibility of moving to classes $I$ or $A$ during travel, he will start his infectious period only in region 1. Choosing realistic values for travel rates makes the chance of leaving region 1 small; thus, for small values of $\frac{1}{\gamma_1}$ and $\frac{1}{\gamma_2}$, $R_{21}^T$ approximately equals 1.4, the value of the local reproduction number $R_{L,1}$. As the length of visitors’ stay increases, the chances for the visitor to move to class $I$ or $A$ before traveling back to region 1 rise. This results in the elevated number of newly infected individuals due to increased transmission potential during travel. However, if the duration of visitors’ stay is much longer, the probability that the visitor travels back to region 1 and gets into contact with residents there (in region 1) is low; hence the expected number of such new infections is close to 0. The graphical interpretation of other elements of the NGM can be explained similarly. We remark that the nonmonotonic behavior of the reproduction number as a function of the duration of visitors’ stay is observed in the case of asymmetric regions as well. However, if we neglect the duration of travel and assume different local reproduction numbers in the regions, the graph of $R_0$ becomes monotonically decreasing, as shown in Figure 5. This shows that including travel-related infections can fundamentally change the way the reproduction number depends on various model parameters, and in the case of a nonmonotone dependence on a parameter, one has to be very careful when proposing control measures which change the given parameter.

4.2. $R_0$ as the threshold quantity for epidemic outbreaks. The importance of parameter $\beta^T$ in the computation of the reproduction number has been revealed in the previous subsection. However, it is not clear how the nonlinear dependence of $R_0$ on the transmission rate during travel is reflected on the epidemic curves or the final epidemic size. We consider the hypothetical case when the two regions are symmetric in the population sizes, travel rates, and values of every model parameter except the local reproduction numbers ($R_{L,1} = R_{L,2}$ would result in identical epidemic curves). See section 5 for realistic travel rates, population sizes, and epidemiological parameters for influenza.

If both the regional reproduction numbers are greater than 1, increasing $\beta^T$ does not have a significant effect on the disease outbreak: although the curves peak earlier for larger values
of the parameter, peak sizes and attack rates (defined as the fraction of individuals who have contracted the disease) remain similar in both regions. However, as illustrated in Figure 6, the difference manifests in the value of the basic reproduction number: changing $\beta^T$ from 25 to 50 can increase $R_0$ from 1.4 to 2 in this particular case.

There is no epidemic outbreak in the absence of travel if we assume that both regional reproduction numbers are less than 1. In the case of connected regions, minor outbreaks can occur if the value of $\beta^T$ is set to ensure that $R_0$ exceeds 1. However, further increasing $\beta^T$ may result in long-continued outbreaks with small peak sizes but relatively high values of the reproduction number and the attack rates, as indicated in Figure 7. These examples clearly show that although—as we have proved in section 4—$R_0$ works as a threshold regarding the stability of the disease-free state (that is, relevant to the initial growth of an epidemic), it is not necessarily a good predictor for the entire course of the outbreak and the attack rates.

5. Parametrization for influenza. We parametrize our model for the 2009 A(H1N1) pandemic influenza. We ignore demography and set parameters $\Lambda_j$, $d_j^H$, and $d_j^L$, $j \in \{1, 2\}$, equal to 0; moreover, we neglect the possibility of disease induced mortality and let $\delta = 0$. Several studies ([1, 4, 6, 7, 12, 20, 33, 35, 36] and the references therein) have estimated the local reproduction number and values of key epidemiological parameters for recent influenza pandemics. In Table 3 we give an overview of the ranges of these parameters and choose reasonable values from the ranges for our simulations. Parameter $\beta^T$, the transmission rate during travel, is estimated to be 10–20, as [36] claims that the expected number of H1N1 infections caused by a single infectious case varies between 5 and 10, considering transmission during an 11-hour-long flight.

In the model description, several parameters were introduced to characterize transportation between the regions: travel rate of residents from their origin, duration of visitors’ stay, peak times.
duration of travel. We determine the values of these parameters for specific cases: we pick Canada to be region 1 (origin), and we consider three possible destinations as region 2 (for the destinations, see section 6). We derive travel rates from [14], which provides the annual volume of passengers toward Canada from several international sources. However, neither records about travelers’ origin (Canadian resident or visitor of Canada) nor data about the volume of passengers traveling in other directions are available in this study. For many destinations available from Canada, the surveys of Statistics Canada [29] provide information about the ratio of the volume of foreign travelers to Canada and Canadian travelers to the other region. We assume that all Canadian residents who leave Canada will return some time later; therefore, for a specific region 2, the ratio of the annual volume of residents of this region traveling to Canada and Canadians returning home from the region is explicitly given by the statistics. Thus, given the annual volume of all passengers from a specific region 2 toward Canada, we can determine \( \Omega_2 \), the annual volume of residents of region 2 traveling
Annual travel volumes and statistics for three origin-destination pairs. The annual volumes of passengers toward Canada were derived from [2]. The statistics of [29] provide the ratio of Canadian residents and residents of the other region (China/the United Kingdom/Mexico).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada – China</td>
<td>786.569</td>
<td>9 : 5</td>
</tr>
<tr>
<td>Canada – UK</td>
<td>1,203.272</td>
<td>14 : 11</td>
</tr>
<tr>
<td>Canada – Mexico</td>
<td>655.219</td>
<td>15 : 2</td>
</tr>
</tbody>
</table>

to Canada, and the annual volume of Canadian residents returning home from region 2. We assume that this number equals $\Omega_1$, the annual volume of Canadian passengers to region 2. The annual volume of passengers toward Canada and the ratio of Canadian residents and residents of region 2 traveling between Canada and region 2 for three origin-destination pairs can be found in Table 4.

We need $\alpha_1$ and $\alpha_2$, the traveling rates of Canadian residents and residents of region 2. In our simulations, we define the traveling rate of residents of region $j$ at time $t$ as $\alpha_j(t) = \frac{\Omega_j}{365 N_j(t)}$, $j \in \{1, 2\}$. (The definition is slightly different in the case of the origin-destination pair Canada–Mexico; see the corresponding subsection.) Parameters $\gamma_j$ and $\tau$ are determined for each specific origin-destination pair. Initial values are set as follows:

\[
S^r_j(u) = \begin{cases} 
(1 - 10^{-5})M_j & \text{if } u = 0, \\
M_j & \text{if } u < 0,
\end{cases}
\]

\[
S^v_j(u) = \frac{\Omega_k}{365 \gamma_j},
\]

\[
E^r_j(u) = \begin{cases} 
10^{-5}M_j & \text{if } u = 0, \\
0 & \text{if } u < 0,
\end{cases}
\]

where $M_j$ denotes the population size of region $j$, and $E^v_j(u) = A^m_j(u) = I^m_j(u) = R^m_j(u) \equiv 0$ for $u \in [-\tau, 0]$, $j, k \in \{1, 2\}$, $j \neq k$, $m \in \{r, v\}$. We determine the transmission rates $\beta_j^{m,n}$, $j \in \{1, 2\}$, $m, n \in \{r, v\}$, as follows. For each origin-destination pair of our model, we define the local reproduction number of region $j$ (i.e., the reproduction number of the region in the absence of travel) by $R_{L,j}$. Several recent studies (e.g., [4, 33]) have estimated the basic reproduction number for regions which were affected by the 2009 H1N1 pandemic. For a given $R_{L,j}$, we can use the formula

\[
R_{L,j} = \beta_j \frac{S^r_j(0)}{N_j^r(0)} \left( \frac{p}{\mu_T} + (1 - p) \frac{\rho}{\mu_A} \right)
\]

to calculate $\beta_j$. Assuming homogeneous mixing in the regions, we can set $\beta_j^{rr} = \beta_j^{rv} = \beta_j^{vr} = \beta_j^{vv} = \beta_j$. For the numerical simulations we set $\mu_T^r = \mu_T^v = \mu_T^r = 0$; as pointed out in section 4, this assumption allows us to obtain the inflow terms explicitly and also to calculate the reproduction number.

As supplemental material, three animations complement this paper to facilitate the understanding of the model. Choosing reasonable values for epidemic parameters, population sizes, and travel rates, we display the epidemic curves of the two regions as time elapses. To
point out the importance of distinguishing local residents from temporary visitors in the model setup, we also present bar charts to illustrate how the cumulative number of cases imported by residents and visitors evolves over time. At a given time $t$, the bar charts show the total number of exposed, symptomatic, and asymptomatic infected individuals who have arrived to the specific region upon completing a trip until time $t$. The lighter-colored parts of the bar charts indicate those who got infected on the plane. Although the role of different travel rates or the elevated transmission potential during travel may remain hidden by considering only the epidemic curves, looking at the cumulative number of cases imported by travelers clearly helps us to understand how the infection spreads to disease-free regions. From the perspective of pandemic preparedness this issue is of particular interest. See the supplemental notes (section 8) for detailed description of the animations.

6. Prototype origin-destination pairs. In this section, we present simulations for influenza using real demographic and air traffic data. We set up three distinct scenarios for the origin-destination pairs: we choose Canada to represent region 1 and consider three possible geographic locations for region 2: China, Mexico, and the United Kingdom. These three countries are popular destinations of flights originating from Canada. We would like to emphasize that although we used real demographic and air travel data in the simulations and chose reasonable parameter values from the ranges of Table 3, the epidemic curves depicted below do not need to match the 2009 A(H1N1) influenza pandemic data reported, since there were other factors which are not considered in our model setting. The purpose of choosing such origin-destination pairs for simulations was to illustrate our model for regions parametrized with different values of the key model parameters. Nevertheless, we also present the data fitting results of the model to the Canadian and Mexican morbidity data of the first wave of the pandemic, since in the early stage, these data were largely determined by the characteristics of the two countries and the travel within them. Table 4 summarizes real air traffic data and the ratios of Canadian residents traveling to region 2 versus residents of region 2 traveling to Canada for three origin-destination pairs.

6.1. Canada–China: The case of asymmetric populations. China, including Hong Kong, generates the third largest volume of international passenger traffic entering Canada: approximately 780,000 air passengers initiate their trips from within China’s borders. In terms of global preparedness against worldwide spreading pandemics, China is of particular interest: its variability of poverty and wealth provides a platform for the appearance of emerging infectious diseases (e.g., H5N1, SARS). The country’s high connectivity with all parts of the world (it possesses the fifth largest international airport in the world) clearly shows its significance in international spreading of diseases.

In the model construction we assumed that each individual of the population has equal chances to travel. This generalization is definitely not fulfilled in a population of more than 1 billion with various social-economic backgrounds; hence here we use a somewhat smaller population of potential travelers from China (150 million). The population size of Canada is set to 34.461 million; we let $\tau = 0.5$ (days), since we assume that a flight between the regions takes approximately 12 hours. For the local reproduction numbers of Canada and China, we pick $R_{L,1} = 1.3$ and $R_{L,2} = 1.4$. Parameters $\alpha_1$ and $\alpha_2$ were derived using travel volumes as explained in section 5, and we choose $\gamma_1 = \gamma_2 = \frac{1}{7}$. 
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We present Figures 8 and 9 to demonstrate the role of the human transportation system in the spread of influenza. Assuming that initial outbreaks in Canada (red curves) and China (blue curves) occurred independently, the effect of traveling on the spread of the epidemic seems negligible, because the epidemic curves in the case of separated regions (Figure 8(a)) are very similar to the epidemic curves in the case of connected regions (Figure 8(b)). However, Figure 8(c) clearly shows the importance of incorporating transportation into the model: if we assume that initial cases appear only in China and that Canada is completely susceptible, then the disease reaches Canada, obviously due to air transportation. This scenario results in approximately the same peak size as if we assumed initial outbreaks in both regions, although the peak time in Canada is delayed by almost 40 days.
Figure 9. Epidemic curves of Canada (region 1, red) and China (region 2, blue) when we ignore the possibility of disease transmission during travel and we assume that the pandemic originates from China and that Canada is susceptible. Peak time in Canada: day 220, peak time in China: day 125. For the simulations, we set $R_L,1 = 1.3$, $R_L,2 = 1.4$, $\tau = 0.5$, $\gamma_1^{-1} = \gamma_2^{-1} = 7$, $\beta^T = 15$, $\mu_A^{-1} = 1.4$, $\mu_I^{-1} = 3$, $\mu_A^{-1} = 4.1$, $p = 0.6$, $\rho = 0.1$.

Analyzing the public reports of health agencies confirms that large delays between peak times of connected regions are unrealistic when one considers pandemics, those where air transportation was proved to play a key role in disease transmission (SARS in 2002–2003 and A(H1N1)v influenza in 2009). Figure 9 shows what happens if we ignore the possibility of on-board disease transmission in the model. Comparing this result with Figure 8(c) is of particular interest: if one incorporates disease dynamics during travel, the model predicts the peak time of the invaded region to be 30 days earlier. As a concluding remark, we wish to emphasize that, following these findings, simpler models that ignore travel-related infections can seriously overestimate the time a region has for preparation before the outbreak arrives.

6.2. Canada–United Kingdom: The symmetric case. The European Union (EU) generates almost one-fifth of all international traffic entering Canada. Although the EU may be an unlikely source for the emergence of new or dangerous infectious disease threats, it generates over 19% of the world’s international traffic volume and consequently should receive special consideration as an important potential location from which infectious disease threats may enter Canada. Being the second leading international source of passenger traffic entering Canada (6.6%), the United Kingdom is an important international traffic intersection.

Unlike the Canada–China and the Canada–Mexico origin-destination pairs, the Canada–United Kingdom pair can be considered as a case of two symmetric regions. Their population sizes have the same magnitude; moreover, just like Canada, the UK also possesses a highly developed health care system and advanced intervention techniques in disease control and prevention, and hence we can assume that the local reproduction numbers in the two countries are similar. In the simulations we set the population size of the UK to be 62.262 million, $R_L,1 = R_L,2 = 1.3$, $\gamma_1 = \gamma_2 = 7$, and $\tau = 0.5$.

Reducing the number of flights to and from infected areas and screening out infected individuals at their arrival to international airports are considered to be powerful tools when one’s aim is to mitigate the severity of pandemic outbreaks. However, entry screening works ineffect-
(a) Peak time in Canada: day 200; peak time in the UK: day 153 when there are no reduction in travel volumes.

(b) Peak time in Canada: day 240; peak time in the UK: day 153 when there is a 90% reduction in travel volumes.

**Figure 10.** Reducing travel volumes by 90% between Canada (region 1, red) and the UK (region 2, orange) results in a delay of the peak time in Canada by 40 days. We assumed the initial number of infectious cases in Canada to be $0$. For the simulations, we set $R_{L,1} = 1.3$, $R_{L,2} = 1.3$, $\tau = 0.5$, $\gamma_1^{-1} = \gamma_2^{-1} = 7$, $\beta^T = 15$, $\mu_E^{-1} = 1.4$, $\mu_1^{-1} = 3$, $\mu_A^{-1} = 4.1$, $p = 0.6$, $p = 0.1$. 

Focusing on asymptomatic infected individuals, who—despite their reduced disease transmissibility—can spread the infection after arrival. We examined the benefits of travel restrictions on the spread of the pandemic in two symmetric regions. We found that in the case of a single outbreak in the UK, the peak time of the outbreak in the originally disease-free Canada can be delayed by 40 days when we consider the hypothetical case of 90% limitation in the travel volumes between the two regions. See Figure 10: red and orange curves show the number of symptomatic infected cases per 1,000,000 residents in Canada and the UK, respectively.

### 6.3. Canada–Mexico: The case of asymmetric travel

Mexico is a potential source of threatening pandemics due to high population density, poverty, and limited health care resources on one side but high volume of international traffic on the other side. The country generates the forth largest volume of international passenger traffic entering Canada (approximately 655,000 passengers, the second largest volume from any developing countries). A significantly large part of this traffic originates from resort cities like Cancun (177,000) and Puerto Vallarta (105,000) between January and April, as Canadians return home from winter vacations. However, Mexico City is a steady source of inflowing air traffic throughout the year (190,000). This asymmetric travel behavior may cause very dissimilar epidemic courses if we consider outbreaks in different parts of the year.

In order to incorporate the phenomenon of this asymmetric travel behavior of passengers traveling between Canada and Mexico, we divide the course of the year into two phases. Between January and April (Phase I) the daily volume of Canadian residents traveling to Mexico is significantly higher than during the other 8 months of the year (May–December, Phase II). We denote the travel rates of Canadian residents toward Mexico in Phases I and II by $\alpha_I^1$ and $\alpha_I^{H1}$, respectively. Parameter $\Omega_I$ was introduced in section 5 to denote the annual volume of Canadians entering Mexico, and using the data of Table 4, we obtain that...
Ω = 655000 \frac{15}{15+2}.\] We define \(\alpha(t)\), the traveling rate of Canadian residents toward Mexico at time \(t\), as follows: we assume that the passenger traffic from Canada to resort cities like Cancun and Puerto Vallarta is due to Canadian residents only, who travel to Mexico for vacation, and all travelers to these cities arrive to Mexico during the first four months of the year. We denote the number of all residents of region 1 (Canada) at time \(t\) by \(N_r(t)\). We get that
\[
\alpha(t) = \begin{cases} 
\alpha^H = \frac{\Omega_1 - 177000 - 105000}{365} \frac{1}{N_r(t)} 
\end{cases}
\]
for \(t > 121\), i.e., in Phase II, and
\[
\alpha(t) = \alpha^I = \frac{177000 + 105000}{121} \frac{1}{N_r(t)}
\]
for \(0 \leq t \leq 121\), where \(t = 0\) corresponds to December 31, 2008.

As mentioned above, a significant part of the passenger traffic between Canada and Mexico is due to Canadian vacationers who visit holiday resorts in the first four months of the year. Although the news about an epidemic outbreak might not make people cancel their vacation, it might affect the length of their stay in the affected area. We considered two scenarios for the average length of visitors’ stay to reveal the importance of this time period. Figure 11 shows that the smaller the value of parameters \(\gamma_1\) and \(\gamma_2\) is, the later the pandemic hits Canada (red curve) if we assume that the first cases were identified in Mexico (green curve). If visitors spend 15 days on average in the other region, the pandemic peaks 35 days earlier in Canada than if we consider a 0.2 day-long (approximately 5 hours, usual waiting time of transit passengers at airports) stay only. These results were obtained using parameter values \(\tau = 0.25, R_{L,1} = 1.3, R_{L,2} = 1.4\), and the population size of Mexico was set to 112.323 million.
6.4. Fitting the model to the 2009 A(H1N1) pandemic. To illustrate the applicability of our approach, we fitted the model to the first wave of the 2009 A(H1N1)v pandemic in Canada and Mexico. For the simulation, we chose reasonable values for epidemiological parameters from the ranges of Table 3; moreover, we used real demographic and air traffic data of the Canada–Mexico origin-destination pair. Travel rates were derived from [14], and we set \( \tau = 0.25 \). According to the public reports of the Mexican Social Security Institute [21], WHO Global Influenza Virological Surveillance [39], and the Public Health Agency of Canada [24], the epidemic peaked around week 18 in Mexico and week 23–24 in Canada. If day 0 corresponds to December 31, 2008, then historical peak times are obtained around day 117–123 in Mexico and around day 155–162 in Canada. For the simulations we estimated the local reproduction numbers to ensure that the peak times of the epidemic curves fit the real morbidity data. The result can be seen in Figure 12, where \( R_{L,1} = 1.38 \) and \( R_{L,2} = 1.4 \). These local reproduction numbers match the results of [4, 33, 35].

We performed a systematic analysis to reveal the sensitivity to several key parameters. The analysis showed the robustness of the presented fitting in parameters \( \gamma_1, \gamma_2, p, \) and \( \rho, \) although it turned out that the length of latency and infectious periods, the transmission rate during travel, and the local reproduction numbers strongly affect the peak times. We wish to emphasize the utmost importance of incorporating disease dynamics during transportation into our model. The discussion around Figures 8(c) and 9 in section 6 clearly shows that ignoring the possibility of on-board disease transmission results in delayed peak times; thus by ignoring travel-related infections while keeping every other parameter fixed, we could not have had a fitting as presented in Figure 12. To ensure that the curve of Canada peaks around day 155–162 in the absence of travel infections, a much higher value for the Canadian reproduction number \( R_{L,1} \) would be necessary, which is unrealistic according to the above-mentioned references.

Figure 12. Epidemic curves of Canada (region 1, red, peak time: day 160) and Mexico (region 2, green, peak time: 117) when peak times were fitted to the real morbidity data of the first wave of the 2009 H1N1 outbreak and day 0 corresponds to December 31, 2008. Travel rates arise from [14], and historical peak times (day 117–123 in Mexico, day 155–162 in Canada) were derived from [21, 24, 39]. We set \( R_{L,1} = 1.38, R_{L,2} = 1.4, \tau = 0.25, \gamma_1^{-1} = \gamma_2^{-1} = 15, \beta_T = 20, \mu_A^{-1} = 1.4, \mu_I^{-1} = 2.7, \mu_E^{-1} = 4.1, p = 0.6, \rho = 0.1.\)
7. Conclusion. Recent epidemics like the 2002–2003 SARS outbreak and the 2009 pandemic influenza A(H1N1) demonstrated the role that the global air transportation network played in the worldwide spread of infectious diseases. The topic of epidemic spread due to human transportation has recently been examined in several studies. The meta-population models in [2, 3, 25, 37] describe the spatial dispersal of infected individuals in connected regions, although ignoring the fact that long-distance travel such as intercontinental flights provides a platform for on-board transmission of the disease [12, 36]. The studies [8, 31, 18, 22, 23] account for the fact that since the progress of the above-mentioned diseases is fast, the time needed for transportation between regions is not negligible. They consider the possibility of disease transmission during travel, although the standard SIS-type models used in these studies might not be suitable for modeling influenza or SARS.

We introduced a dynamic model which describes the spread of an infectious disease within and between two regions which are connected by transportation. In the model setup we distinguished local residents from temporary visitors because they might have very different contact rates, mixing patterns, and travel behavior. We used the SEAIR model as a basic epidemic building block in the regions and also during travel, and we modeled disease dynamics during travel by a system structured by travel time. We showed that our model is equivalent to a system of nonlinear functional differential equations with dynamically defined delayed feedback, and we examined the fundamental dynamic properties of the system.

We detailed the computation of the basic reproduction number, which is a threshold quantity for epidemic outbreaks, and discussed the dependence of $R_0$ on several key model parameters. The analysis demonstrates the importance of incorporating the phenomenon of disease transmission during transportation: transmission rates during travel can be much higher than under usual circumstances, and our results show that $\beta^T$ may significantly alter the value of $R_0$. We parametrized our model for influenza and performed simulations with real demographic and air traffic data. Three origin-destination pairs were introduced for the regions to demonstrate the effect of changing the value of various key model parameters and addressing possible interventions. We showed the applicability of our approach by fitting the model to the first wave of the 2009 A(H1N1) influenza pandemic in Canada and Mexico.

Our results, in conjunction with recent studies [12, 18, 36], support that considering disease transmission during travel is of particular interest to modeling the spread of diseases with fast progression. We demonstrated that simpler models which ignore on-board infections can seriously overestimate the time a region has before the epidemic wave arrives.

8. Supplemental notes. The following animations are provided online.

91412_01.mov [local/web 484KB]: Epidemic curves of region 1 (red) and region 2 (green) as time (in days) evolves. The bar charts show the cumulative number of cases (exposed, symptomatic, and asymptomatic infected residents/visitors) imported to the regions by means of travel. The lighter-colored parts of the bar charts indicate those who got infected during travel. We consider the case when the two regions are symmetric in the population sizes, travel rates, and values of every model parameter except the local reproduction numbers. Parameter values were chosen as $R_{L,1} = 1.2$, $R_{L,2} = 1.4$, $\beta^T = 25$, $\tau = 0.5$, $\mu^{-1}_E = 1.4$, $\mu^{-1}_I = 3$, $\mu^{-1}_A = 4.1$, $p = 0.6$, $\rho = 0.1$, $\gamma^{-1}_1 = \gamma^{-1}_2 = 7$, $\alpha_1 = 5 \cdot 10^{-5}$, $\alpha_2 = 5 \cdot 10^{-5}$.
$N_1^r(0) = 3.4 \cdot 10^7, N_2^r(0) = 3.4 \cdot 10^7.$

91412_02.mov [local/web 465KB]: Epidemic curves of region 1 (red) and region 2 (blue) as time (in days) evolves. The bar charts show the cumulative number of cases (exposed, asymptomatic, and asymptomatic infected residents/visitors) imported to the regions by means of travel. The lighter-colored parts of the bar charts indicate those who got infected during travel. We consider the case when the two regions are symmetric in the population sizes and values of every model parameter, but have different local reproduction numbers, and we assume that the travel rate of residents in region 2 is four times the travel rate of residents in region 1. Although the effect of this asymmetry does not seem to manifest on the epidemic curves in comparison to the previous case, the bar charts clearly show the difference in the ratio of cases imported to region 1 by residents and visitors. Parameter values were chosen as $R_{L,1} = 1.2, R_{L,2} = 1.4, \beta^I = 25, \tau = 0.5, \mu_e^{-1} = 1.4, \mu_i^{-1} = 3, \mu_r^{-1} = 4.1, p = 0.6, \rho = 0.1, \gamma_1^{-1} = \gamma_2^{-1} = 7, \alpha_1 = 2 \cdot 10^{-5}, \alpha_2 = 8 \cdot 10^{-5}, N_1^r(0) = 3.4 \cdot 10^7, N_2^r(0) = 3.4 \cdot 10^7.$

91412_03.mov [local/web 492KB]: Epidemic curves of region 1 (red) and region 2 (orange) as time (in days) evolves. The bar charts show the cumulative number of cases (exposed, asymptomatic, and asymptomatic infected residents/visitors) imported to the regions by means of travel. The lighter-colored parts of the bar charts indicate those who got infected during travel. We consider the case when the two regions are symmetric in the population sizes, travel rates, and values of every model parameter except the local reproduction numbers. For this simulation, we use a relatively high value for the transmission rate during travel to demonstrate its effect on the number of imported cases. Parameter values were chosen as $R_{L,1} = 1.2, R_{L,2} = 1.4, \beta^I = 50, \tau = 0.5, \mu_e^{-1} = 1.4, \mu_i^{-1} = 3, \mu_r^{-1} = 4.1, p = 0.6, \rho = 0.1, \gamma_1^{-1} = \gamma_2^{-1} = 7, \alpha_1 = 5 \cdot 10^{-5}, \alpha_2 = 5 \cdot 10^{-5}, N_1^r(0) = 3.4 \cdot 10^7, N_2^r(0) = 3.4 \cdot 10^7.$

Appendix. The NGM $\mathcal{N}$ for system ($\bar{L}$) was introduced in section 4 by dividing all exposed individuals into four groups according to their region and residential status. The elements can be obtained by biological reasoning, i.e., by following a typical infected individual during the infectious period, and using our definition of reproduction. Here we detail the calculation of two elements of $\mathcal{N}$ and then show that they equal the corresponding elements of $\mathcal{K}$, the NGM of the associated system of ODEs (15). Formulas for other elements—and hence the equalities $(\mathcal{N})_{j,k} = (\mathcal{K})_{j,k}, j, k \in \{1, 2, 3, 4\}$—can be derived similarly.

First, let us consider the element $R_{11}^r$, namely the number of new infections in $E_1^r$ generated by an exposed resident of region 1 (a member of $E_1^r$). Since in the model setup we addressed no restrictions on the number of trips an individual can start, we distinguish two scenarios:

(A) After completing some even number of trips, the exposed individual turns infected (member of class $I$ or $A$) in region 1.

(B) After completing some odd number of trips, the exposed individual turns infected in region 2.

We calculate the probabilities of these events. First, the probability of turning infected after $(2n)$ trips, $n = 0, 1, 2, \ldots$, arises as

$$\left( \frac{\alpha_1}{\alpha_1 + \mu_E + d_1^r \gamma_2 + \mu_E + d_2^r} \right)^n \frac{\mu_E}{\alpha_1 + \mu_E + d_1^r},$$
which implies that
\[
P(A) = \sum_{n=0}^{\infty} \left( \frac{\alpha_1}{\alpha_1 + \mu_E + d_1^i} \frac{\gamma_2}{\gamma_2 + \mu_E + d_2^i} \right)^n \frac{\mu_E}{\alpha_1 + \mu_E + d_1^i}
\]
\[
= \frac{\mu_E}{\alpha_1 + \mu_E + d_1^i} \sum_{n=0}^{\infty} \left( \frac{\alpha_1}{\alpha_1 + \mu_E + d_1^i} \frac{\gamma_2}{\gamma_2 + \mu_E + d_2^i} \right)^n
\]
\[
= \frac{\mu_E}{\alpha_1 + \mu_E + d_1^i} \cdot \frac{1}{\frac{\alpha_1 + \mu_E + d_1^i}{\alpha_1 + \mu_E + d_1^i} \gamma_2 + \mu_E + d_2^i}
\]
\[
= \frac{\mu_E}{\alpha_1 + \mu_E + d_1^i} \cdot \frac{1}{(\alpha_1 + \mu_E + d_1^i)(\gamma_2 + \mu_E + d_2^i) - \alpha_1 \gamma_2}
\]

On the other hand, the probability of becoming infected after \((2n + 1)\) trips, \(n = 0, 1, 2, \ldots\), is
\[
\left( \frac{\alpha_1}{\alpha_1 + \mu_E + d_1^i} \right)^{n+1} \left( \frac{\gamma_2}{\gamma_2 + \mu_E + d_2^i} \right)^n \frac{\mu_E}{\mu_E + \gamma_2 + d_2^i}
\]

hence we get the probability of case (B) by the calculations
\[
P(B) = \sum_{n=0}^{\infty} \frac{\mu_E}{\mu_E + \gamma_2 + d_2^i} \frac{\alpha_1}{\alpha_1 + \mu_E + d_1^i} \cdot \left( \frac{\alpha_1}{\alpha_1 + \mu_E + d_1^i} \frac{\gamma_2}{\gamma_2 + \mu_E + d_2^i} \right)^n
\]
\[
= \frac{\mu_E}{\mu_E + \gamma_2 + d_2^i} \cdot \frac{\alpha_1}{\alpha_1 + \mu_E + d_1^i} \sum_{n=0}^{\infty} \left( \frac{\alpha_1}{\alpha_1 + \mu_E + d_1^i} \frac{\gamma_2}{\gamma_2 + \mu_E + d_2^i} \right)^n
\]
\[
= \frac{\mu_E}{\alpha_1 + \mu_E + d_1^i} \cdot \frac{1}{\frac{\alpha_1 + \mu_E + d_1^i}{\alpha_1 + \mu_E + d_1^i} \gamma_2 + \mu_E + d_2^i}
\]
\[
= \frac{\mu_E}{\alpha_1 + \mu_E + d_1^i} \cdot \frac{1}{(\alpha_1 + \mu_E + d_1^i)(\gamma_2 + \mu_E + d_2^i) - \alpha_1 \gamma_2}
\]

In case (A), an infected individual can transmit the disease in two ways:
(a1) as a member of class \(I_1^e (A_1^e)\); i.e., the individual infects in region 1 after an even number of completed travels (counted since the individual became infected), or
(a2) after an odd number of completed travels (counted since the individual became infected),
the individual is a member of class \(I_2^e (A_2^e)\); the individual leaves region 2 and infects during travel from region 2 to region 1.

Similarly, in case (B), the two ways of disease transmission are as follows:
(b1) as a member of class \(I_1^e (A_1^e)\); i.e., the individual infects in region 1 after an odd number of completed travels (counted since the individual became infected), or
(b2) after an even number of completed travels (counted since the individual became infected),
the individual is a member of class \(I_2^e (A_2^e)\); the individual leaves region 2 and infects during travel from region 2 to region 1.
In case (a1), the expected duration of infection of an individual in class $I^*_n$ after the $(2n)$th trip ($n = 0, 1, \ldots$) arises as

$$
\frac{1}{\alpha_1 + \mu_i + \delta + d_1^n} \left( \frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_1^n} \gamma_2 + \mu_i + \delta + d_2^n \right)^n \frac{1}{\gamma_2 + \mu_i + \delta + d_2^n},
$$

and we derive the total expected infection time in region 1 as

$$
\sum_{n=0}^\infty \frac{1}{\alpha_1 + \mu_i + \delta + d_1^n} \sum_{n=0}^\infty \left( \frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_1^n} \gamma_2 + \mu_i + \delta + d_2^n \right)^n \frac{1}{\gamma_2 + \mu_i + \delta + d_2^n} = \frac{1}{\gamma_2 + \mu_i + \delta + d_2^n} \cdot \frac{1 - \frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_1^n} \gamma_2 + \mu_i + \delta + d_2^n}{\gamma_2 + \mu_i + \delta + d_2^n} - \frac{\alpha_1 \gamma_2}{\gamma_2 + \mu_i + \delta + d_2^n}.
$$

A similar formula holds for individuals in class $A^*_n$, so we obtain the number of new infections in case (a1) as

$$
p \left( \frac{\mu_E (\gamma_E + d_2^n)}{(\alpha_1 + \mu_E + d_1^n)(\gamma_E + d_2^n) - \alpha_1 \gamma_2} \cdot \frac{\gamma_2 + \mu_i + \delta + d_2^n}{(\alpha_1 + \mu_i + \delta + d_1^n)(\gamma_2 + \mu_i + \delta + d_2^n) - \alpha_1 \gamma_2} \cdot \frac{\hat{N}^*_1}{\hat{N}^*_1 + \hat{N}^*_2} \right) + (1 - p) \left( \frac{\mu_E (\gamma_E + d_2^n)}{(\alpha_1 + \mu_E + d_1^n)(\gamma_E + d_2^n) - \alpha_1 \gamma_2} \cdot \frac{\gamma_2 + \mu_A + d_2^n}{(\alpha_1 + \mu_A + d_1^n)(\gamma_2 + \mu_A + d_2^n) - \alpha_1 \gamma_2} \cdot \frac{\rho \beta_2^r}{\hat{N}^*_1 + \hat{N}^*_2} \right).
$$

We derive the number of new infections in case (a2) similarly. Since the probability of being (symptomatic) infected just before the $(2n + 2)$th trip ($n = 0, 1, \ldots$) is

$$
\frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_1^n} \left( \frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_1^n} \gamma_2 + \mu_i + \delta + d_2^n \right)^n \frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2^n},
$$

and the duration of infection during the $(2n + 2)$th trip is $\tau$, we get the total expected infection
time of an individual of $I^v_1$ as
\[
\sum_{n=0}^\infty \frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_i \gamma_2 + \mu_i + \delta + d_2} \left( \frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_i} \cdot \frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2} \right)^{n+1} \tau \cdot \frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2} \cdot \frac{1}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \\
= \frac{\tau \cdot \alpha_1}{\alpha_1 + \mu_i + \delta + d_i} \cdot \frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2} \cdot \frac{1}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \left( \frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_i} \cdot \frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2} \right)^{n+1} \\
= \frac{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2}.
\]
This implies that the number of new infections in case (a2) is
\[
p \left( \frac{\mu_E \gamma_2 + \mu_E + d_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \right) \cdot \left( \frac{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \right)^{n+1} \\
+ (1 - p) \left( \frac{\mu_E \gamma_2 + \mu_E + d_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \right) \cdot \left( \frac{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \right)^{n+1}.
\]
Next, we go through the possible scenarios in case (B). In case (b1), the expected duration of infection of an individual in class $I^v_1$ after the $(2n+1)$th trip $(n = 0, 1, \ldots)$ is
\[
\frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2} \sum_{n=0}^\infty \left( \frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_i} \cdot \frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2} \right)^n \frac{1}{\mu_i + \alpha_1 + \delta + d_1};
\]
thus the total expected infection time arises as
\[
\frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2} \sum_{n=0}^\infty \left( \frac{\alpha_1}{\alpha_1 + \mu_i + \delta + d_i} \cdot \frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2} \right)^n \frac{1}{\alpha_1 + \mu_i + \delta + d_1}
\]
\[
= \frac{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2},
\]
and the number of new infection in case (b1) is
\[
p \left( \frac{\mu_E \alpha_1}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \right) \cdot \left( \frac{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \right)^{n+1} \frac{\gamma_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \\
+ (1 - p) \left( \frac{\mu_E \alpha_1}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \right) \cdot \left( \frac{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2} \right)^{n+1} \frac{\gamma_2}{(\alpha_1 + \mu_i + \delta + d_i)(\gamma_2 + \mu_i + \delta + d_2) - \alpha_1 \gamma_2}.
\]
Similarly, the probability of being (symptomatic) infected just before the \((2n + 1)\)th trip \((n = 0, 1, \ldots)\) in case (b2) is

\[
\left( \frac{\gamma_2}{\gamma_2 + \mu_r + \delta + \delta_1} \right)^n \gamma_2
\]

and we obtain the number of new infections in case (b2) as

\[
\sum_{n=0}^{\infty} \frac{\gamma_2}{\gamma_2 + \mu_r + \delta + \delta_1} \cdot \alpha_1 \gamma_2
\]

and, moreover, the duration of the infectious period during the \((2n + 1)\)th trip is \(\tau\). Thus it follows that the total expected infection time of a symptomatic infected individual in case (b2) is

\[
P \left( \frac{\mu_E \alpha_1}{\gamma_2 + \mu_r + \delta + \delta_1} \right) \cdot \frac{\gamma_2}{\gamma_2 + \mu_r + \delta + \delta_1} \cdot \alpha_1 \gamma_2
\]

and we obtain the number of new infections in case (b2) as

\[
N_{11}^n = \left( \frac{\gamma_2 + \mu_r + \delta + \delta_1}{\gamma_2 + \mu_r + \delta + \delta_1} \right) \cdot \alpha_1 \gamma_2
\]

We arrive at the formula for \(R_{11}^{tr}\) by summing the number of new infections in the different cases:

\[
R_{11}^{tr} = P \left( \frac{\mu_E}{\gamma_2 + \mu_r + \delta + \delta_1} \right) \cdot \frac{\gamma_2}{\gamma_2 + \mu_r + \delta + \delta_1} \cdot \alpha_1 \gamma_2
\]

Thus
We detail the calculation of another element $R_{12}^{E}$, which is the number of new infections in $E_2^n$ originating from $E_1^n$. We may define the two scenarios for the exposed-to-infected transition as before, and thus the above calculated probabilities for events (A) and (B) still hold:

$$P(A) = \frac{\mu_{\ell}(\gamma_2 + \mu_\ell + d_2^\ell)}{(\alpha_1 + \mu_\ell + d_1^\ell)(\gamma_2 + \mu_\ell + d_2^\ell) - \alpha_1 \gamma_2},$$

$$P(B) = \frac{\mu_\ell \alpha_1}{(\alpha_1 + \mu_\ell + d_1^\ell)(\gamma_2 + \mu_\ell + d_2^\ell) - \alpha_1 \gamma_2}.$$

Again, in each case different ways of disease transmission arise. In case (A), an infected individual can transmit the disease as follows:

(a1) after an even number of completed travels (counted since the individual became infected),

the individual is a member of class $I_1^n$ ($A_1^n$); the individual leaves region 1 and infects during travel from region 1 to region 2, or

(a2) as a member of class $I_2^n$ ($A_2^n$), i.e., the individual infects in region 2 after an odd number of completed travels (counted since the individual became infected).

Similarly, in case (B), the individual can transmit the disease in one of the following ways:

(b1) after an odd number of completed travels (counted since the individual became infected),

the individual is a member of class $I_1^n$ ($A_1^n$); the individual leaves region 1 and infects during travel from region 1 to region 2, or

(b2) as a member of class $I_2^n$ ($A_2^n$); i.e., the individual infects in region 2 after an even number of completed travels (counted since the individual became infected).

The total infection time in cases (a1), (a2), (b1), and (b2) arises with very similar calculations as for element $R_{12}^{E}$: that is, since the time of infection during travel is $\tau$, the total infection times of a symptomatic infected individual in cases (a1) and (b1) is

$$\sum_{n=0}^{\infty} \frac{\alpha_1}{\alpha_1 + \mu_\ell + \delta + d_1^\ell} \left( \frac{\gamma_2}{\gamma_2 + \mu_\ell + \delta + d_2^n} \right)^n \frac{\alpha_1}{\alpha_1 + \mu_\ell + \delta + d_1} \frac{\gamma_2}{\gamma_2 + \mu_\ell + \delta + d_2}$$

and

$$\sum_{n=0}^{\infty} \frac{\gamma_2}{\gamma_2 + \mu_\ell + \delta + d_2^n} \left( \frac{\alpha_1}{\alpha_1 + \mu_\ell + \delta + d_2} \right)^n \frac{\alpha_1}{\alpha_1 + \mu_\ell + \delta + d_1} \frac{\gamma_2}{\gamma_2 + \mu_\ell + \delta + d_2}$$

and the durations of infection in cases (a2) and (b2) is

$$\sum_{n=0}^{\infty} \left( \frac{\alpha_1}{\alpha_1 + \mu_\ell + \delta + d_1^\ell} \right)^n \frac{\alpha_1}{\alpha_1 + \mu_\ell + \delta + d_2^n} \frac{1}{\gamma_2 + \mu_\ell + \delta + d_2}$$

$$\frac{\alpha_1}{\alpha_1 + \mu_\ell + \delta + d_1} \frac{\gamma_2}{\gamma_2 + \mu_\ell + \delta + d_2}.$$
and
\[
\sum_{n=0}^{\infty} \left( \frac{\gamma_2}{\gamma_2 + \mu_i + \delta + d_2^i} \right)^n \frac{\alpha_1}{(\alpha_1 + \mu_i + \delta + d_1^i)(\gamma_2 + \mu_i + \delta + d_2^i)} = \frac{1}{(\alpha_1 + \mu_i + \delta + d_1^i)(\gamma_2 + \mu_i + \delta + d_2^i) - \alpha_1 \gamma_2}.
\]

Thus, the number of new infections from cases (a1) and (b1) is determined by the formulas
\[
p\left( \frac{\mu_E(\gamma_2 + \mu_E + d_2^i)}{(\alpha_1 + \mu_E + d_1^i)(\gamma_2 + \mu_E + d_2^i) - \alpha_1 \gamma_2} \right) \cdot \frac{\alpha_1 \gamma_2}{(\alpha_1 + \mu_i + \delta + d_1^i)(\gamma_2 + \mu_i + \delta + d_2^i) - \alpha_1 \gamma_2} \tau \beta^T \frac{\alpha_1 \hat{N}_1^i}{\gamma_1 \hat{N}_1^i + \gamma_1 \hat{N}_1^v}
\]
\[
+ (1-p)\left( \frac{\mu_E(\gamma_2 + \mu_E + d_2^i)}{(\alpha_1 + \mu_E + d_1^i)(\gamma_2 + \mu_E + d_2^i) - \alpha_1 \gamma_2} \right) \cdot \frac{\alpha_1 \gamma_2}{(\alpha_1 + \mu_A + d_1^i)(\gamma_2 + \mu_A + d_2^i) - \alpha_1 \gamma_2} \tau \rho \beta^T \frac{\alpha_1 \hat{N}_1^i}{\gamma_1 \hat{N}_1^i + \gamma_1 \hat{N}_1^v}
\]

and
\[
p\left( \frac{\mu_E \alpha_1}{(\alpha_1 + \mu_E + d_1^i)(\gamma_2 + \mu_E + d_2^i) - \alpha_1 \gamma_2} \right) \cdot \frac{\alpha_1 \gamma_2}{(\alpha_1 + \mu_i + \delta + d_1^i)(\gamma_2 + \mu_i + \delta + d_2^i) - \alpha_1 \gamma_2} \tau \beta^T \frac{\alpha_1 \hat{N}_1^i}{\gamma_1 \hat{N}_1^i + \gamma_1 \hat{N}_1^v}
\]
\[
+ (1-p)\left( \frac{\mu_E \alpha_1}{(\alpha_1 + \mu_E + d_1^i)(\gamma_2 + \mu_E + d_2^i) - \alpha_1 \gamma_2} \right) \cdot \frac{\alpha_1 \gamma_2}{(\alpha_1 + \mu_A + d_1^i)(\gamma_2 + \mu_A + d_2^i) - \alpha_1 \gamma_2} \tau \rho \beta^T \frac{\alpha_1 \hat{N}_1^i}{\gamma_1 \hat{N}_1^i + \gamma_1 \hat{N}_1^v}
\]

We derive the number of new infections in cases (a2) and (b2) as
\[
p\left( \frac{\mu_E(\gamma_2 + \mu_E + d_2^i)}{(\alpha_1 + \mu_E + d_1^i)(\gamma_2 + \mu_E + d_2^i) - \alpha_1 \gamma_2} \right) \cdot \frac{\alpha_1 \gamma_2}{(\alpha_1 + \mu_i + \delta + d_1^i)(\gamma_2 + \mu_i + \delta + d_2^i) - \alpha_1 \gamma_2} \beta^{vw} \frac{\hat{N}_2^v}{\hat{N}_2^v + \hat{N}_2^w}
\]
\[
+ (1-p)\left( \frac{\mu_E(\gamma_2 + \mu_E + d_2^i)}{(\alpha_1 + \mu_E + d_1^i)(\gamma_2 + \mu_E + d_2^i) - \alpha_1 \gamma_2} \right) \cdot \frac{\alpha_1 \gamma_2}{(\alpha_1 + \mu_A + d_1^i)(\gamma_2 + \mu_A + d_2^i) - \alpha_1 \gamma_2} \rho^{vw} \beta^{vw} \frac{\hat{N}_2^v}{\hat{N}_2^v + \hat{N}_2^w}
\]
and

\[
p\left(\frac{\mu_E \alpha_1}{(\alpha_1 + \mu_E + d^*_1)(\gamma_2 + \mu_E + d^*_2) - \alpha_1 \gamma_2}
\cdot \frac{\beta^{uv}}{\alpha_1 + \mu_\tau + \delta + d^*_1}
\cdot \frac{\Delta N^*_1}{N^*_2 + N^*_2}\right)
+ (1-p)\left(\frac{\mu_E \alpha_1}{(\alpha_1 + \mu_E + d^*_1)(\gamma_2 + \mu_E + d^*_2) - \alpha_1 \gamma_2}
\cdot \frac{\beta^{uv}}{\alpha_1 + \mu_A + d^*_1}
\cdot \frac{\Delta N^*_1}{N^*_2 + N^*_2}\right).
\]

We obtain the new infections in $E^*_2$ generated by individuals in $E^*_1$ by the formula

\[
R^{uv}_{12} = p\left(\frac{\mu_E \alpha_1}{(\alpha_1 + \mu_E + d^*_1)(\gamma_2 + \mu_E + d^*_2) - \alpha_1 \gamma_2}
\cdot \frac{\beta^{uv}}{\alpha_1 + \mu_\tau + \delta + d^*_1}
\cdot \frac{\Delta N^*_1}{N^*_2 + N^*_2}\right).
+ (1-p)\left(\frac{\mu_E \alpha_1}{(\alpha_1 + \mu_E + d^*_1)(\gamma_2 + \mu_E + d^*_2) - \alpha_1 \gamma_2}
\cdot \frac{\beta^{uv}}{\alpha_1 + \mu_A + d^*_1}
\cdot \frac{\Delta N^*_1}{N^*_2 + N^*_2}\right).
\]

The element $R^{uv}_{11}$ can be obtained very similarly as $R^{11}_{rr}$ (change $S^*_r$ to $S^*_1$, change $\gamma_2 S^*_2$ to $\alpha_2 S^*_r$, change $\beta^{1r}$ to $\beta^{1r}$). $R^{12}_{rr}$ arises as one writes $S^*_2$ instead of $S^*_1$, $\gamma_1 S^*_1$ instead of $\alpha_1 S^*_1$, and $\beta^{2r}$ instead of $\beta^{2r}$ in the formula of $R^{12}_{rr}$. The elements of the second column can be derived by using the elements of the first column and changing the first upper index of the transmission rates from $r$ to $v$ (i.e., $\beta^{1r}$ instead of $\beta^{1r}$, etc.). For an element $R^{m,n}_{k,j}$ of the third or fourth column one may consider $R^{m,n}_{k,j}$, the corresponding element which is in the first or second column, and change index 1 to $\tilde{2}$ and index 2 to 1.

Now we show that $K = \tilde{N}$. The first element of the first row of $K$ arises as the scalar product of the first row of $F$ and the first column of $\mathcal{V}^{-1}$. From section 4 we obtain

\[
(F)_{1,1} = \begin{pmatrix}
0, \beta^{1r}_1, \frac{\tilde{N}^*_1}{\tilde{N}^*_1 + \tilde{N}^*_1}, \beta^{1r}_1, \frac{\tilde{N}^*_1}{\tilde{N}^*_1 + \tilde{N}^*_1}, 0, \beta^{2r}_1, \frac{\tilde{N}^*_1}{\tilde{N}^*_1 + \tilde{N}^*_1}, \beta^{2r}_1, \frac{\tilde{N}^*_1}{\tilde{N}^*_1 + \tilde{N}^*_1}, 0,
\end{pmatrix}
\]

\[
\cdot \begin{pmatrix}
\frac{\tau \beta^{1r}}{\alpha \gamma_2 \tilde{N}^*_1}, \frac{\tau \beta^{1r}}{\alpha \gamma_2 \tilde{N}^*_1}, 0, \frac{\tau \beta^{1r}}{\alpha \gamma_2 \tilde{N}^*_1}, \frac{\tau \beta^{1r}}{\alpha \gamma_2 \tilde{N}^*_1}, 0, \frac{\tau \beta^{1r}}{\alpha \gamma_2 \tilde{N}^*_1}, \frac{\tau \beta^{1r}}{\alpha \gamma_2 \tilde{N}^*_1}, 0,
\end{pmatrix}
\]
\[(V^{-1})_{1,1} = \left( \begin{array}{c}
\frac{\gamma_2 + \mu_E + \gamma_2^2}{(\alpha_1 + \mu_E + d_1^2)(\gamma_2 + \mu_E + d_2^2) - \alpha_1 \gamma_2}, \\
\frac{(1-p)\mu_E}{(\alpha_1 + \mu_E + d_1^2)(\gamma_2 + \mu_E + d_2^2) - \alpha_1 \gamma_2}, \\
\frac{\mu_E}{(\alpha_1 + \mu_E + d_1^2)(\gamma_2 + \mu_E + d_2^2) - \alpha_1 \gamma_2}, \\
(\alpha_1 + \mu_E + d_1^2)(\gamma_2 + \mu_E + d_2^2) - \alpha_1 \gamma_2, \\
\end{array} \right) \times \left( \begin{array}{c}
\frac{\gamma_2 + \mu_A + d_3^2}{(\alpha_1 + \mu_A + d_1^2)(\gamma_2 + \mu_A + d_2^2) - \alpha_1 \gamma_2}, \\
\frac{(1-p)\mu_A}{(\alpha_1 + \mu_A + d_1^2)(\gamma_2 + \mu_A + d_2^2) - \alpha_1 \gamma_2}, \\
\frac{\mu_A}{(\alpha_1 + \mu_A + d_1^2)(\gamma_2 + \mu_A + d_2^2) - \alpha_1 \gamma_2}, \\
(\alpha_1 + \mu_A + d_1^2)(\gamma_2 + \mu_A + d_2^2) - \alpha_1 \gamma_2, \\
\end{array} \right)^T, \right.
\]

and the product indeed equals \( R_{11}^T \). In order to obtain the first element of the fourth row of \( K \), one needs to multiply the tenth row of \( F \) with the first column of \( V^{-1} \). The tenth row of \( F \) arises as

\[
(F)_{10,\cdot} = \left( 0, \frac{\tau \beta^T \rho \alpha_1^2 \hat{N}_1^v}{\alpha_1 N_1^v + \gamma_1 N_1^v}, \frac{\tau \beta^T \alpha_1 \hat{N}_1^v}{\alpha_1 N_1^v + \gamma_1 N_1^v}, 0, \frac{\tau \beta^T \rho \alpha_1 \hat{N}_1^v}{\alpha_1 N_1^v + \gamma_1 N_1^v}, \frac{\tau \beta^T \alpha_1 \hat{N}_1^v}{\alpha_1 N_1^v + \gamma_1 N_1^v} \right),
\]

the product indeed gives \( R_{12}^T \). The equalities of the other 14 elements of \( K \) and \( N \) arise similarly.
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