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Abstract

This thesis concerns the modelling of the interactions between colloidal particles and fluid-fluid interfaces. Colloidal particles – micrometre to nanometre sized solid particles – adsorb strongly at fluid-fluid interfaces because they reduce energetically costly fluid-fluid interface area. Once adsorbed at an interface, colloidal particles interact via various physical forces. One such type of interaction, capillary interactions, emerge because particles deform the fluid-fluid interface leading to excess interface area. The particles minimise this excess interface area by overlapping their respective interface deformations.

In this thesis we develop a new theoretical model describing the detachment energy of prolate and oblate ellipsoidal particles from fluid-fluid interfaces. In so doing, we verify a lattice Boltzmann based numerical method and confirm that it is a powerful tool for modelling emulsions.

We investigate the rotation of magnetic prolate spheroidal particles at fluid-fluid interfaces by applying an external magnetic field directed normal to the interface. The particles experience a torque attempting to align them with the external field, but surface tension resists this rotation. Consequently, the particles tilt with respect to the interface. We show that during tilting, the particles deform the interface in a dipolar manner, providing an experimental realisation of a long sought-after capillary interaction mode. We further confirm a predicted first-order phase transition with respect to the particle’s orientation as a function of the dipole-field strength.

Finally, we utilise these induced dipolar capillary interactions to assemble ellipsoidal particles at fluid-fluid interfaces, and investigate the structures they form. We show that the capillary interactions and the resulting structure formation can be tuned by varying the dipole-field strength, providing one of the first realisations of truly tunable capillary interactions. Additionally, we show that by exploiting the first-order phase transition, we can switch the capillary interactions on and off by causing the particles to flip from a tilted state to a vertical state in which interface deformations and hence capillary interactions disappear.

Our results have implications for the directed assembly of colloidal particles at fluid-fluid interfaces and for the creation of novel, reconfigurable materials composed of colloidal particles.
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Chapter 1

Particle-Stabilised Emulsions

Oil and water do not mix. If you pour a small amount of olive oil into a glass of water and shake it, spherical oil droplets form and disperse in the water. These droplets then coalesce to form larger droplets, which eventually causes the oil and water to separate completely. The fully separated fluids are thermodynamically stable: having a flat interface separating the two fluids minimises the area of the fluid-fluid interface, which carries an energy cost.

There are, however, many situations in which we want oil and water, or other immiscible fluids, to mix, creating a so-called emulsion. Similarly, there are some situations in which stable emulsions form that we wish to separate again. A non-exhaustive list of materials composed of two immiscible fluids include:

- Foods: mayonnaise, creams, deserts, and beverages.
- Cosmetics: moisturising creams, sun creams, and other lotions.
- Agricultural chemicals: crop-sprays, and pesticides.
- Pharmaceuticals: liquid medicines, medicinal topical gels, lotions, and creams.
- Oil and mining: dispersants for cleaning up oil spills, enhanced oil recovery, mineral separation and flotation.
- Other: paints, cleaning oils/products, and asphalt.
There are two common ways of emulsifying immiscible fluids: by adding soap (surfactants) or solid particles to the mixture.

Surfactants are amphiphilic: they have a hydrophilic and hydrophobic part. In the case of an oil-water emulsion, the surfactant molecules adsorb at the interface of the droplets and arrange themselves such that the hydrophilic head is immersed in water and the hydrophobic tail is immersed in oil. Surfactants are characterised by their hydrophilic-lipophilic balance (HLB) - surfactants with a high HLB are more soluble in water and those with a lower HLB are more soluble in oil.

The contribution from the fluid-fluid interface to the free energy of a two-fluid system is:

\[ F = \int_{\partial A} \gamma \, dA \]  

(1.1)

where \( \partial A \) is the surface area and \( \gamma \) is the surface tension (or surface energy) of the fluid-fluid interface. In principle, emulsions are always thermodynamically unstable since the interface area always increases upon emulsification. However, surfactants lower the fluid-fluid interface surface tension i.e. they decrease the energy cost of creating more interface area. High concentrations of certain surfactants reduce the surface tension so much that thermodynamically stable microemulsions form spontaneously.

The microstructure of a microemulsion can take many forms; oil droplets immersed in water (micelles), spherical water droplets immersed in oil (reversed micelles), or water and oil coexisting continuously in a bicontinuous phase [29]. The droplets are usually spherical, but cylindrical, ellipsoidal, and lamellar configurations have also been observed [30]. In all cases, the surfactant molecules adsorb at the fluid-fluid interfaces. If droplets form the size of the micelles range from 5-100nm, depending on the specific properties of the system.

The other common way of emulsifying immiscible fluids is by adding small solid particles – generally micrometre–nanometre size – to the mixture. The small solid particles come into contact with the fluid-fluid interface due to, for example, Brownian motion or mixing and stirring of the emulsion. The particles then adsorb at the fluid-fluid interface,
usually irreversibly because the particles lower the free energy in Equation (1.1) by reducing the fluid-fluid interface area, $\partial A$. Similarly to surfactant-based microemulsions, particle-stabilised emulsions can form oil-in-water or water-in-oil emulsions (Pickering emulsions), and a bicontinuous phase (known as bijels).

### 1.1 Pickering Emulsions

Ramsden and Pickering were the first to discover that solid particles could stabilise an oil-water mixture [31, 32]. In a Pickering emulsion, solid particles stabilise distinct droplets of oil or water dispersed in the bulk phase by adsorbing at the fluid-fluid interfaces, as shown in Figure 1.1.

In contrast with microemulsions, macroemulsions such as Pickering emulsions and bijels are kinetically stable but usually thermodynamically unstable [33]. Mechanical work provided by mixing, shaking, or stirring is usually needed to emulsify the mixtures; they do not form spontaneously.

However, Sacanna et al. [34] created thermodynamically stable Pickering emulsions consisting of monodisperse droplets with a size between those of a microemulsion and an unstable macroemulsion. Kraft et al. [35] further investigated these Pickering microemulsions and concluded that amphiphilic ions, a low bare interface tension ($\approx 10$ mN/m) and small colloidal particles (200 nm) that preferentially wet the oil phase are necessary for thermodynamic stability.

In the following we briefly describe the mechanisms behind the formation and stability of emulsions.

#### 1.1.1 Thermodynamics of Pickering Emulsion Formation

Kralchevsky et al. [6] extended the thermodynamic model of Aveyard et al. [36] to develop a theoretical expression for the work required to form an emulsion:

$$W_1 = \frac{3\gamma_{12}V}{r}w_1$$  \hspace{1cm} (1.2)
Figure 1.1: (A) A Pickering emulsion simulated with our proprietary lattice Boltzmann code, LB3D. Colloidal particles stabilise distinct droplets of secondary fluid, which are immersed in the primary fluid [4]. Image courtesy of Dr. Stefan Frijters. (B) X-ray microscopy image of a Pickering emulsion. Colloidal particles (green) adsorb at the droplet interfaces. Flocculation can also be seen in (B), a process in which droplets attract each other and aggregate [5]. Reprinted from Ref. [5] with permission from Elsevier.
where $V$ is the total volume of fluids 1 and 2, $\gamma_{12}$ is the fluid 1-fluid 2 surface energy and $r$ is the particle radius. The dimensionless work, $w_1$, is given by:

$$ w_1 = \phi_1 \left[ \epsilon (1 - \phi_a b) + \epsilon^2 \phi_a (f(\theta)(1 - \phi_a b) - 2b \cos \theta) \right] $$

(1.3)

Figure 1.3: (A) Dimensionless work for several different contact angles with fluid 1 volume fraction $\phi_1 = 0.3$ and particle packing fraction $\phi_a = 0.9$, corresponding to close-packing of particles at the interface, for a 1-in-2 emulsion. (B) Zoomed scale for contact angle $\theta = 93.4^\circ$ showing a local minimum i.e. the spontaneous formation of a thermodynamically stable emulsion.
(Figure 1.2a) forms in which the fluid 1 droplets are monodisperse. The model assumes that the particles are initially dispersed in fluid 2, which is an important clarification because Binks and Lumsdon [37] showed that the phase in which the particles are initially dispersed tends to be the continuous phase.

A very similar expression can be developed for the formation of a 2-in-1 emulsion (Figure 1.2b). The Bancroft rule states that the continuous phase is the one in which the emulsifier is more soluble, therefore, if the particles are hydrophilic, an oil-in-water emulsion tends to form (1-in-2 emulsion). A 2-in-1 emulsion is therefore an anti-Bancroft emulsion, in which the preferentially wetted fluid is the discontinuous phase.

In Figure 1.3 we plot some representative curves for different contact angles for an emulsion with $\phi_1 = 0.3$ and $\phi_a = 0.9$, which corresponds to closely packed particles, as a function of dimensionless curvature.

For contact angles $\theta \leq 90^\circ$ the emulsification work $w_1$ is positive, suggesting that work must be done in order to emulsify the mixture and create droplets of phase 1. The amount of work required to break phase 1 into droplets increases if we desire smaller droplets. For contact angles $\theta \geq 95^\circ$, the emulsification work is negative suggesting that emulsions should form spontaneously provided there are no free energy barriers to overcome, due to the reduction in free energy because of particle adsorption at the interface for these contact angle values.

The zoomed scale for contact angle $\theta = 93.4^\circ$ in Figure 1.3b suggests that a thermodynamically stable emulsion should form spontaneously with dimensionless curvature $\epsilon \approx 0.048$. For this contact angle, the first term in Equation (1.3), $\epsilon(1 - \phi_a b)$, competes with the higher-order curvature term, producing a parabolic rather than linear profile. Since particles have a distribution of contact angles, it is difficult to achieve a thermodynamically stable emulsion given the small range of contact angles that produce these emulsions, which perhaps explains why thermodynamically stable particle-stabilised emulsions are so rarely found.

Using the similar expression for $w_2$, we can obtain the dimensionless work of formation difference between 1-in-2 emulsification and 2-in-1 emulsification, $\Delta w = w_1 - w_2$, such that for $\Delta w < 0$ a 1-in-2 emulsion is favoured and for $\Delta w > 0$ a 2-in-1 emulsion is favoured.
If phase 1 is the minority phase and the particles are hydrophilic (i.e. prefer phase 2), then 1-in-2 emulsions are thermodynamically favoured. If the particles are hydrophobic, 2-in-1 emulsions are favoured. However, if phase 1 is the majority fluid, then hydrophilic particles produce 2-in-1 emulsions and hydrophobic particles lead to 1-in-2 emulsions. The model therefore predicts that if the contact angle is constant, changing the volume ratio of the two fluids should lead to a change of emulsion type from 1-in-2 to 2-in-1 or vice versa. This so-called catastrophic phase inversion [38–40] should occur for volume ratios of $\phi_1 = 0.5$, which is similar to the value obtained by Binks and Lumsdon [40] experimentally. This model therefore captures many of the important features displayed by emulsions experimentally.

### 1.2 Pickering Emulsion Instabilities

Because particle-stabilised are usually only kinetically stable, their properties change over time. An emulsion whose properties change more slowly over time is said to be more stable. There are four main causes of emulsion instability: coalescence, flocculation, creaming/sedimentation, and Ostwald ripening, as shown in Figure 1.4.

#### 1.2.1 Coalescence

Droplets coalesce in order to decrease the surface-to-volume ratio of the discontinuous fluid. Particles adsorbed at a fluid-fluid interface provide a physical barrier preventing droplets from coalescing, so-called steric hindrance. If each droplet has a layer of particles adsorbed at the interface, this type of steric hindrance is called “bilayer stabilisation”. On the other hand, if particles have a non-$90^\circ$ contact angle, a single layer of particles can bridge two droplets (Figure 1.6). Steric hindrance in particle-stabilised droplets occurs because large detachment energies mean large forces are required to displace the particles vertically at the interface and dense packing on the interface inhibits lateral motion of the particles at the interface.
Figure 1.4: Illustration of different emulsion instabilities that can cause emulsion phase separation.
1.2.1.1 The Thermodynamics of Coalescence

Lopetinsky et al. [41] developed a simple thermodynamic argument that compares the free energy of two equal sized particle-laden water droplets immersed in oil before and after coalescence. They assumed that the droplet radius is much larger than the particle radius so that they can neglect curvature effects and that the particles completely cover the droplet interface. If the decrease in fluid-fluid interface area, $\Delta A$, reduces the free energy more than the energy required to detach $n$ particles from the interface, $E_d$, then thermodynamics favours coalescence:

$$\Delta F_{\text{co}} = \gamma_{12} \Delta A + nE_d.$$  \hspace{1cm} (1.4)

Volume conservation dictates that $2V_1 = V_2$, where $V_1$ and $V_2$ are the initial and final droplet volumes, leading to the relation $R_2 = \frac{2^{\frac{3}{2}}}{2}R_1$, where $R_1$ and $R_2$ are the initial and final droplet radii. Therefore, coalescence changes the droplet area by an amount $\Delta A = 4\pi R_1^2 (2^{\frac{3}{2}} - 2)$. When two droplets coalesce, the total droplet surface area decreases. Since the particles are assumed to closely pack on the surface, $n$ particles must detach from the fluid-fluid interface. The removal of $n$ particles increases the fluid-fluid interface area by $n \approx -\Delta A/\pi r^2$ and so the free energy of coalescence becomes:

$$\Delta F_{\text{co}} = \Delta A \left( \gamma_{12} - \frac{E_d}{\pi r^2} \right).$$ \hspace{1cm} (1.5)

Using the expressions for the change in interface area $\Delta A$ defined above and the detachment energy of a particle from a planar fluid-fluid interface into oil, $E_{\text{do}} = \pi r^2 \gamma_{12}(1 + \cos \theta)^2$, yields:

$$\Delta F_{\text{co}} = 4\pi R_1^2 \gamma_{12} (2 - 2^{\frac{3}{2}}) (\cos \theta (\cos \theta + 2)).$$ \hspace{1cm} (1.6)
Equation (1.6) shows that thermodynamics favours coalescence for particles with contact angles $\theta > 90^\circ$ (hydrophobic particles) and that for particles with contact angles $\theta < 90^\circ$ (hydrophilic particles) coalescence is thermodynamically unfavoured and the emulsion droplets are thermodynamically stable (Figure 1.5). However, even when thermodynamics favours droplet coalescence in the case of hydrophobic particles, an energy barrier $E_B \approx nE_d$ must be overcome. It is this energy barrier that sterically hinders droplet coalescence and stabilises Pickering emulsions from droplet coalescence [36, 42].

In order to provide a layer of particles that stabilise droplet coalescence by steric hindrance, the particles should not easily move laterally on the interface. Otherwise, lateral particle movement may expose interface areas that are then able to come into contact. Tambe and Sharma [43] suggested that if the detachment energy of particles were
the limiting factor in droplet coalescence, droplet stability would increase linearly with the particle concentration, which they did not observe experimentally. Instead, they showed that moving the particle laterally on the interface requires an order of magnitude less energy than detaching a particle from an interface. Therefore, preventing particles moving laterally on the interface increases emulsion stability, and only large particle concentrations and strong inter-particle attraction provide a large resistance to lateral displacement.

1.2.1.2 Capillary Pressure Between Particle Laden Droplets

An alternative approach to understanding Pickering emulsion droplet stability considers the pressure between two colliding droplets. When two droplets approach each other during coalescence, they trap a thin film of continuous fluid in the space between the droplets. The capillary pressure is the pressure difference between this trapped thin film and the fluid inside the droplets. As the film thins, the film pressure increases. The film ruptures at a critical height, $h_c$, where van der Waals attraction causes the two films to come into contact and the film spontaneously thins. The critical height $h_c$ is typically $1 - 30\text{nm}$ [44]. Kaptay [45] combined and analysed many previous results [46–48] and developed a general expression for the maximum capillary pressure at which the thin film ruptures:

$$P_{c,\text{max}} = \pm \frac{2\gamma_{12}p \cos(\theta \pm z)}{r}$$ (1.7)

where $r$ is the particle radius and $p$ and $z$ are parameters that depend on the packing and arrangement of the particles. $z = 0$ corresponds to a monolayer of particles stabilising the film (Figure 1.6a) and $z = 0.633$ corresponds to a closely packed double layer (Figure 1.6b). The negative solution corresponds to water-in-oil emulsions and the positive solution to oil-in-water emulsions.

Equation (1.7) suggests that emulsion stability increases with increasing maximum capillary pressure. Denkov et al. [48] used a similar model to Equation (1.7) to show that smaller particles increase the critical pressure and therefore stabilise emulsions better. Their model also suggests that intermediate contact angles that are not too close to
0° or 90° allow the greatest compromise between the detachment energy of the particles and the distance between the films in the case of monolayers. The particles must preferentially wet the continuous phase in order to stabilise the droplets.

The theoretical models based on Equation (1.7) predict a higher film stability than experiments observe. The theoretical models assume regularly spaced and homogeneous particle arrays. In reality, there are defects and the particles experience lateral forces that introduce inhomogeneity to the particle arrangements at the interface: for example, particles attract each other via capillary interactions that arise due to the interface curvature and repel each other due to electrostatic interactions [49]. Areas at the droplet interface deprived of particles represent “weak spots” that rupture at lower capillary pressures than predicted by theoretical models such as those in Equation (1.7).

Recent computer simulations by Fan and Striolo [50] confirmed that the particle density at the interface is extremely important in determining whether two droplets coalesce. If the area of droplet interface per particle is less than a critical value, droplets coalesce easily and particle properties play little role. If the area per particle is greater than a critical value, particle properties are very important in determining the droplet stability. Droplets are most stable when the particles have a contact angle that causes them to protrude into the continuous phase, which makes droplet coalescence less likely.
1.2.1.3 Thin Film Drainage

As the film between two emulsion droplets thins, continuous fluid flows away from the region where the droplets coalesce into the bulk continuous phase. Therefore, the particle-laden droplet interfaces experience a shear flow. Tambe and Sharma investigated the rheology of particle-laden droplet interfaces theoretically for cubic [51] and hexagonal packing [43, 52]. Their models suggest that particle-laden interfaces behave visco-elastically and that the elasticity depends strongly on the particle concentration. They showed that the film thickness decreases much more slowly as the surface coverage of particles increases. Therefore, droplets with high particle packing fractions coalesce more slowly and this leads to more stable emulsions.

1.2.2 Ostwald Ripening

Ostwald ripening [53] occurs when fluid in the discontinuous phase (distinct droplets) leaves small droplets, diffuses through the continuous phase, and joins larger droplets: small droplets get smaller; large droplets get larger; and the mean droplet radius increases with time. The fluid in the discontinuous phase does this because larger droplets have a smaller pressure difference compared with the continuous phase and are therefore more stable. For the dispersed phase to diffuse through the continuous phase, the dispersed phase must be soluble with the continuous phase. As the dispersed phase droplets get smaller, its solubility with the continuous phase increases. The average droplet radius, $R_N$, changes with time as

$$\frac{dR_N^3}{dt} = \frac{8 \gamma_{12} V_M D S_\infty}{9 k_B T}$$

(1.8)

where $D$ is the diffusion coefficient of the dispersed fluid, $S_\infty$ is the bulk solubility of the dispersed phase in the continuous phase, $V_M$ is the molecular volume of the dispersed phase, and $\gamma_{12}$ is the fluid-fluid surface energy [49, 53–55].

Creating droplets with a narrower size distribution inhibits Ostwald ripening, as does decreasing the surface tension or the bulk solubility of the dispersed phase. However, Ostwald ripening does not usually affect Pickering emulsions because as the droplets
shrink, the particles compress until the particle monolayer at the interface jams completely. If the droplets shrink further, the fluid between the particles (the menisci) bends inwards and opposes the Laplace pressure that drives Ostwald ripening [49, 53–55] (as shown by the fluid between the particles in Figure 1.6b).

1.2.3 Sedimentation and Creaming

Sedimentation and creaming are two sides of the same coin: if the particle-stabilised droplets are more dense than the fluid they are dispersed in, they sink due to gravity (sediment), if they are less dense, they rise due to buoyancy (cream). The creaming or sedimentation velocity of a single droplet assuming Stokes’ flow and a dilute emulsion is given by:

\[ v = \frac{2R^2 \Delta \rho g}{9\mu_c} \]  

where \( g \) is gravitational acceleration, \( R \) is the droplet radius, \( \Delta \rho \) is the density difference between the fluids, and \( \mu_c \) is the viscosity of the continuous phase. Reducing the droplet size or density difference between the fluids can slow the sedimentation/creaming velocity of a droplet.

1.2.4 Flocculation

Flocculation occurs due to attractive forces, usually van der Waals forces, between emulsion droplets. Flocculation leads to Pickering emulsion instability because it increases creaming or sedimentation rates due to an increase in the effective droplet sizes, and also because it increases the probability of droplet coalescence due to the droplets being in contact [56, 57]. Depending on the required emulsion properties, flocculation can either be desirable or undesirable.

It is possible to stabilise Pickering emulsion droplets from coalescence by adding repulsive interactions between the particles. This can be achieved by, for example, using charged particles that repel each other due to Coulomb repulsion, or by adding flexible
polymers that increase the steric hindrance or introduce an elastic energy that must be overcome [58].

### 1.3 Applications of Particle-Stabilised Emulsions

#### 1.3.1 Colloidosomes: Microcapsules with Selective Permeability

Dinsmore et al. [7] were one of the first to extend the applications of particle-fluid-fluid interactions beyond simply stabilising emulsions. They created colloidosomes, which are microcapsules made of solid particles whose permeability, size, and strength can be tailored.

To make a colloidosome, they first created a Pickering emulsion and then locked the particles in place, which can be achieved in several ways. One way is to gently sinter the particles by heating them slightly above their glass transition temperature, $T_g$. The particles then fuse together, as shown in Figure 1.7C. The sintering time controls the size of the bridges between the particles, which enables the precise control of the pore size. Increasing the sintering time also increases the mechanical strength of the colloidosomes.
Choosing particles with different glass transition temperatures allows a broad range of sintering temperatures to improve compatibility with the two immiscible fluids. Other locking methods include adding polyelectrolytes, which bind to particles with opposite charge producing flexible, deformable but tough capsules, and van der Waals attraction, which holds particles together. Tuning the mechanical strength allows the yield stress to be adjusted and enables the colloidosome to rupture at defined shear stresses.

The colloidosome permeability depends directly on the size of the pores between the particles. Large particles pack densely on the droplet surfaces and show a nearly crystalline configuration, but perfect hexagonal symmetry is elusive due to topological constraints: a curved surface requires a minimum of 12 five-fold defects, similar to the pentagons on a football [59]. As the particle size decreases, the surface coverage decreases. Nevertheless, if we assume perfect hexagonal symmetry, the size of the holes is $0.3R$ where $R$ is the particle radius, and so the pore size can be directly controlled by the particle size, allowing Dinsmore et al. [7] to easily achieve pore sizes ranging from micrometres to nanometres.

The capsule size can be controlled by regular emulsification techniques [60], and allows flexibility in the choice of encapsulated materials. Dinsmore et al. [7] prepared capsules with sizes ranging from millimetre to sub-micrometre.

One potential application of colloidosomes is drug delivery; blood drug concentration peaks shortly after ingesting a drug orally and then decreases quickly. Therefore, relatively large doses of the drug need to be taken at regular intervals in order to maintain a consistent amount of the drug in the blood stream. With colloidosomes, the permeability controls the diffusion of the encapsulated drug into the blood, which therefore requires less drug to maintain a consistent blood concentration, causing fewer side effects. However, problems related to emulsion instability must be solved in order to facilitate bulk production of colloidosomes. For instance, microcapsules tend to flocculate, as shown in Figure 1.7A, and sintering therefore fuses the floccs together.

### 1.3.2 Colloidal Molecules

Manoharan et al. [8] created colloidal molecules from Pickering emulsions by slowly evaporating the oil phase. During the evaporation, capillary forces lead to a spherically
symmetric compressive force until the particles come into contact. At this point, steric interactions break this symmetry and the particles rearrange according to the balance of capillary forces and packing constraints. During this stage, the colloidal particles act as hard spheres. Once the dispersed phase evaporates completely, van der Waals forces keep the particles in contact. Remarkably, for a given number of colloidal particles adsorbed at a droplet interface, the evaporation always leads to the same final cluster structure. Surface charges on the particles on the outside of the cluster stop the individual clusters from aggregating with other clusters.

The symmetry of the clusters (Figure 1.8) is very different from symmetries seen in other materials and did not minimize the cluster volume. In fact, Manoharan et al. [8] found that the particle arrangements corresponded to the minima of the second moment of the mass distribution, \( M_2 = \sum_{i=1}^{n} |\mathbf{r}_i - \mathbf{r}_0|^2 \), where \( \mathbf{r}_i \) is the position of the \( i^{th} \) particle and \( \mathbf{r}_0 \) the position of the cluster centre-of-mass, calculated by Sloane et al. [61]. Lauga and Brenner [62] later showed that the particle arrangements arise purely due to geometrical constraints during the evaporation phase.

Wang et al. [9] recently extended this technique to create colloidal molecules with valence. They first created a colloidal molecule by evaporating the oil phase from a droplet of \( n \) amidinated polystyrene particles using the same process as [8]. They then swelled the clusters with styrene and polymerised the styrene to expose the patches of the amidinated particles. They functionalised biotin on the amidinated patches, and then biotinated DNA oligomers bind to the functionalised patches, as shown in Figure 1.9.

These patchy particles therefore have directional interactions based on where the patches are located mimicking the valency of regular atoms. Indeed, valencies analogous to the \( s, p, sp^2, sp^3, sp^3d, sp^3d^2 \), and \( sp^3d^3 \) hybridised orbitals are possible depending on the number of particles in the cluster.

The aim of producing such colloidal molecules with valence is to create 3D structures and materials of practical interest. The diamond lattice possesses a 3D photonic bandgap [63], but current “top-down” fabrication methods are expensive and inefficient. Bottom up assembly of 3D crystals using colloidal particles is highly desirable due to its scalability and cost-effectiveness. However, a diamond lattice of colloidal molecules remains elusive because the colloids require 4-fold bond coordination. Zhang et al. [64] showed that the patchy particles developed by Wang et al. [9] can self-assemble into
Figure 1.8: Clusters with \( n = 4 - 11 \) particles in each cluster. The symmetry of the clusters corresponds to those expected from minimising the second moment of the mass distribution. From Ref. [8]. Reprinted with permission from AAAS.

The design and manufacture of colloidal molecules with valence using emulsions is potentially a huge technological advance in creating low-cost 3D materials.

1.4 Other Particle-Stabilised Emulsions

1.4.1 Bijels

Stratford et al. [65] predicted a new type of particle-stabilised emulsion, the bicontinuous
Figure 1.9: Clusters with $n = 4 - 11$ particles in each cluster. The symmetry of the clusters corresponds to those expected from minimising the second moment of the mass distribution. Reprinted by permission from Macmillan Publishers Ltd: Nature [9], copyright (2012).

jammed emulsion gel (bijel), using lattice Boltzmann simulations. Herzig et al. [10] and Clegg et al. [66] later confirmed this prediction experimentally. To create a bijel experimentally, a miscible mixture is quickly quenched by rapidly cooling the mixture, creating two continuous fluid phases. However, without colloidal particles, the phases would eventually separate due to their lack of thermodynamic stability. With added particles, the particles adsorb at the fluid-fluid interface and arrest the phase separation so that both the fluid phases are continuous and there are no distinct droplets such as in Pickering emulsions. Remarkably, Sanz et al. [67] showed that the bijel structure prevails even when the fluids are remixed, creating a so-called “Monogel”.

A significant technological advantage of bijels is that their shear modulus can be tuned over a wide range by changing the particle size and concentration [68]. Additionally, since the individual fluids flow separately from one another with the jammed interface acting as a porous boundary, bijels might be used as a “reactor” with applications in, for example, catalysis.
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Figure 1.10: (A) A Bijel simulated with LB3D. Particles adsorb and jam at the interface, but the fluid phases are continuous. (B) Experimental image of a bijel [10]. White regions represent particles, which can clearly be seen at the interface between the two fluids. Reprinted by permission from Macmillan Publishers Ltd: Nature Materials [10], copyright (2007).
Jansen and Harting [4] investigated the conditions under which bijels or Pickering emulsions form. They found that the key parameters are the particle contact angle and the volume ratio of the two fluids. When the volume ratio of the two fluids is roughly equal, bijels tend to form. Particle volume fraction has little effect on whether a bijel or Pickering emulsion forms.

1.4.2 Capillary Suspensions

Koos and Willenbacher [69] found that adding < 1% volume fraction of immiscible secondary fluid to a primary fluid with colloidal particles dispersed in it could change the viscosity of the mixture by more than an order of magnitude and the yield stress of the mixture by two orders of magnitude. Surprisingly, whether the secondary fluid preferentially wetted the particles or not, they saw approximately the same changes to the suspension rheology. However, different mesoscopic structures form depending on the wettability of the particles when the secondary fluid is added.

It was already known that adding preferentially wetting secondary fluid causes a transition from a fluid-like to a gel-like state [70, 71]: small fluid bridges of secondary fluid form between the particles called pendular bridges (Figure 1.11A). This leads to an attractive capillary force between the particles, given by:

\[ F_c = 2\pi r \gamma_{12} \cos \theta \]  \hspace{1cm} (1.10)

where \( \gamma_{12} \) is the fluid-fluid surface tension, \( \theta \) is the particle contact-angle, and \( r \) is the radius of the particles. This attractive force causes particles to aggregate and form network like structures. Equation (1.10) assumes the particles are touching and that the particles are much larger than the pendular bridge between the particles.

If the secondary fluid does not preferentially wet the particles, particles encapsulate small droplets of the secondary fluid in order to stop it from forming a large fluid-fluid surface area with the immiscible primary fluid. Koos and Willenbacher [69] called this the capillary state (Figure 1.11B). In the capillary state, small droplets of secondary fluid are evenly dispersed in the primary fluid. The particles aggregate around these
Figure 1.11: (A) Pendular bridges form between the particles if the secondary fluid preferentially wets the particles. (B) The capillary state forms when the secondary fluid does not preferentially wet the particles. (C) In Pickering emulsions, the droplet radius $R_d$ is much greater than the particle radius, $R$, in contrast with the capillary droplets, where $R \approx R_d$. From [11]. Reprinted with permission from AAAS.
small droplets, and these individual clusters then combine with other clusters to form a network-like structure.

The capillary state shares similarities with Pickering emulsions (Figure 1.11C). However, in the capillary state the droplet radius, $R_d$, is of the order of the particle radius, $R \approx R_d$, whereas in Pickering emulsions the droplet radius is many times larger than the particle radius, $R/R_d \ll 1$.

Koos et al. [72] also found that by decreasing the particle size, network formation between particles in the pendular state was stronger, resulting in an increased yield stress. This is consistent with a mathematical formulation of the yield-stress of a macroscopic suspension where the particles are interacting via pendular bridges:

$$\sigma = \frac{f(\phi) F_c}{r^2} = f(\phi) \frac{2\pi \gamma_{12} \cos \theta}{r}$$  \hspace{1cm} (1.11)

where $f(\phi)$ is a generic function of the volume fraction of particles, $\phi$. For capillary suspensions, where $\phi \ll 1$, a reasonable approximation is $f(\phi) = \phi^2$. Adding surfactant or increasing the sample temperature, both of which act to decrease the surface-tension, resulted in weaker pendular bridges and order of magnitude drops in the viscosity and yield stress of the suspensions.

Finally, Koos and Willenbacher [73] investigated the cluster arrangements of particles aggregating around small droplets in the capillary state. They hypothesised that the clusters aggregate forming a spanning network, causing the gel-like behaviour. Their Surface Evolver [74] computational model found that tetrahedral clusters tend to be the most stable for contact angles $\theta < 151.2^\circ$ and smaller droplet volumes, but that higher droplet volumes favoured an octahedral or mixed-octahedral cluster network. This model successfully predicted the rheology of some of their capillary suspensions. They found that particles aggregate around small droplets because the energy in this configuration is lower than if the small secondary fluid droplets are dispersed in the primary fluid with free particles. However, the global energy minimum occurs for complete phase separation, and the droplet clusters formed in the capillary state are therefore kinetically but not thermodynamically stable.
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The discovery of the capillary state will allow the control of suspension flow properties simply by tuning the amount of secondary fluid added. Currently, added surfactants or polymers control suspension rheology, which can often be expensive and environmentally unfriendly.

1.5 Thesis Layout

In this Chapter, I briefly introduced the physics of emulsions and summarised some of the experimental and theoretical work that has been done in order to understand emulsions. I aimed to demonstrate why particle-stabilised emulsions are interesting and worth studying in order to provide motivation for the work I have undertaken in this thesis. In particular, the latter sections of this introduction highlight some of the novel uses and properties of particle-stabilised emulsions that have been discovered only in the last few decades and that still require further understanding. Additionally, I described some novel particle-stabilised emulsions — bijels and capillary suspension — for which very little theoretical work has been undertaken in order to understand their formation and properties, in contrast with the vast body of literature on Pickering emulsion stability.

In order to understand the properties of emulsions better so that we can create new soft materials, we need a better understanding of the basic physical principles underlying particle-fluid-fluid interactions. This thesis centres around modelling the interaction of particles with fluid-fluid interfaces in the hope of understanding these fundamental interactions better so that they may be exploited for scientific or technological purposes in future.

In Chapter 2, I introduce the background theory and previous research on capillary interactions in detail, since most of the results in this thesis are related to this area. Chapter 3 introduces the simulation model used in this thesis to simulate particle-fluid-fluid interactions. In Chapter 4 I discuss new results based on the detachment energy of particles from fluid-fluid interfaces, which has important consequences for the stabilisation of emulsions using anisotropic particles. In Chapter 5 and 6 I present new results regarding the behaviour of magnetic ellipsoidal particles at fluid-fluid interfaces as they tilt in response to an external magnetic field. Chapters 4, 5, and 6 are based on
three peer-reviewed journal articles that I published during my PhD. Finally, Chapter 7 concludes this thesis.
Chapter 2

Capillary Interactions

2.1 Introduction

Colloidal particles adsorb strongly at fluid-fluid interfaces because they replace fluid-fluid interface area with fluid-particle interface area that has a lower surface energy. Once adsorbed at an interface, particles can interact with each other via different interactions, such as capillary interactions.

Capillary interactions arise when particles deform a fluid-fluid interface. The deformations create excess interface area compared with a minimum-area flat interface. Particles can minimise this excess interface area by overlapping their interface deformations with deformations induced by other particles. Capillary interactions may be combined with other interactions, for example electromagnetic interactions, in order to control the assembly of particles at fluid-fluid interfaces. If the assembly of particles can be controlled, it may be possible to create materials with specific and desirable properties.

Much recent research has focussed on the possibility of using capillary interactions for directed assembly of particles at interfaces. By choosing specific particle properties, the interface deforms in a predictable way, and certain types of deformations are anisotropic, causing particles to assemble in particular orientations.

In order to understand how the interface deforms around a particle, we consider the shape of the interface at a particular position according to the Young-Laplace equation:
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\[
P_1 - P_2 = \gamma_{12} \left( \frac{1}{R_{\text{min}}} + \frac{1}{R_{\text{max}}} \right) \tag{2.1}
\]

where \( R_{\text{min}} \) and \( R_{\text{max}} \) are the principal radii of curvature of the interface, \( P_1 \) and \( P_2 \) are the pressure of fluid 1 and fluid 2, respectively, and \( \gamma_{12} \) is the fluid-fluid interface surface tension.

In the flat interface limit, the principal radii of curvature tend to infinity and the pressure difference across the surface at that point vanishes \( P_1 - P_2 = 0 \). In the far field, we assume that the particle-induced interface deformations disappear (zero mean curvature) and the pressure difference vanishes.

We define an interface height at the contact line \( h_c(r_c, \theta_c) \) where \( r_c \) is the radial distance from the particle centre and \( \theta_c \) is the polar angle. The interface height elsewhere on the interface is \( h(r, \theta) \). In the case where the height of the surface is defined in terms of two coordinates \( h(r, \theta) \), we can use differential geometry to express the mean curvature of the interface:

\[
\left( \frac{1}{R_{\text{min}}} + \frac{1}{R_{\text{max}}} \right) = \nabla \cdot \left( \frac{\nabla h}{\sqrt{1 + (\nabla h)^2}} \right) \tag{2.2}
\]

so that Young-Laplace equation (Equation 2.1) can be written as:

\[
P_1 - P_2 = \gamma_{12} \nabla \cdot \left( \frac{\nabla h}{\sqrt{1 + (\nabla h)^2}} \right) \tag{2.3}
\]

If we take gravity into account using \( P = \rho gh \), where \( \rho \) is the fluid density and \( g \) the acceleration due to gravity, we obtain:

\[
(\rho_1 - \rho_2)gh = \gamma_{12} \nabla \cdot \left( \frac{\nabla h}{\sqrt{1 + (\nabla h)^2}} \right) \tag{2.4}
\]
We can rescale this equation according to a characteristic particle size, $R_p$, by normalising the interface height $\tilde{h} \mapsto h/R_p$ and the gradient $\nabla \mapsto \nabla / R_p$ giving:

$$\nabla \cdot \left( \frac{\nabla \tilde{h}}{\sqrt{1 + (\nabla \tilde{h})^2}} \right) = \text{Bo} \ \tilde{h}$$  \hspace{1cm} (2.5)

where

$$\text{Bo} = \frac{(\rho_1 - \rho_2)gR_p^2}{\gamma_{12}}$$  \hspace{1cm} (2.6)

is the Bond number, which quantifies the balance between gravitational forces and surface tension forces. We can define a capillary length $L_c = \sqrt{\frac{\gamma_{12}}{(\rho_1 - \rho_2)g}}$, which determines the length scale over which interface deformations due to gravity propagate, so that the Bond number can be rewritten as $\text{Bo} = \frac{R_p^2}{L_c^2}$.

The capillary length tells us two important things: Firstly, if a particle is significantly smaller than the capillary length $R_p \ll L_c$, the Bond number is negligible $\text{Bo} \approx 0$ meaning that surface tension forces are much larger than gravitational forces and therefore we can neglect the effect of gravity on the particle. Secondly, the capillary length essentially specifies an interaction cut-off: if two particles are adsorbed at an interface and the particle-particle separation, $r_{AB}$, is greater than the capillary length, $r_{AB} > L_c$, the particles will not interact via capillary interactions. An air-water interface has a capillary length $L_c = 2.3$ mm.

In the analysis of capillary interactions, we frequently consider the “small interface slope” limit, $\tilde{h} \ll 45^\circ$. In this case, $\nabla \tilde{h} \cdot \nabla \tilde{h} \ll 1 \Rightarrow \sqrt{1 + (\nabla \tilde{h})^2} \approx 1$ and we can approximate Equation (2.5) as:

$$\nabla \cdot \nabla \tilde{h} = \nabla^2 \tilde{h} = \text{Bo} \ \tilde{h}.$$ \hspace{1cm} (2.7)
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2.1 A Single Spherical Particle at a Fluid-Fluid Interface with a Finite Bond Number

A heavy spherical particle adsorbed at a fluid-fluid interface deforms the fluid-fluid interface due to its weight — imagine a bowling ball on a trampoline — as shown in Figure 2.1.

In equilibrium, the particle weight, \( F_w = mg = F_\gamma + F_B \), balances with the buoyancy force, \( F_B \), and surface tension force \( F_\gamma \). The buoyancy forces are given by

\[
F_B = \rho_1 V_{p1} g + \rho_2 V_{p2} g - (\rho_1 - \rho_2) g h_c A_c \quad (2.8)
\]

where \( V_{p1} = \frac{4}{3} \pi r^3 - V_{p2} \) and \( V_{p2} = \frac{4}{3} \pi r^3(2 - 3 \cos \phi_c + \cos^3 \phi_c) \) are the particle volumes immersed in fluid 1 and fluid 2, respectively, and \( A_c = \pi (r \sin \phi_c)^2 \) is the area enclosed by the contact line. The first two terms of Equation (2.8) are simple buoyancy terms related to the displacement of the respective fluids by the particle. The particle depresses the interface, and the third term accounts for the increase in hydrostatic pressure due to this deformation.
The surface tension force is given by

\[ F_\gamma = \gamma_{12} \oint t \cdot e_z \, ds \]  \hspace{1cm} (2.9)

where \( e_z \) is the undeformed interface normal parallel with the \( z \)-axis and \( t \) is the tangent vector to the interface at the point where it contacts the particle. For the surface tension force to be non-zero and balance the weight of the particle, the angle between the tangent vector \( t \) and the undeformed surface normal \( e_z \) must be non-zero. In other words, the surface must deform to accommodate the weight of the particle, as illustrated in Figure 2.1.

We can parametrise the contact line circle as \( c(s) = (r_c \cos s, r_c \sin s) \) where \( r_c \) is the contact line radius, and the integral in Equation (2.9) evaluates to \( F_\gamma = 2\pi \gamma_{12} r_c \sin \alpha \), where \( \alpha \) is the angle between the contact line tangent vector \( t \) and the undeformed interface (Figure 2.1). If the interface slope is small, then \( t \approx \frac{\partial h}{\partial r}|_{r=r_c} \) and Equation (2.9) becomes

\[ F_\gamma = \gamma_{12} \oint \nabla h \cdot e_z \, ds. \]  \hspace{1cm} (2.10)

Substituting the above mentioned quantities (and \( m = \frac{4}{3} \pi r^3 \rho_p \)) into the force balance equation yields:

\[ \sin \alpha = -\frac{Bo}{6} \left[ \frac{\rho_p - \rho_1}{\rho_2 - \rho_1} - (1 - \cos \phi_c)^2(2 - \cos \phi_c) + \frac{h_c}{r} \sin^2 \phi_c \right] \]  \hspace{1cm} (2.11)

Since \( 0 \leq \sin \alpha \leq 1 \) for a heavy particle (\( \rho_p > \rho_2 > \rho_1 \)), Equation (2.11) omits no solution if the Bond number \( Bo \) is too large i.e. if gravitational forces are much stronger than surface tension forces and the particle detaches from the interface. Similarly, if the Bond number tends to zero (e.g. for a very small or light particle) the deformation of the interface due to the particle can be neglected.
Danov et al. [75] suggested that an asymmetric electric field around a charged particle adsorbed at a fluid-fluid interface due to large differences in electric permittivity of the two fluids could also deform the interface in a manner similar to gravity. This so-called electrodipping force can exist even for particles with negligible Bond numbers.

Finding the height profile of the interface, $h_c$, then involves solving Equation (2.7). In the limit of small Bond numbers $L_c \gg R_p$ and defining a quantity $H(r) = h(r) - h(\infty) = h(r) - h_\infty$, which represents the interface height minus the far-field contribution, Equation (2.7) becomes

$$\nabla^2 H = \frac{H}{L_c^2}$$

(2.12)

Taking into account the azimuthal symmetry of the problem, Laplace’s equation in cylindrical coordinates is:

$$\frac{\partial^2 H}{\partial r^2} + \frac{1}{r} \frac{\partial H}{\partial r} = \frac{H}{L_c^2}.$$  

(2.13)

This is a Bessel type equation that yields solutions in terms of modified Bessel functions of the second kind of order $m$, $K_m$:

$$H(r) = A_0 K_0 \left( \frac{r}{L_c} \right) + \sum_{m=1}^{\infty} A_m K_m \left( \frac{r}{L_c} \right) \cos (m (\psi - \psi_{0,m}))$$

(2.14)

where $A_m$ and $\psi_{0,m}$ are constants of integration. The $m = 0, 1, 2, \text{ and } 3$ terms are respectively called the monopole, dipole, quadrupole, and hexapole terms in analogy with electrostatics. The monopole term describes the vertical displacement of the contact line due to external forces such as gravity or the electrodipping force. The dipolar term relates to the rotation of the contact line due to external torques. The quadrupolar and higher order terms give information about the shape of the contact line itself.

In the case of a heavy spherical particle at an interface, we neglect terms $m \geq 1$ since the $m = 0$ monopolar mode is the leading order term.
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Using the fact that \( \frac{d}{dr}K_0\left(\frac{r}{L_c}\right) = -\frac{1}{L_c}K_1\left(\frac{r}{L_c}\right) \), that the interface height at the contact line is defined to be zero \( h(r_c) = h_c = 0 \), and that the contact line at infinity \( h_\infty \) is unknown such that \( H(r) = h(r) - h_\infty = 0 \), it follows that \( h_\infty = -H(r_c) \). Combined with the contact-line boundary condition \( F_{\gamma} = 2\pi r_c\gamma_12\partial_r H(r)|_{r=r_c} \) (Equation (2.10)), the general solution of Equation (2.13) is:

\[
h(r) = \frac{F_{\gamma}L_c}{2\pi r_c\gamma_12K_1\left(\frac{r}{L_c}\right)} \left[ K_0\left(\frac{r}{L_c}\right) - K_0\left(\frac{r_c}{L_c}\right) \right]
\]

(2.15)

If the distance is much less than the capillary length \( r \ll L_c \), then \( K_m\left(\frac{r}{L_c}\right) \propto \left(\frac{L_c}{r}\right)^m \) for \( m \geq 1 \), and \( K_0\left(\frac{r}{L_c}\right) \to \log\left(\frac{2L}{r}\right) - \gamma_E \), where \( \gamma_E \) is the Euler-Mascheroni constant. In this limit, the solution of Laplace’s equation in Equation (2.14) reduces to a multipole expansion analogous to 2D electrostatics [76]. Using the above, we obtain:

\[
h(r) = \frac{F_{\gamma}L_c}{2\pi r_c\gamma_12} \left[ \log\left(\frac{2L}{r}\right) - \gamma_E - \log\left(\frac{2L}{r_c}\right) + \gamma_E \right]
\]

(2.16)

\[
h(r) = \frac{F_{\gamma}}{2\pi \gamma_12} \log\left(\frac{r}{r_c}\right)
\]

(2.17)

2.1.2 Capillary Interactions between Finite Bond Number Spherical Particles

Nicolson [77] calculated the interaction energy between buoyant bubbles at fluid-fluid interfaces and Chan et al. [78] extended this work to calculate the interaction energy, \( E_{AB} \), between two finite Bond number spherical particles \( A \) and \( B \):

\[
E_{AB} = -2\pi \gamma_12 R_A R_B Bo_A Bo_B Q_A Q_B K_0\left(\frac{r_{AB}}{L_c}\right)
\]

(2.18)

where \( R_i \) are the particle radii, \( Bo_i \) are the particle Bond numbers, and \( Q_i = \frac{2}{3} \left( \frac{\rho_i - \rho_1}{\rho_2 - \rho_1} \right) |i - \frac{1}{3} - \frac{1}{2} \cos \phi_c + \frac{1}{6} \cos \phi_c^3 \) is a parameter that determines how the particle Bond number affects the slope of the interface. In the context of this thesis, it is interesting to note that
several papers have confirmed this relationship using lattice Boltzmann simulations [79–81].

The interactions modelled by Nicolson [77] and Chan et al. [78] describe bubbles elevating the interface and particles depressing the interface in a monopolar, symmetric manner. When the deformations of individual particles or bubbles overlap, a $\frac{1}{r}$ lateral force develops between them, causing them to aggregate. These capillary forces are responsible for forming bubbles rafts and aggregating heavy particles at fluid-fluid interfaces — the so-called Cheerio’s effect [82] — but there is no preferred orientational order between the bubbles or particles as they attract each other.

2.1.3 Irregular Contact Lines

From the above analysis, we can conclude that for particularly small or light particles in which surface tension forces dominate gravitational forces, capillary interactions between such particles should not exist, since the interface remains undisturbed. However, Lucassen [83] showed that if the contact line where the particle and fluid-fluid interface meet undulates, capillary interactions can occur. He argued that in reality, contact lines will almost always undulate due to, for example, surface roughness or anisotropic surface chemistry, and hence capillary interactions between particles will exist even in the absence of gravitational effects.

Stamou et al. [12] attempted to explain puzzling experiments that showed negatively charged polystyrene particles attracting each other and clustering with inter-particle distances in the micrometer range, defying known pair potentials at the time [84–87]. They argued that van der Waals forces are too small $E_{vdw} \approx (0.1 - 0.6)k_BT$ for particle separations $r_{AB} \geq 1\mu m$ and capillary forces due to particle weight (Section 2.1.2) were insufficient to account for the long-ranged attraction between particles [78]. They considered the effect of an undulated contact line around spherical particles, as suggested by Lucassen [83], which may arise due to surface roughness or complex surface chemistry. We review the theoretical ideas underpinning this work in detail, since many subsequent studies extend this analysis and I do so in Appendix B.

In order to study the pair interaction energy between two particles, we must find the excess surface area created by a single particle due to its undulating contact line. Stamou
et al. [12] invoked the small slopes argument (Equation (2.7)) and neglected gravity since all lengths are smaller than the capillary length $L < L_c = 2.7 \text{mm}$. In this case, finding the interface deformation due to the presence of a particle with an undulated contact line reduces to solving Laplace’s equation $\nabla^2 h = 0$, which the authors do in cylindrical coordinates. The solution is given by Equation (2.14), where we take the limiting form of the modified Bessel functions, yielding multipole solutions of the form:

$$H(r) = \sum_{m=2}^{\infty} H_m \left( \frac{r_c}{r} \right)^m \cos (m (\psi - \psi_0, m)) \quad (2.19)$$

They neglect the gravity ($m = 0$) and the external torque ($m = 1$) terms due to the absence of any external forces or torques. The leading order term is then the quadrupole term:

$$h = H \cos(2(\psi - \psi_0)) \left( \frac{r_c}{r} \right)^2 \quad (2.20)$$

where $H$ is the maximal contact line height, $\psi_0$ is the particle “bond angle”, and $r_c$ is the contact radius where the interface meets the particle surface, which is approximately equal to the particle radius for contact angles near $90^\circ$.

The excess surface area $\delta S$ is the difference between the real surface area $S^*$ and the projected surface area $S$. They use a local coordinate system rotated so that the slope maximum occurs in the $y$-direction such that $dx^* = dx$. In this coordinate system, $dy^* = \sqrt{dy^2 + dh^2} = dy \sqrt{1 + (\nabla h)^2} \approx dy \left( 1 + \frac{1}{2}(\nabla h)^2 \right)$. Therefore, $d(\delta S) = dS^* - dS = dx^* dy^* - dx dy = dx dy \frac{1}{2}(\nabla h)^2$ and it follows that:

$$\delta S = \frac{1}{2} \int_{r=r_c}^{\infty} \int_{\psi=0}^{2\pi} (\nabla h)^2 r \, d\psi \, dr. \quad (2.21)$$

We find that $\nabla h \cdot \nabla h = 4H^2 r_c^4 r^{-6}$ (a similar calculation is carried out in Appendix B) and the self-energy of the particle is therefore:
Figure 2.2: Schematic of the theoretical system considered by Stamou et al. [12]. Two particles $A$ and $B$ with contours $C_A$ and $C_B$, respectively, are separated by a distance $r_{AB}$. The particles have a unit normal $\mathbf{n} = -(\cos \psi, \sin \psi)$ directed towards their centres. The polar angles $\psi_A$ and $\psi_B$ are defined with respect to the vector $\mathbf{r}_{AB}$ joining their centres, such that $\psi_A = -\psi_B$ corresponds to a mirror symmetric configuration. The interface boundary contour at infinity is $C_{\infty}$.

\[
\delta E = \gamma_{12} \delta S = \pi \gamma_{12} H^2. \tag{2.22}
\]

Stamou et al. [12] showed that if their micron-sized particles have a contact line hysteresis of just $\Delta \theta_c = 10^\circ$ the contact line height difference is $H \approx 0.5 R \Delta \theta_c = 50 \text{nm}$, resulting in a self-energy of $\delta E \approx 10^5 k_B T$.

The interaction energy between two particles $A$ and $B$ separated by a distance $r_{AB}$ is $\delta E_{AB} = \gamma (\delta S_{AB} - \delta S_A - \delta S_B)$, where $S_{AB}$ is the interface area around the two particles and $S_{A,B}$ is the interface area around the isolated particles.

In order to calculate $S_{AB}$ they assumed that the interface deformation at particle $A$ due to particle $B$ is small, and vice versa, such that they could invoke the Nicolson superposition principle [77] and suggest that the total interface deformation, $h_{AB}$, is just the sum of the individual particle deformations: $h_{AB} = h_A + h_B$. Inserting this assumption into Equation (2.21) and Equation (2.22) then gives

\[
\delta E = \gamma_{12} \delta S = \pi \gamma_{12} H^2. \tag{2.22}
\]
\[ \delta E_{AB} = \frac{\gamma}{2} \int (\nabla h_A + \nabla h_B)^2 \, dS - \frac{\gamma}{2} \int (\nabla h_A)^2 \, dS - \frac{\gamma}{2} \int (\nabla h_B)^2 \, dS \]

\[ = \gamma \int \nabla h_A \cdot \nabla h_B \, dS \]

\[ = \int_{C} h_B(\mathbf{n} \cdot \nabla h_A) \, dC - \int_{S} h_B(\nabla^2 h_A) \, dS \]

\[ = 2 \int_{C} h_B(\mathbf{n} \cdot \nabla h_A) \, dC \]  

(2.23)

where we have used Green’s theorem and the fact that \( \nabla^2 h_A = 0 \). The factor of two arises from the symmetry of the problem and the superposition approximation: the interface deformation at particle A due to particle B is equal to the interface deformation at particle B due to particle A. Since the integrand scales as \( \sim r^{-5} \), the integral over the surface boundary at infinity \( C_\infty \) can be neglected. \( \mathbf{n} = -(\cos \psi, \sin \psi) \) is a unit vector pointing towards the particle centres (Figure 2.2).

Finally, the authors assume that the particle-particle separation \( r_{AB} \) is much larger than the contact line radius \( r_c \) so that the field \( \nabla h_A \) at the boundary \( C_B \) can be Taylor expanded \( \nabla h_A(r) \approx \nabla h(0) + r \cdot (\nabla \otimes \nabla) h_A(0) \), where \( \mathbf{r} = (r_B \cos \theta_B, r_B \sin \theta_B) \) is a vector pointing from the centre of particle B.

The integral in Equation (2.23) can then be solved (using the methods of Appendix B) to give:

\[ \delta E_{AB} = -12\pi \gamma H^2 \cos (2\psi_A + 2\psi_B) \left( \frac{r_c}{r_{AB}} \right)^4 \]

\[ = -12 \cos (2\psi_A + 2\psi_B) \left( \frac{r_c}{r_{AB}} \right)^4 \delta E \]  

(2.24)

Particles in a mirror symmetric configuration \( \psi_a = -\psi_B \) minimise the interaction energy. For typical micron sized particles with contact line deviations of just 50nm capillary interactions are stronger than thermal fluctuations for particle-particle separations upto 15µm. For particle-particle separations of 2 micrometres, the interaction energy is \( \delta E_{AB} \approx 10^4 k_B T \).
Figure 2.3: (A) Fournier and Galatola [13] obtained the free energy landscape of 3 particles by keeping two particles in contact and rotating a third by an angle $\psi$ around them. The radial triangular configuration at position $C$ is the ground state. (B) The position of three particles is fixed through the angle $\psi_r$ and then minimised with respect to $\psi_l$. The orthoradial configuration at position $B$ is the ground state, with the radial configuration at position $E$ being the next lowest in energy. Monolayers of these particles should produce squares lattices with either orthoradial ($B$) or radial ($E$) configurations. Reprinted figures with permission from [13] Copyright (2002) by the American Physical Society.

When combined with an $r^{-3}_{AB}$ dipole-dipole repulsion between the particles, the quadrupolar capillary interaction explains several of the qualitative features seen in experiment [84–87].

Danov et al. [88] extended the analysis of Stamou et al. [12] to include pair interactions arising from undulating contact lines for multipoles of arbitrary order (i.e. dipoles, quadrupoles, hexapoles etc.) and mixed multipole interactions (e.g. dipole-quadrupole) by repeating the above analysis in bipolar coordinates. Additionally, their exact analytical expressions are valid for any particle-particle separations $r_A + r_B < r_{AB} < \infty$. Danov and Kralchevsky [89] used these results to calculate the shear elasticity of monolayers of particles acting via capillary multipoles, and predicted that such monolayers should behave as 2D elastic solids, rather than fluids.

Fournier and Galatola [13] were the first to come up with an exact many-body interaction calculation of polar capillary multipoles. For two particles, their results reiterated previous results concerning the pair interaction, namely that a mirror symmetric configuration minimises the interaction energy for a given particle-particle separation. However, including a constant non-zero octupolar term lifts this degeneracy and favours tip—tip alignment of particles, in agreement with the findings of Brown et al. [14].
Figure 2.4: Possible lattice structures for tightly packed quadrupole particles assuming that each particle pair maintains mirror symmetry $\psi_A = -\psi_B$ [14]. (b) is the orthoradial structure later confirmed by Fournier and Galatola [13] and (c) introduces defects in order to fulfill the mirror symmetry condition. Reprinted with permission from [14]. Copyright (2000) by the American Physical Society.

For three particles, they fixed the position of two particles and rotated the other particle by an angle $\psi$ around the original two particles (Figure 2.3a) and minimised each configuration with respect to rotations of the individual particles. The ground state is the radial, triangular cluster at position $C$ in the free energy landscape. In some respects the most intriguing result is the existence of the bent chain at position $A$ — a purely many-body effect — since pairwise interaction potentials predict a straight chain with maximum distortion axes (dashed lines) parallel to each other. For four particles (Figure 2.3b), the orthoradial ($B$) rather than radial ($E$) configuration is the ground state, suggesting that these structures should be the building blocks of square lattices at interfaces. Again, bent chains ($A$) represent a local minimum that results purely from many-body capillary interactions. The analysis of Fournier and Galatola [13] shows that superposition approximation is inaccurate in the near-field, where many-body effects and higher-order multipoles play an important role.
2.1.4 Using Capillary Interactions to Direct Assembly

Bowden et al. [90] were the first to highlight the utility of using capillary interactions for directed assembly of particles at fluid-fluid interfaces. They used millimetric complex shaped particles, which therefore have a finite Bond number. The particles assembled into well defined configurations and shapes depending on the chosen particle shapes and properties. Their results demonstrated that capillary interactions can be used to manufacture a priori desired structures by varying the particle properties — such as shape, mass, wettability, and surface chemistry — alone.

Brown et al. [14] fabricated much smaller particles than Bowden et al. [90] using photolithography, meaning the bond numbers of the particles was negligible so that the quadrupolar mode should be the first dominant deformation contribution. They experimentally studied disk-shaped particles that curved out of plane with a hydrophilic and hydrophobic side, and confirmed that the interface deformation produced by a single particle was approximately quadrupolar. They also highlighted the possible lattice structures that might form in monolayers of quadrupolar particles that are subjected to the constraint $\psi_A = -\psi_B$ (Figure 2.4). Note the necessary introduction of voids in Figure 2.4c in order for each particle pair to maintain mirror symmetry. However, they also observed particles forming chains that could only be explained by the presence of higher order multipoles, which was later corroborated by Fournier and Galatola [13].
Finally, Nierop et al. [91] showed that, even in the absence of gravity and contact line undulations caused by surface roughness, if a particle is slightly non-spherical its contact line deforms and leads to strong capillary interactions between particles. They investigated monolayers of weakly eccentric particles using traditional molecular dynamics algorithms with a pair-potential assuming small interface slopes and superposition of particle deformations. They found that particles form dendritic/fractal structures if they stick upon contact, and form a hexagonal array with herringbone orientational order if the particles do not stick together upon contact.

These studies highlight the utility of using anisotropic capillary interactions in order to control the preferred orientation of particle assembly. The key point is that like interface deformations attract, and unlike deformations repel (Figure 2.5). Particles may then assemble into desired structures by carefully choosing how the particle deforms the interface; this can be done by altering particle properties such as mass, surface chemistry, and shape. In the next section, we discuss capillary interactions between anisotropic particles in detail.

### 2.2 Anisotropic Particles

Loudet et al. [15] were the first to investigate the behaviour of ellipsoidal (prolate spheroidal) particles adsorbed at a fluid-fluid interface. They found a long-ranged (several times the particle long axis radius, $R_{||}$) attractive force between ellipsoidal particles that was very large compared to the thermal energy, $k_BT$. They ruled out van der Waals forces for similar reasons to Stamou et al. [12]: they decay quickly and are much smaller than $k_BT$ for particle separations greater than a micrometer [92].

They also ruled out electrostatic forces since they are usually repulsive, and the ellipsoidal particles only repelled each other in contact. They speculated that the cause of the attractive forces, which are orders of magnitude greater than $k_BT$, could be due to nanometre-sized contact line undulations as reported by Stamou et al. [12], since the attractive forces showed power-law behaviour consistent with capillary quadrupoles.

They also found that the long-ranged attraction depended crucially on the particle shape; in order to make ellipsoidal particles, they stretched spherical particles, therefore,
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Figure 2.6: Interface deformation profile around an ellipsoidal particle. The particle depresses the interface more at the tips than it elevates the interface at the sides [15]. Reprinted figure with permission from [15] Copyright (2005) by the American Physical Society.

the spherical particles and ellipsoidal particles have similar surface chemistry. Yet the spherical particles did not exhibit long-ranged attraction.

The ellipsoidal particles tended to arrange into open-structures and chains rather than lattices. Further, surface chemistry — which is partly responsible for the particles’ wettability — appears to play an important role: polystyrene (PS) ellipsoidal particles preferred to align tip—tip, but silica (Si) ellipsoidal particles preferred to align side—side. In order to understand this behaviour better, they observed the interaction of pairs of isolated ellipsoidal particles in both tip—tip and side—side orientations. After contact, the Si particles rearranged into the side—side configuration.

They found that for both PS and Si ellipsoidal particles, the interaction force, $F$, varied with respect to centre-centre separations $r_{AB}$ as $F_{\text{side}} \propto r_{AB}^{-4.1}$ and $F_{\text{tip}} \propto r_{AB}^{-5.0}$ for ellipsoidal particles approaching in the side—side and tip—tip orientation, respectively.

They solved Laplace’s equation with the appropriate boundary conditions assuming no gravity, constant particle contact angle, and small slopes, and found that ellipsoidal particles deform the interface more strongly in the long-axis direction than the short-axis direction, as shown in Figure 2.6. Nevertheless, the interface still shows a quadrupolar symmetry and since spherical quadrupoles should interact with a force $F \propto r_{AB}^{-5}$ they tentatively concluded that the particles behave as capillary quadrupoles.

Loudet et al. [93] followed up this study by experimentally imaging the contact line using interferometry and confirmed a quadrupolar interface deformation. They additionally confirmed that the interface depressions at the tips of the particle were greater than the interface elevations at the sides.

Lehle et al. [94] analysed the interaction of two ellipsoidal particles analytically by assuming small interface deformations and solving Laplace’s equation $\nabla^2 h = 0$ in terms
Figure 2.7: (a) The ellipsoids have equal aspect-ratio, $\alpha$, and long-axis radii, $R_\perp$. After approaching in the tip—tip orientation, the particles re-orient into the side—side configuration. (b) Particles of different sizes: once in contact, the particles arrange into capillary arrows with a finite angle, $\psi$, between their axes. Capillary arrows are a many-body effect that cannot be explained using simple far-field pair potentials [16].

Reprinted from Ref. [16] with permission.
of elliptic multipoles. They found that close to the particle, polar multipoles (an elliptic multipole of order $m$ is a superposition of polar multipoles of order $n \geq m$) higher than the quadrupole contribute significantly to the interface deformation. They showed that for interparticle distances $d < 4R_{\|}$, where $R_{\|}$ is the long-axis radius of the ellipsoidal particle, the capillary force deviates significantly from the expected far-field capillary force, $F_{\text{cap}} \propto r_A^{-5}$. Effective power law exponents for inter-particle distances $d < 4R_{\|}$ would be $> -5$ and $< -5$ for the side—side and tip—tip configurations [95], respectively, consistent with the experimental observations made by Loudet et al. [15].

Lehle et al. [94] also investigated the maximum height difference $\Delta h_c$ along the contact line. They found that $\Delta h_{\text{max}}$ depends on both the aspect-ratio of the ellipsoidal particles, $\alpha$, and the contact angle, $\theta$. The maximal height difference $\Delta h_{\text{max}}$ increases as the particle aspect-ratio increases, but the contact-angle at which the peak $\Delta h_{\text{max}}$ occurs decreases as the aspect-ratio increases. $\Delta h_{\text{max}}$ is zero for neutrally wetting ($\theta = 90^\circ$) and completely wetting particles ($\theta = 0^\circ$ or $180^\circ$). These findings have recently been
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Corroborated using Surface Evolver simulations [96].

Loudet and Pouligny [16] later investigated the assembly of ellipsoidal particles with mismatched aspect-ratios and/or long-axis radii, $R_\perp$. They found that when ellipsoidal particles had equal aspect-ratios and long-axis radii, the particles always adopted the side—side configuration once in contact regardless of whether or not they approached in the side—side or tip—tip state, suggesting that the side—side state is a free energy minimum.

However, if the aspect-ratios are not equal, the particles formed “capillary arrows” in which there was a finite angle, $\psi$, between the ellipsoidal particles’ long-axes, irrespective of whether they approached each other in the side—side or tip—tip state, as shown in Figure 2.7. These capillary arrows then drifted and moved on the interface as a rigid-body, even when interacting with other capillary arrows (until contact).

Interestingly, their study provided some of the first direct evidence that the contact lines of ellipsoidal particles are not pinned: the contact lines move in response to interactions with interface deformations caused by other particles. Their theoretical analysis showed that unequal sized ellipsoidal particles begin to repel each other at small centre-centre separations if they approach in the side—side state, confirming their observations in Figure 2.7. Additionally, their theoretical calculations confirmed that there is an energy minimum at a finite angle $\psi$ for unequal ellipsoidal particles in contact. Intriguingly, the capillary arrow structure produces an effective dipolar interface deformation.

They concluded that the existence of capillary arrows cannot be explained using the far-field pair potential and must be a many-body effect, similar to the conclusions of Fournier and Galatola [13] with regards to the bent particle chains (Figure 2.3).

Loudet and Pouligny [17] further extended this theoretical analysis in a bid to explain the structures formed by mosquito eggs on the surface of ponds (Figure 2.8). For three equal sized ellipsoids, a capillary triangle, as frequently seen in Figure 2.8, is slightly higher in energy than three ellipsoids arranged in the side-side configuration. The existence and stability of these capillary triangles suggests that an energy barrier prevents the particles from re-arranging into the lower energy side—side state.

Lewandowski et al. [18] derived a pair potential between elliptical quadrupoles. They found that for interparticle separations $r_{AB} > \sqrt{2}R_\parallel$, the tip—tip state is lower in energy,
Figure 2.9: (A) Cylindrical particles form rigid tip—tip chains. (B) Two cylindrical particles during approach. Initially, the particles attract in a mirror symmetric configuration \( \psi_A = -\psi_B \). As the particles get closer, a torque rotates them into their lowest energy tip—tip state. Once in contact, the particles remain in the tip—tip state. Reprinted (adapted) with permission from [18]. Copyright (2010) American Chemical Society.

and for \( r_{AB} < \sqrt{2}R_\parallel \), the side—side state is lower in energy, in agreement with Lehle et al. [94] \( (r_{AB} = \sqrt{2}R_\parallel \) corresponds to tip—tip contact between the particles).

The particles experience a torque, \( T \), to rotate them into their lowest energy configuration that decays with the inter-particle separation, \( r_{AB} \), as \( T \propto r_{AB}^{-6} \): for separations \( r_{AB} > 2R_\parallel \), the torque rotates them into the tip—tip configuration, for separations \( r_{AB} < 2R_\parallel \), the torque rotates them into the side—side configuration. The elliptical quadrupole decays into a polar quadrupole at large particle-particle separations, meaning that particles attract in a mirror-symmetric configuration, \( \psi_1 = -\psi_2 \), in agreement with Stamou et al. [12]. However, there is zero torque if the particles are originally in the side—side or tip—tip state, which reconciles with previous observations of the assembly of two ellipsoidal particles in which the particles maintain the side—side configuration during approach [15–17].

For cylindrical particles, they observed that the particles remain in the tip—tip state once in contact (Figure 2.9b), in contrast with ellipsoidal particles, which usually rotate into the side—side state, and that cylindrical particles form straight, rigid chains in which each particle is aligned tip—tip with its neighbouring particles (Figure 2.9a).

These findings led Botto et al. [19] to investigate the capillary interactions of non-neutrally wetting ellipsoidal and cylindrical particles in contact. In agreement with previous observations [15–17, 94], they found that the side—side state is the lowest energy state for ellipsoidal particles in contact, and that there is no energy barrier stopping ellipsoidal particles from rearranging into the side—side state. This explains why ellipsoidal particles rotate into the side—side state after they make contact with
each other, even if they approach tip—tip [15, 17]. Botto et al. [19] found an elastic torque regime for bond angles $\phi < 45^\circ$ and suggested that this is the reason ellipsoidal particle chains can curve: a small change in bond angle produces an increase in the capillary energy on one tip of the particle but an identical decrease on the other tip so that the particles can easily “roll” around each other (Figure 2.10a).

In contrast, for cylindrical particles, the lowest energy configuration is the tip—tip state, and there is a free energy barrier separating the tip—tip and side—side states that depends on the corner “sharpness” of the particles: smoother particle corners give rise to smaller energy barriers, until eventually, the free energy barrier disappears (i.e. in the limit that the cylindrical particles turn into ellipsoidal particles). The free energy barrier arises due to “hinging” around the sharp particle corners (Figure 2.10b). Therefore, sharp-edged cylinders remain in the tip—tip state after contact. However, if they do find themselves in the side—side state due to e.g. compression, they remain in that configuration due to the energy barrier inhibiting their rearrangement into the lower energy tip—tip state.

Monolayers of ellipsoidal particles are highly elastic when compared with spherical particles of similar surface chemistry [97, 98]. Madivala et al. [99] used this fact to manufacture very stable Pickering emulsions using ellipsoidal particles. The use of ellipsoidal particles for stabilised emulsions is an area of significant potential technological applications that has only just begun to be explored.
2.3 Applications of Capillary Interactions

2.3.1 Coffee Ring Effect

In the coffee ring effect, a droplet of fluid with suspended spherical particles dries on a substrate. The surface of the drop is a spherical air-water interface (ignoring the base of the droplet). As the droplet evaporates; the liquid volume is smaller at the edges of the droplet than in the centre, and the droplet edges pin and therefore do not recede, which means the edges of the droplet evaporate faster. Therefore, fluid flows to the droplet edges, and as it does so, transports spherical particles with it. This results in a thick build up of spherical particles at the droplet edge [100].

Replacing spherical particles with ellipsoidal particles suppresses the coffee ring effect [101]. During the evaporation process, some particles adsorb at the air-water interface. Once adsorbed, quadrupolar capillary interactions between ellipsoidal particles cause the particles to attract and stick to each other. This clumping prevents the particles from drifting all the way to the edge of the droplet, and also from tightly packing at the edge of the droplet if they make it there, inhibiting the coffee ring effect.
Interestingly, the coffee ring effect is a great way to test various universality classes of interface growth [102]. Figure 2.11 shows that the coffee ring width, $W$, grows with time according to $W \sim t^{1/2}$ for spherical particles and $W \sim t^{2/3}$ for ellipsoidal particles, an example of the Kardar-Parisi-Zhang (KPZ) Equation [103]. As the particle anisotropy increases further, the KPZQ (KPZ with quenched disorder) equation characterises the growth, $W \sim t^{0.68}$. In this case, regions with lots of particle attract even more particles, but regions with few particles grow slowly. These scaling laws have been observed in the interface growth of bacterial colonies [104] and the progress of fire on burning paper [105]. Therefore, these colloidal systems are excellent model systems for studying seemingly unrelated areas of physics.

### 2.3.2 Meniscus Climbing Insects

Water-walking insects utilise the surface tension of air-water interfaces in order to support their weight and walk on water. They use several different techniques to propel themselves on the water surface. However, when these insects wish to leave the surface of water for dry land they have to climb the menisci that exist where the water meets

![Figure 2.12](image-url)
the land. This is quite a challenge, since the menisci are effectively frictionless to these insects [21].

Some insects have developed methods to simply jump over the menisci and out of the water, but others use capillary interactions. By contorting their bodies or limbs in specific ways, these insects deform the water surface to create lateral capillary forces that attract them to the menisci at the water’s edge [21]. Figure 2.12 shows a Waterlilly Leaf Beetle deforming its body to bend the water surface upwards creating a positive capillary charge that matches the menisci (Figure 2.5). Due to the matching capillary charges, an attractive lateral capillary force emerges between the insect and the meniscus and the insect travels up the meniscus with ease [21].
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The Lattice Boltzmann Method

3.1 Introduction

Traditional methods of simulating fluid flows have followed two paths: microscopic and macroscopic modelling. In microscopic modelling, we compute the forces on each individual fluid particle in the system and solve Newton’s equations of motion for each particle to calculate the particles' trajectories. In order to resolve the motion of the particles properly, the simulation time-step must be smaller than the particle collision time scale. These so-called molecular dynamics simulations can become extremely computationally expensive depending on the number of particles we wish to model, the physical forces we wish to include, and the total time we wish to simulate. Additional difficulties arise if there are very few particles in the system (e.g. atomic clusters) because at low particle numbers bulk-properties such as temperature, pressure, viscosity, heat capacity, and thermal conductivity are undefined.

At the other extreme, in macroscopic (continuum) modelling we develop mass, momentum, and energy conservation equations for a control volume of fluid that is assumed to contain many particles. We then discretise these equations of motion in space and time in order to solve them computationally. Macroscopic approaches are more efficient than microscopic approaches computationally, in the sense that we are able to simulate larger systems for longer times, due to having fewer degrees of freedom. But we lose information about the behaviour of individual fluid particles due to the continuum approximation, which may be useful for certain applications.
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The lattice Boltzmann equation is a mesoscopic method, bridging the length and time-scales between the microscopic and macroscopic modelling regimes. Lattice Boltzmann methods achieve this by modelling single particle distribution functions, encapsulating some of the principles of both microscopic and macroscopic modelling. One of the additional advantages of the lattice Boltzmann method is its parallelism: lattice Boltzmann is a completely local algorithm, which therefore allows efficient implementation on supercomputers. In this section, we overview the relevant ideas from microscopic and macroscopic modelling before introducing the lattice Boltzmann method as used in this thesis and its connection with microscopic and macroscopic modelling.

### 3.2 Microscopic Modelling / Molecular Dynamics

Microscopic techniques revolve around solving Newton’s equations of motions for individual particles in a system and evolving the trajectories of those particles in time. The force on the \(i\)th particle, \(F_i\), in an ensemble of \(N\) particles is:

\[
\sum F_i = m_i a_i
\]  (3.1)

where \(m_i\) and \(a_i\) are the particle mass and acceleration respectively. The force sum on the left hand side involves calculating the force on particle \(i\) from all the other particles in the system and any external forces. The physics is contained in this force term: what physical forces should we include in the interactions between the particles? The computational cost of molecular dynamics simulations is dominated by this force term. Some interactions, in particular long-range electromagnetic interactions, can be computational expensive to calculate, and their expense scales with the number of particles in the system. This restriction places a natural restraint on the length and time scales that are accessible with molecular dynamics simulations.

Using the central difference approximation of a derivative for both the acceleration \(a_i(t + \Delta t)\Delta t = v_i(t + \frac{1}{2}\Delta t) - v_i(t - \frac{1}{2}\Delta t)\) and velocity \(v_i(t + \Delta t) = x_i(t + \frac{1}{2}\Delta t) - x_i(t - \frac{1}{2}\Delta t)\), we can find the position \(x_i(t + \Delta t)\) of the \(i\)th particle at a time \(t + \Delta t\) using the following integration scheme, known as the Leapfrog integrator:
\[
v\left(t + \frac{1}{2} \Delta t\right) = v\left(t - \frac{1}{2} \Delta t\right) + a(t) \Delta t
\]
\[
x\left(t + \Delta t\right) = x(t) + v\left(t + \frac{1}{2} \Delta t\right) \Delta t.
\]

There are several potential choices of integration schemes, but the Leapfrog algorithm is the one used in this thesis, as described in more detail later in this Chapter [106]. We can then calculate macroscopic quantities of interest such as the temperature and pressure provided there are enough particles in the system for these properties to be well defined. Molecular dynamics allows us to gain information about the motion of individual particles and the system microstructure. This kind of detail is unavailable with macroscopic modelling techniques.

### 3.3 Macroscopic Modelling and the Navier-Stokes Equations

Macroscopic modelling focuses on deriving conservation equations for a control volume of fluid assumed to contain many individual particles. We can then discretise these macroscopic equations in space and time and solve the resulting macroscopic equations, which are not necessarily local. Traditional computational fluid dynamics techniques therefore necessarily invest a great deal of effort in modelling the meshes used to discretise space and the relevant boundary conditions. Consequently, some flow geometries are too computationally expensive to compute or conceptually difficult to model at present.

#### 3.3.1 The Continuity Equation

We can derive the continuity of mass equation by considering a simple differential control volume and calculating the conservation of mass flowing through that volume to obtain:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0.
\]
where \( \rho \) is the fluid density and \( \mathbf{v} \) is the fluid velocity. This form of the continuity equations assumes that there are no sources or sinks of mass.

### 3.3.2 The Cauchy Momentum Equation

The Cauchy momentum equation models the conservation of momentum, and so we can make a simple substitution into Equation (3.3) \( \rho \mapsto \rho \mathbf{v} \) to obtain 
\[
\frac{\partial \rho}{\partial t} + \mathbf{v} \cdot \nabla \rho = 0.
\]

Using the fact that divergence of a tensor product is 
\[
\nabla \cdot (\mathbf{u} \otimes \mathbf{v}) = (\nabla \cdot \mathbf{u}) \mathbf{v} + \mathbf{u} \cdot \nabla \mathbf{v},
\]
we obtain 
\[
\rho \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \otimes \mathbf{v} \cdot \nabla \rho + \rho \mathbf{v} \nabla \cdot \mathbf{v} + \rho \mathbf{v} \cdot \nabla \mathbf{v} = 0,
\]
and after some rearrangement and substitution of the mass continuity equation (Equation (3.3)) we arrive at Cauchy’s momentum equation:

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) = 0 \tag{3.4}
\]

Since Cauchy’s momentum equation can be considered as \( F = ma \) for a control volume (i.e. for body forces — forces per unit volume), this form of the equation assumes that there are no sources or sinks of momentum. In reality, we need to consider the sources and sinks that cause fluids to change their momentum and flow.

We can identify three types of force: body forces, \( \mathbf{f} \), such as gravity, which act on the centre-of-mass of the control volume; pressure forces, \( \nabla p \), where \( p \) is the pressure, which act normal to the surfaces of the control volume, analogous to the “normal” force in regular Newtonian mechanics; and viscous or shear forces, \( \nabla \cdot \mathbf{\tau} \), where \( \mathbf{\tau} \) is a general stress tensor, which act parallel to the surfaces of the control volume, analogous to friction in Newtonian mechanics.

Adding these sources and sinks to the Cauchy momentum equation (Equation (3.4)) gives:

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) = -\nabla p + \nabla \cdot \mathbf{\tau} + \mathbf{f} \tag{3.5}
\]
3.3.3 Compressible Navier-Stokes Equation

There is no general equation for the deviatoric stress tensor $\tau$ or pressure $p$ in Equation (3.5), so we have to come up with a so-called constitutive law that describes how the stresses lead to forces. Constitutive laws depend on the fluids in question and can be considered an educated guess: they therefore frequently break down for certain fluids and certain specific flow conditions.

In order to obtain the compressible Navier-Stokes equations, Stokes made several assumptions about fluid flows:

- The fluid is isotropic.
- Following insights from Newton, the shear stress depends linearly on the strain rate, $\tau = \mu \frac{\partial v}{\partial y}$, where $\mu$ is the dynamic viscosity, $v$ is the velocity of the fluid parallel to the direction the shear is applied, and $y$ is the direction perpendicular to the shear stress.
- The divergence of the deviatoric stress tensor is zero for a motionless fluid i.e. there are no net forces in equilibrium.

These assumptions lead to a constitutive law for the deviatoric stress tensor $\tau$ of the form:

$$\tau = pI + \mu(\nabla v + (\nabla v)^T) - \frac{2}{3}\mu(\nabla \cdot v)I$$

(3.6)

where we have defined a pressure $p = (\lambda + \frac{2}{3}\mu)\nabla \cdot v$ with bulk viscosity $\lambda$. Substituting this into the Cauchy momentum equation yields the compressible Navier-Stokes momentum equation:

$$\rho \left( \frac{\partial u}{\partial t} + v \cdot \nabla v \right) = -\nabla p + \mu \nabla^2 v + \frac{1}{3} \mu \nabla (\nabla \cdot v) + f,$$

(3.7)
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Note that we also usually require an equation of state and a conservation of energy equation in addition to the mass and momentum conservation equations developed above. This connects hydrodynamics with thermodynamics.

### 3.3.4 Incompressible Navier-Stokes Equations

If we now assume that the fluid is incompressible i.e. that its density is constant and that the viscosity $\mu$ is constant, then the bulk viscosity vanishes $\lambda = 0$ and the mass continuity equation (Equation (3.3)) simplifies to $\nabla \cdot \mathbf{v} = 0$.

Making these approximations to the compressible Navier-Stokes equation (Equation (3.7)) yields the incompressible Navier-Stokes equation:

$$
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) = -\nabla p + \frac{\mu}{\rho} \nabla^2 \mathbf{v} + \mathbf{f} \tag{3.8}
$$

If we scale by a reference density $\rho_0$ (since the density is constant) we obtain:

$$
\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = -\nabla w + \frac{\nu}{\rho_0} \nabla^2 \mathbf{v} + \mathbf{a} \tag{3.9}
$$

where $w = \frac{p}{\rho_0}$ is the specific thermodynamic work per unit mass, $\nu = \frac{\mu}{\rho_0}$ is the kinematic viscosity, and $\mathbf{a}$ is an acceleration.

It is useful to discuss the qualitative meaning of each term of the incompressible Navier-Stokes equation:

\[
\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = -\nabla w + \frac{\nu}{\rho_0} \nabla^2 \mathbf{v} + \mathbf{a} \tag{3.10}
\]

- The inertia terms tells us how much a fluid’s previous velocity affects its current velocity. For example, if a swimmer stops propelling itself, it will continue to travel
through the fluid due to inertia, unless we are in the low Reynolds’ number regime (discussed shortly).

- The convection term is a non-linear term that tells us how the fluid accelerates at different points in the flow, independent of time. An example is a squeezed hose-pipe — the fluid velocity increases near the point of constriction even when the flow is in equilibrium.

- Since the Laplacian of velocity tells us the difference between the velocity of the fluid at a point and the velocities of the fluid surrounding that point, we can interpret the kinematic viscosity \( \nu \) as a parameter that controls the diffusion of momentum.

### 3.3.5 Stokes’ Equations

In the context of this thesis and the modelling of emulsions in general, it is useful to discuss the conditions that lead to Stokes flow. If we scale the dimensional form of the incompressible Navier-Stokes momentum equation (Equation (3.8)) we obtain:

\[
\frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = -\nabla p + \frac{1}{Re} \nabla^2 \mathbf{v} + \mathbf{f}.
\]  

(3.11)

where

\[
Re = \frac{\rho LV}{\mu} = \frac{LV}{\nu}
\]  

(3.12)

is the Reynolds’ number. \( L \) is the characteristic length, and \( V \) is the average velocity (with respect to the fluid). The Reynolds’ number quantifies the balance between inertial forces and viscous forces and is small if the relative velocity or the size of the object in question is small.

For small Reynolds’ numbers, the viscous terms in the dimensionless Navier-Stokes Equation (Equation (3.11)) dominate and we can neglect the inertia terms, giving:
\[ \nabla^2 \mathbf{v} - \nabla p + f = 0 \]  \hfill (3.13)  

\[ \nabla \cdot \mathbf{v} = 0. \]  \hfill (3.14)

Soft matter is often interesting at the micrometre scale, which dictates that the Reynolds’ number is small \[107\]. Several interesting scenarios occur in Stokes flow, namely the concept of time reversibility and its implications for low Reynolds’ swimmers \[108\].

### 3.4 The Lattice Boltzmann Equation

The lattice Boltzmann equations stems from the Boltzmann equation \[109–111\], and so it is useful to describe the basic principles behind the Boltzmann equation first. The main idea of the Boltzmann equation is to consider the behaviour of collections of particles by introducing a probability distribution and considering the evolution of the probability distributions: what percentage of the particles at a certain location at a given time have velocities in a particular range? The probability of finding a particle in region \(x + dx\) with momentum \(p + dp\) is \(f(x, p, t) \, dx \, dp\).

If we assume that the particles do not collide, and that the particles are uninfluenced by any external forces, the particles will continue along their trajectories and we can compute the distribution at \(t + dt\) easily: \(f(x + c \, dt, p + dp, t + dt) \, dx \, dp = f(x, p, t) \, dx \, dp\), where \(c = x/\Delta t\) is the distribution function velocity.

However, if the particles collide, some particles will be collided into the phase-space volume and some will be collided out of it. Assuming that the velocities of particle collisions are uncorrelated \[112\], we can write this difference between the two distributions as \(f(x + p \, dt, p + F \, dt, t + dt) - f(x, p, t) = \Omega \, dt\) where \(\Omega\) is the rate of particle collisions, known as the Boltzmann collision factor.

If we Taylor expand to first order, we obtain Boltzmann’s equation:

\[ \mathbf{p} \cdot \nabla_x f(x, p, t) + \mathbf{F} \cdot \nabla_p f(x, p, t) + \partial_t f(x, p, t) = \Omega \]  \hfill (3.15)
To reach the lattice Boltzmann equation from the Boltzmann equation, we simply set \( m = 1 \) so that \( p = c \) and discretise Equation (3.15) in space and time. Notice that in order to fully discretise Equation (3.15) we must also discretise the velocity space i.e. the distribution functions \( f(x, c, t) \) are only allowed to have certain velocities.

This discretisation of the velocity space is one of the main differences between lattice Boltzmann methods and other numerical methods. The decision of how to discretise the velocity space is an important feature of lattice Boltzmann methods and significantly affects the resulting physics, which we discuss in more detail shortly.

If we now define \( f(x, c_i, t) \) as \( f_i(x, t) \) and linearise the collision operator \( \Omega dt \mapsto \Omega_i(x, t) \) \cite{113, 114}, where \( \Omega_i(x, t) \) denotes the number of particles colliding into or out of the direction of \( c_i \) at position \( x \) and time \( t \), we arrive at the lattice Boltzmann equation:

\[
    f_i(x + c_i \Delta t, t + \Delta t) - f_i(x, t) = \Omega_i(x, t). \tag{3.16}
\]

In lattice Boltzmann modelling, we commonly define the time-step to be \( \Delta t = 1 \) and we normalise the velocities such that \( \|c_i\| = 1 \), yielding:

\[
    f_i(x + c_i, t + 1) - f_i(x, t) = \Omega_i(x, t). \tag{3.17}
\]

To reiterate, \( f_i(x, t) \) represents the single particle distribution function with velocity \( c_i \) at lattice coordinate \( x \) and time \( t \).

### 3.4.1 The BGK Operator

In order for the lattice Boltzmann equation (Equation (3.17)) to be useful, we must define a collision operator that captures the relevant physics. A common choice for the collision operator is the BGK operator \cite{115–117}:
\[
\Omega_i = -\frac{1}{\tau} \left( f_i - f_i^{(eq)} \right)
\]  

(3.18)

where \( \tau \) is a free parameter known as the relaxation time that controls how quickly the distribution \( f_i \) relaxes to the equilibrium distribution, \( f_i^{(eq)} \). Sub-relaxation occurs for \( \tau > 1 \): the particle distribution only partially relaxes to equilibrium; over-relaxation occurs for \( \tau < 1 \): the particle distribution moves beyond equilibrium; and complete relaxation occurs for \( \tau = 1 \): only the equilibrium distributions propagate. The relaxation time \( \tau \) cannot be arbitrarily small since linear numerical instabilities occur at \( \tau = 0.5 \) in the BGK model [117].

The collision operator must conserve mass

\[
\sum_i \Omega_i = -\frac{1}{\tau} \left( \sum_i f_i - \sum_i f_i^{(eq)} \right) = 0
\]

\[
\Rightarrow \rho = \sum_i f_i = \sum_i f_i^{(eq)}
\]

(3.19)

and momentum

\[
\sum_i c_i \Omega_i = -\frac{1}{\tau} \left( \sum_i c_i f_i - \sum_i c_i f_i^{(eq)} \right) = 0
\]

\[
\Rightarrow \rho u = \sum_i c_i f_i = \sum_i c_i f_i^{(eq)}.
\]

(3.20)

These relations are used to calculate the density \( \rho \) and momentum \( \rho u \) using the lattice Boltzmann method.

### 3.4.2 Lattice Boltzmann BGK Model

Using the BGK operator with the lattice Boltzmann equation, we obtain the full lattice BGK equation [117]:
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\[
f_i(x + c_i, t + 1) - f_i(x, t) = -\frac{1}{\tau} \left( f_i - f_i^{(0)} \right)
\]  
(3.21)

The computational implementation of this model involves a few conceptually simple steps:

1. A collision step coming from the right-hand side of Equation (3.21), involving:
   
   - The calculation of density, velocity, and other macroscopic quantities.
   - The calculation of the equilibrium distribution function \( f^{\text{eq}} \) (described in Section 3.5).

2. A streaming step stemming from the left-hand side of Equation (3.21).

### 3.5 From lattice Boltzmann to Navier-Stokes

Recovering the Navier-Stokes equations (Equation (3.7)) from the lattice Boltzmann equations (Equation (3.16)) requires some mathematical manipulation. Firstly, we Taylor expand the lattice Boltzmann BGK equation to second order:

\[
(\partial_t + \nabla \cdot c_i) f_i + \frac{1}{2} \left( \partial_t^2 + 2\partial_t \nabla \cdot c_i + \nabla^2 c_i \right) f_i = -\frac{1}{\tau} \left( f_i - f_i^{(\text{eq})} \right)
\]  
(3.22)

Next, we carry out a so-called multiscale Chapman-Enskog expansion [118–121] in which we separate the time-scales into \( t_1 \) for advection and \( t_2 \) for diffusion by making the following approximations [122, 123]:

\[
\partial_t = \epsilon \partial_t + \epsilon^2 \partial_{t2}
\]  
(3.23)

\[
\nabla = \epsilon \nabla
\]  
(3.24)

\[
f_i = f_i^{(\text{eq})} + \epsilon f_i^{(1)} + \epsilon^2 f_i^{(2)}
\]  
(3.25)

\[
\Omega_i = \Omega_i^{(0)} + \epsilon \Omega_i^{(1)} + \epsilon^2 \Omega_i^{(2)}
\]  
(3.26)
Substituting these expansions into Equation (3.22) and collecting terms of the same order, to order $\epsilon^0$ we obtain:

$$\frac{\partial f_{eq}^i}{\partial t} + c_i \cdot \nabla f_{eq}^i = - \frac{f_i^{(1)}}{\tau}$$  \hspace{1cm} (3.27)

Using Equation (3.19) and Equation (3.20) we can see that this equation is exactly the mass continuity equation (Equation (3.3)). Similarly, to order $\epsilon^1$:

$$\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot \mathbf{\Pi} = 0$$ \hspace{1cm} (3.28)

where the momentum flux tensor is

$$\mathbf{\Pi}_{\alpha\beta} = \sum_i (c_i)_{\alpha}(c_i)_{\beta} \left( f_{eq}^i + \left( 1 - \frac{1}{2\tau} \right) f_i^{(1)} \right)$$

which looks similar to the momentum conservation equation in Equation (3.4). In order to make further progress, we need to specify the lattice vectors $c_i$ and the equilibrium distribution function $f_{eq}$.

In this thesis, we use the D3Q19 lattice (Figure 3.1), which is the most common lattice choice in 3 dimensions. The choice of lattice is vitally important in lattice Boltzmann modelling because only certain lattices with sufficient isotropy recover the Navier-Stokes equations [124–126]. The D3Q19 lattice vectors are given by:

$$c_i = \begin{cases} 
(0, 0, 0) & i = 0 \\
(\pm 1, 0, 0), (0, \pm 1, 0), (0, 0, \pm 1) & i = 1, 2, \ldots, 6 \\
(\pm 1, \pm 1, \pm 1) & i = 7, 8, \ldots, 18 
\end{cases}$$ \hspace{1cm} (3.29)

The equilibrium distribution function we use comes from a Hermite quadrature of the Maxwell distribution function:
Figure 3.1: The D3Q19 lattice, showing the velocity vectors from the central lattice node, at which the zero vector resides. Each velocity vector lies in one of the three planes shown. Tikz code courtesy of Dr. Timm Krüger.

\[ f_{eq}^i = w_i \rho c \left( 1 + \frac{c_i \cdot v}{c_s^2} + \frac{(c_i \cdot v)^2}{2c_s^4} \right) \]  

where \( w_i \) are the lattice vector weightings given by
\begin{equation}
\begin{aligned}
w_i = \begin{cases} 
0 & i = 0, \text{zero velocity vector} \\
\frac{1}{18} & i = 1, 2, \ldots, 6, \text{nearest neighbours} \\
\frac{1}{36} & i = 7, 8, \ldots, 18, \text{next-nearest neighbours}
\end{cases}
\end{aligned}
\end{equation}

This expansion is valid only for small Mach numbers, \( \text{Ma} = \frac{v}{c_s} \), where the lattice speed of sound \( c_s \) is a constant, which follows from the D3Q19 lattice choice:

\begin{equation}
c_s = \frac{1}{\sqrt{3}} \frac{\Delta x}{\Delta t} = \frac{1}{\sqrt{3}}
\end{equation}

using our choice of lattice units \( \Delta x = \Delta t = 1 \). Inserting the equilibrium distribution function and lattice vectors into our momentum flux tensor yields:

\begin{align*}
\Pi_{\alpha\beta}^{(0)} &= \sum_i (c_i)_{\alpha}(c_i)_{\beta}f_{i}^{\text{eq}} = p\Delta_{\alpha\beta} + \rho v_\alpha v_\beta \\
\Pi_{\alpha\beta}^{(1)} &= \left(1 - \frac{1}{2\tau}\right) \sum_i (c_i)_{\alpha}(c_i)_{\beta}f_{i}^{(1)}(1) = \nu \left(\nabla_\alpha (\rho v_\beta) + \nabla_\beta (\rho v_\alpha)\right)
\end{align*}

with pressure \( p = \frac{\rho}{c_s^2} = \frac{\rho}{3} \) giving a kinematic viscosity:

\begin{equation}
\nu = c_s^2 \Delta t \left(\frac{\tau}{\Delta t} - \frac{1}{2}\right) = \frac{2\tau - 1}{6}.
\end{equation}

Using these relations, it is clear that the lattice Boltzmann momentum equation (Equation (3.28)) is equivalent to the compressible Navier-Stokes equation (Equation (3.7)) provided the density variations are small.
3.6 Simple Bounce-Back Boundary Conditions

One of the biggest advantages of lattice Boltzmann methods for modelling fluid flows is the simple implementation of complex solid boundary geometries. Lattice Boltzmann achieves this by using a simple bounce back boundary condition on solid nodes in which the distribution functions reflect back to the lattice sites they came from, as shown in Figure 3.2 [127, 128]. The solid nodes do not participate in the regular lattice Boltzmann stream-collide step (Equation (3.21)).

3.7 Multiple Fluids and the Shan-Chen Model

In order to simulate multiple fluids, we add a phenomenological fluid-fluid interaction between each fluid species, the so-called Shan-Chen force [129, 130]:

$$ F_c^c(x, t) = -\Psi_c(\rho_c(x, t)) \sum_{c, c'} g_{cc'} \sum_x \Psi_{c'}(\rho_{c'}(x', t))(x' - x). $$  

(3.35)

where $c \neq c'$ denote the fluid components, $g_{cc'}$ is a coupling strength between the fluid components. The sign of $g_{cc'}$ determines whether the fluids exhibit repulsion (positive $g_{cc'}$) or attraction (negative $g_{cc'}$). $\Psi_c$ is a pseudo-potential, a function of the density.
$\rho^c(\mathbf{x},t)$ of the respective fluid component at an individual lattice site, which plays the role of an “effective mass”. The essence of the Shan-Chen force is to calculate the effective mass from the fluid density at a particular lattice-site, and multiply this with the effective mass of the other fluid component at neighbouring lattice sites, with the degree of attraction or repulsion chosen by the coupling constant. The Shan-Chen model can be used to simulate multi-phase and/or multi-component fluids depending on the density difference of the two fluids: a large density difference corresponds to the simulation of multi-phase fluids, and a small fluid density difference corresponds to the simulation of multi-component fluids.

When modelling multicomponent fluids, the individual fluid components obey the usual lattice Boltzmann equation:

$$f^c_i(\mathbf{x} + \Delta t \mathbf{c}_i, t + \Delta t) = f^c_i(\mathbf{x}, t) + \Omega^c_i(\mathbf{x}, t)$$  \hspace{1cm} (3.36)

where $c$ is the fluid component (for a binary system, $c = r, b$) and $i = 1, \ldots, N$ so that $f^c_i(\mathbf{x}, t)$ represents the particle distribution function for component $c$ in direction $\mathbf{c}_i$ at lattice coordinate $\mathbf{x}$ and time $t$.

The Shan-Chen model correctly reproduces several vital properties of non-ideal fluids, such as a non-ideal bulk equation of state and a non-zero surface tension [130, 131]. There are many different possible choices of the effective mass $\Psi$, and it is possible to modify the equation of state based on the choice of $\Psi$ [132]. Certain choices allow larger fluid density differences, but the ubiquitous choice in the research literature and the one that we choose is

$$\Psi(\rho^c(\mathbf{x}, t)) = 1 - e^{-\rho^c(\mathbf{x}, t)}. \hspace{1cm} (3.37)$$

When the potential is of the form in Equation (3.37), the force between the fluid components decreases exponentially as the fluid density increases, which is vital for numerical stability. Unfortunately, this choice of $\Psi$ means that the coexistence curve deviates from thermodynamic theory, though recent work has aimed to introduce a
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thermodynamically-consistent temperature into the Shan-Chen model by changing the form of $\Psi$ and considering next-to-nearest neighbour interactions [133]. Other limitations include the fact that the surface tension and the equation of state are both dependent on $g_{cc'}$, which does not allow us to change them independently.

To incorporate the Shan-Chen force into the lattice Boltzmann equation (Equation (3.16)) we add a shift to the velocity $u^c(x,t) \rightarrow u^c(x,t) + \Delta u^c(x,t)$ in the local equilibrium distribution function only

$$\Delta u^c(x,t) = \frac{\tau^c F^c_{cc}(x,t)}{\rho^c(x,t)}$$ \hspace{1cm} (3.38)

The velocity of each fluid component is

$$u^c(x,t) \equiv \sum_i c_i f_i^c(x,t) - \frac{1}{2} \Delta t F^c_{cc}(x,t) \sum_i f_i^c(x,t).$$ \hspace{1cm} (3.39)

In this thesis, we simulate two fluids, referred to as the red fluid and blue fluid, which can be considered analogous to oil and water. We define an order parameter $\phi(x,t) = \rho^r(x,t) - \rho^b(x,t)$ which we call the “colour” of a lattice site. The colour order parameter is used, amongst other things, to determine the position of the fluid-fluid interface.

3.7.1 Colloidal Particles

To simulate rigid, finite-sized particles suspended in a fluid [4, 134–136] we use the method introduced by Ladd [137, 138] and Aidun et al. [139], where particles are discretised on the lattice [140]. The trajectory of the particles is calculated by solving the particles’ classical equations of motion $F = m \cdot \frac{du_p}{dt}$ and $D(t) = I \cdot \frac{d\omega}{dt}$ using a leapfrog integrator according to Equation (3.2) as described in Section 3.2.

To include particle-fluid interactions, lattice sites occupied by a particle are treated as solid wall nodes with simple bounce-back boundary conditions, as described in Section 3.6.
The interaction between the particles and the fluid is controlled by a modified lattice Boltzmann equation so that whenever a lattice site $x$ is inside a particle the following equation replaces the usual lattice Boltzmann equation (Equation (3.36)):

$$f^c_i(x + \Delta t c_i, t + \Delta t) = f^c_i(x, t) + \Omega^c_i(x, c_i, t) + C$$  \hspace{1cm} (3.40)

where $C$ depends linearly on the velocity of the particle surface and $\bar{i}$ is defined such that $c_i = -c_i$.

This results in a no-slip boundary condition half-way between the fluid and the solid node. Due to the particle bounce-back conditions and the change of fluid momentum that is reflected at the boundary, an additional force and torque act on the particle

$$F(t) = (2f^c_i(x + c_i, t) + C)c_i$$  \hspace{1cm} (3.41)

$$D(t) = F(t) \times r(t)$$  \hspace{1cm} (3.42)

respectively, where $r(t)$ is a vector directed from the particle centre to the lattice site of reflection.

As the particle moves across the lattice, the particle invades new lattice sites and vacates others. During invasion, the fluid at the invaded site is removed and its momentum transfers to the particle:

$$F(t) = -\sum_c \rho^c(x, t) u^c(x, t).$$  \hspace{1cm} (3.43)

Vacated lattice sites require more care. For a single fluid, when the particle vacates a lattice site we fill the lattice site with the initial fluid density, $\rho_{init}$. For two fluids, we define an average density
\[ \tilde{\rho}^e(x, t) \equiv \frac{1}{N_{FN}} \sum_{i_{FN}} \rho^e(x + c_{i_{FN}}, t) \] (3.44)

averaged by \( N_{FN} \) neighbouring fluid lattice sites with coordinates \( x_{i_{FN}} = x + c_{i_{FN}} \). The vacated fluid site is then filled with a fluid density according to:

\[ f_i^c(x, t) = \rho_{new}^c(x, t) \cdot f_{eq}^c(u_{surface}(x, t), \rho_{new}(x, t)) \] (3.45)

where \( u_{surface}(x, t) \) is the velocity of the lattice nodes in the vicinity of the particle surface and \( \rho_{new}^c(x, t) \) is the initial fluid velocity. This leads to another force on the particle, \( F(t) = \sum_c \rho_{new}^c u_{surf}(x, t) \) in order to conserve momentum.

When calculating the Shan-Chen forces between different fluids according to Equation (3.35), empty lattice sites inside a particle are still taken into consideration. However, no Shan-Chen forces act from the particle to the fluid, and hence a layer of increased fluid density forms around the particle. To suppress this effect, the outermost layer of lattice sites inside the particle is filled with a virtual fluid density that is an average of the surrounding fluid densities, \( \rho^e(x, t) = \tilde{\rho}^e(x, t) \). This virtual fluid is static: the lattice Boltzmann equation, advection and collision, is not applied to the virtual fluid.

The Shan-Chen forces acting on the particle from the surrounding fluid \( \sum x \sum_c F^e(x, t) \) are added to the other forces used to calculate the particle trajectories. Due to these Shan-Chen forces between the particle and the fluid, the fluid density near the particle surface is generally smaller than the bulk density, which can lead to mass loss over time when choosing \( \rho^e(x, t) = \tilde{\rho}^e(x, t) \). We apply a correction term that suppresses the mass loss over long time scales with only small deviations on shorter time-scales

\[ \rho_{new}^e(x, t) = \rho^e(x, t) \left( 1 - C_0 \frac{\sum_c \rho_{init}^c \delta \rho^c(t)}{\rho_{init} V_{box}} \right) \] (3.46)

where \( \delta \rho^c(t) \) is the mass error of component \( c \) at time \( t \) and \( C_0 = 2500 \) is a parameter which controls the correction strength.
The addition of the virtual fluid allows us to control the contact angle and therefore the wettability of the particles [4, 135]. We define $\Delta \rho$ are the particle colour, which is an input parameter. A positive value is added to the red fluid component and a negative value is added to the blue fluid component as follows

$$
\rho^r_{\text{virt}} = \bar{\rho}^r + \Delta \rho \\
\rho^b_{\text{virt}} = \bar{\rho}^b - \Delta \rho
$$

(3.47) \hspace{1cm} (3.48)

so that $\Delta \rho = 0$ represents a neutrally wetting particle with contact-angle $\theta = 90^\circ$. The relationship between the virtual fluid and the contact angle is approximately linear for spherical particles.

When two particles move towards each other a lubrication interaction results in a force acting to separate the particles. If there is less than one lattice site between the particles, the flow is unresolved and not properly reproduced. A lubrication correction is added:

$$
F_{ij} = \frac{3}{2} \pi \nu c R^2 \hat{r}_{ij} \left(\hat{r}_{ij} (\mathbf{u}_1 - \mathbf{u}_2)\right) \left(\frac{1}{|\hat{r}_{ij}| - 2R - \frac{1}{\Delta c}}\right)
$$

(3.49)

where $\hat{r}_{ij}$ is the displacement vector between the particles and $\mathbf{u}_1$ and $\mathbf{u}_2$ are their respective velocities. The lubrication correction is applied for distances $0.1 < |r| < \frac{2}{3}$ with the lower bound due to the divergence of Equation (3.49) when the particles touch.

For ellipsoidal particles, we use an approach developed by Berne and Pechukas [141]. We define two parameters $\sigma = 2R$ and $\epsilon = \frac{3\pi \mu}{8} \sigma$ such that:

$$
\epsilon(\hat{\mathbf{o}}_i, \hat{\mathbf{o}}_j) = \frac{\bar{\epsilon}}{\sqrt{1 - 1^2 (\hat{\mathbf{o}}_i \hat{\mathbf{o}}_j)^2}}
$$

(3.50)

and
\[
\sigma(\hat{\mathbf{o}}_i, \hat{\mathbf{o}}_j, \hat{\mathbf{r}}_{ij}) = \frac{\bar{\sigma}}{\sqrt{1 - \frac{\Gamma_2}{2} \left( \frac{(\hat{\mathbf{r}}_{ij} \cdot \hat{\mathbf{o}}_i + \hat{\mathbf{r}}_{ij} \cdot \hat{\mathbf{o}}_j)^2}{1+\hat{\mathbf{o}}_i \cdot \hat{\mathbf{o}}_j} + \frac{(\hat{\mathbf{r}}_{ij} \cdot \hat{\mathbf{o}}_i - \hat{\mathbf{r}}_{ij} \cdot \hat{\mathbf{o}}_j)^2}{1-\hat{\mathbf{o}}_i \cdot \hat{\mathbf{o}}_j} \right)}}
\]

where \(\bar{\sigma} = 2R_\perp\), \(\bar{\epsilon} = \frac{3\pi\mu}{8\bar{\sigma}}\), \(\Gamma = \frac{R^2 - R_\perp^2}{R_\parallel + R_\perp}\) and \(\hat{\mathbf{o}}_i\) is the unit orientation vector of particle \(i\). \(R_\parallel\) and \(R_\perp\) are the radii parallel and perpendicular to the particle symmetry axis respectively.

The lubrication force for anisotropic particles can be written as

\[
\mathbf{F}_{ij}(\hat{\mathbf{o}}_i, \hat{\mathbf{o}}_j, \hat{\mathbf{r}}_{ij}) = \epsilon(\hat{\mathbf{o}}_i, \hat{\mathbf{o}}_j)\tilde{\mathbf{F}}_{ij} \left( \frac{r_{ij}}{\sigma(\hat{\mathbf{o}}_i, \hat{\mathbf{o}}_j, \hat{\mathbf{r}}_{ij})} \right)
\]

where \(\tilde{\mathbf{F}}_{ij} = \hat{\mathbf{r}}_{ij}(\hat{\mathbf{r}}_{ij}(\mathbf{u}_1 - \mathbf{u}_2))(\frac{1}{|\hat{\mathbf{r}}_{ij}|^3} - \frac{\sigma}{\bar{\sigma}})\) is a generic dimensionless function taking the specific form of the force into account.

To avoid particle overlap, we apply a short-ranged repulsive Hertz potential between the particles. For spherical particles, the inter-particle potential is the Hertz potential \(\phi_H = K_H (2r_p - r_{ij})^{\frac{5}{2}}\) for \(r_{ij} \leq 2r_p\) and \(\phi_H = 0\) for \(r_{ij} > 2r_p\) where \(r_{ij}\) is the distance between two particles with coordinates \(\mathbf{r}_i\) and \(\mathbf{r}_j\) and \(K_H = 100\) is the strength of the interaction. For ellipsoidal particles, the above potential needs to be modified. Defining \(\sigma = 2R\) and \(\epsilon = K_H \sigma_5\) we obtain:

\[
\phi_H(\hat{\mathbf{o}}_i, \hat{\mathbf{o}}_j, \hat{\mathbf{r}}_{ij}) = \epsilon(\hat{\mathbf{o}}_i, \hat{\mathbf{o}}_j)\tilde{\phi}_H \left( \frac{r_{ij}}{\sigma(\hat{\mathbf{o}}_i, \hat{\mathbf{o}}_j, \hat{\mathbf{r}}_{ij})} \right)
\]

where again \(\tilde{\phi}_H = (1 - x)^{\frac{5}{2}}\) is a generic dimensionless function which takes the specific form of the potential into account.
3.8 Lattice Boltzmann Simulations of Particle-Stabilised Emulsions

We briefly describe some of the studies carried out using lattice Boltzmann simulations of binary fluids with immersed rigid particles. The focus here is to highlight the capability of the method and types of studies carried out, rather than their findings.

Stratford et al. [142] were the first to combine standard lattice Boltzmann algorithms for binary fluids [143–145] with immersed rigid particles [137, 146], which they then used to predict the existence of bijels [65] (described in Chapter 1). Kim et al. [147] used the same algorithm to investigate the formation of bijels when the two fluids have different volume ratios. Later, Kim et al. [148] added magnetic particle-particle interactions to investigate the behaviour of bijels composed of magnetic particles and ferrofluids in general [149].

Jansen and Harting [4] later made use of the Shan-Chen method described in detail in this Chapter for simulating multiple fluids, which is a somewhat simpler implementation than that developed by Stratford et al. [142].

Frijters et al. [134] used this algorithm to compare the behaviour of particle-stabilised droplets with surfactant-stabilised droplets in steady shear flow. They found that particles migrate to areas of high droplet curvature with lower shear velocities. Additionally, they found that adsorbed particles make droplets break up more easily under shear flow. This finding is consistent with particles acting as emulsifiers i.e. aiding the formation of emulsion droplets.

Günther et al. [136] compared the time-scales of emulsion formation for spherical and ellipsoidal particles. They found that, in contrast with spherical particles, spheroidal particles never quite reach a steady domain size (in the case of Bijels) or droplet size (in the case of Pickering emulsions). They attribute this effect to local reordering amongst the ellipsoidal particles due to capillary interactions.

Frijters et al. [150] investigated domain and droplet sizes in particle-stabilised emulsions, and confirmed the work of Arditty et al. [151] by finding that the average radius of particle-stabilised droplets, $R_{\text{avg}}$, decreases as the particle concentration $\phi$ increases according to an inverse law, $R_{\text{avg}} = \frac{1}{\phi}$. 
Liang et al. [79], Shinto et al. [80] and Onishi et al. [81] studied capillary interactions between heavy spherical particles adsorbed at a fluid-fluid interface, recovering the pair interaction energy developed by Chan et al. [78] (Equation (2.18)).

These studies highlight the versatility of lattice Boltzmann method with immersed rigid particles in studying particle-stabilised emulsions. The model of Swift et al. [143] even allows one to substitute one or more fluid components with a liquid crystal, enabling the simulation of colloid-liquid crystal mixtures [152]. A particular advantage of the Shan-Chen model used in this paper is the tunable nature of the particle-fluid interactions, allowing the control of the particle contact angle [4].

3.9 Validation: The Drag Force on a Spherical Particle

In addition to the published works that have validated aspects of the algorithm described in this Chapter, [4, 134, 136, 150] and indeed the papers arising from this thesis, [1–3] which also carry out various validation tests, we performed a simple validation of the algorithm described in this Chapter.

Calculating the drag force on a spherical particle moving through a fluid in the Stokes’ regime is amenable to a simple analytical calculation yielding the following drag force:

\[ F_D = 6\pi\mu Rv \]  

(3.54)

where \( \mu \) is the dynamic viscosity, \( R \) is the particle radius, and \( v \) is the particle velocity.

In order to simulate such a system, we fix the position of a particle in the centre of a 3D periodic system and apply a body force to the surrounding fluid. After a short time period, the system reaches a steady-state. Using Lattice Boltzmann methods, we calculate the drag force on the particle by simply summing up the single particle distribution functions that stream in and out of the particle surface according to bounce-back boundary conditions (Section 3.6). With periodic boundary conditions, a correction to the drag force known as the Hasimoto correction must be applied; [153, 154]
Figure 3.3: The measured drag force (blue symbols) on a fixed spherical particle in a periodic channel surrounded by fluid subjected to a body force $F_{body}$ (red diamonds) and compared with the analytical solution for Stokes’ flow (green squares). We observe good agreement between all three quantities, validating the correctness of our algorithm for typical system parameters used in this thesis.

$$F_H = \frac{6\pi \mu R v}{1 - 2.83a + 4.19a^3 - 27.4a^7 + O(a^9)}$$

(3.55)

where $a = R/L$ is the particle radius to system size ratio.

Figure 3.3 shows the comparison between the measured drag force on a spherical particle from our lattice Boltzmann simulations (blue circles) and the analytical drag force corresponding to Eq. (3.55) (green squares) for a particle with radius $R = 10$ lattice units, which is a characteristic particle size used throughout this thesis, and system size $L = 64$. The red triangles represent the body force applied to the fluid. Figure 3.3 shows good agreement between the analytically predicted drag force and the measured simulation drag force. The force applied to the fluid (red diamonds) is also equal to
the drag force, although small deviations emerge for large fluid velocities due to the departure from the low Reynolds’ number regime. The success of this validation confirms that we can have confidence in correctness of the results of this thesis.
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How Much Energy Does it Take to Detach a Particle From a Fluid-Fluid Interface?

4.1 Introduction

A natural question arises from our discussion of Pickering emulsions and other particle stabilised emulsions: why do particles adsorb at fluid-fluid interfaces? The simple answer is that particles come into contact with a fluid-fluid interface mostly by chance, for example, due to Brownian motion from thermal fluctuations, or stirring and shearing of particle-fluid-fluid mixtures, but once they collide with an interface, they attach irreversibly; there is no force driving the particles towards the interface in the first place. The question then becomes: why do particles stick at interfaces? We can find the answer by considering a simple model of the free energy of a particle at an interface and in one of the bulk fluids. We calculate the free energy of a particle adsorbed at a fluid-fluid interface or immersed in the bulk fluid by considering the relevant surface energies and surface areas for a particular configuration and summing up the contributions (Figure 4.1).

The free energy of a particle adsorbed at an interface (Figure 4.1a) is [41]:
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How much energy does it take to detach a particle from an interface?

\[ E = \gamma_{12}A_{12} + \gamma_{p1}A_{p1} + \gamma_{p2}A_{p2} \]  

(A) A particle adsorbed at a fluid-fluid interface. The solid blue line denotes the area of the particle immersed in fluid 1, \( A_{p1} \), the solid red line denotes the area of the particle immersed in fluid 2, \( A_{p2} \), and the solid black line is the area of the fluid-fluid interface when the particle is adsorbed at the interface, \( A_{12} \).

\[ E = \gamma_{12}A_{12}^b + \gamma_{p2}A_{p} \]  

(B) A particle immersed in bulk fluid 2. The solid red line denotes the surface area of the particle immersed in fluid 2, which in this case is the total particle surface area, \( A_{p} \). The solid black line is the surface area of the fluid-fluid interface, \( A_{12}^b \). Note that \( A_{12}^b > A_{12} \).

Figure 4.1: A simple free energy model which takes into account the surface energies of the particle and fluid 1, \( \gamma_{p1} \), the particle and fluid 2, \( \gamma_{p2} \), and fluid 1 and fluid 2, \( \gamma_{12} \). To obtain the energy in a particular configuration we sum the contributions of the surface energies with the relevant surface areas. In (A), \( A_{rm} \) is the area removed from the fluid-fluid interface by the presence of the particle, which is a crucial parameter in the detachment energy (Equation (4.3)).

\[ E_{int} = \gamma_{12}A_{12} + \gamma_{p1}A_{p1} + \gamma_{p2}A_{p2} \]  

(4.1)

and the free energy of a particle immersed in the bulk (Figure 4.1b) is

\[ E_{b} = \gamma_{12}A_{12}^b + \gamma_{p2}A_{p} \]  

(4.2)

where \( A_{ij} \) is the area of the \( i,j \) interface and \( \gamma_{ij} \) is the surface energy of the \( i,j \) interface where \( i,j = \{1: \text{fluid 1}, 2: \text{fluid 2}, p: \text{particle}\} \) and \( A_{p} \) is total particle surface area.

Taking the difference between these two configurations yields the detachment energy [41, 42]:

---

\[ \Delta E = E_b - E_{\text{int}} = \gamma_{12} A_{rm} + (\gamma_{p2} - \gamma_{p1}) A_{p1} \] (4.3)

where \( A_{rm} = A_{b12}^{\text{b}} - A_{12} \) is the area removed from the fluid-fluid interface by the presence of a particle.

The detachment energy (Equation (4.3)) depends implicitly on the particle shape via the particle surface area. The crucial insight from the detachment energy in Equation 4.3 is that particles that remove more interface area have a higher detachment energy.

### 4.1.1 Spherical Particles

For a spherical particle, \( A_p = 4\pi R^2 = A_{p1} + A_{p2}, A_{p1} = 2\pi R^2(1 + \cos \theta), \) and \( A_{rm} = \pi(R \sin \theta)^2, \) where \( R \) is the particle radius and \( \theta \) is the particle contact angle (Figure 4.2), and the detachment energy becomes

\[ \Delta E = \gamma_{12} \pi R^2 (1 + \cos \theta)^2 \]

We can obtain a similar expression for the detachment into bulk fluid 1, \( \Delta E = \gamma_{12} \pi R^2 (1 - \cos \theta)^2 \), and the two expressions can be combined into a single expression, the well known detachment energy for a single spherical particle from a fluid-fluid interface [41]:

\[ \Delta E = \gamma_{12} \pi R^2 (1 - |\cos \theta|)^2 \] (4.4)

For some commonly realised experimental values e.g. neutrally wetting micron-sized spherical particles adsorbed at an interface with surface tension \( \gamma_{12} = 50 \text{ mN m}^{-1}, \) \( \Delta E \sim 10^7 k_B T, \) and thermal fluctuations are unable to detach the particle from an interface.

### 4.1.2 The Phase Space of Young’s Equation

The detachment energy expression in Equation (4.3) shows that a particle will remain attached at an interface even if the fluid-particle surface energies are higher than the fluid-fluid surface energy, provided the fluid-particle surface energies are equal, \( \gamma_{1p} = \gamma_{2p}, \) i.e. the particle is neutrally wetting.

The particle wants to minimise its free energy (Equation (4.1)) at an interface.
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Figure 4.2: For a spherical particle, the contact angle $\theta$ is defined as the ratio of the height of the particle centre-of-mass, $h$, above the undeformed interface to the radius, $R$, of the particle.

\[
dE_{\text{int}} = \gamma_{12} dA_{12} + \gamma_{p1} dA_{p1} + \gamma_{p2} dA_{p2} = 0 \tag{4.5}
\]

Noting that $dA_{p2} = -dA_{p1}$ and defining an equilibrium contact angle $\theta$ (Figure 4.2) such that $dA_{12} = dA_{p1} \cos \theta$ we obtain:

\[
dE_{\text{int}} = \gamma_{12} dA_{p1} \cos \theta + \gamma_{p1} dA_{p1} - \gamma_{p2} dA_{p1} = 0 \tag{4.6}
\]

and solving $\frac{dE_{\text{int}}}{dA_{p2}} = 0$ yields Young’s equation, which relates the contact angle of the particle to the balance of surface energies:

\[
\frac{\gamma_{p2} - \gamma_{p1}}{\gamma_{12}} = \cos \theta \tag{4.7}
\]

Chapter 4. How much energy does it take to detach a particle from an interface?

Figure 4.3: Diagonal lines $\alpha = \beta + C$ yield the same contact angle but the balance of surface energies is different. If $\alpha > \beta$, the contact angle $\theta < 90^\circ$ (purple, blue, and orange regions). If $\alpha < \beta$, the contact angle $\theta > 90^\circ$ (red, yellow, and green regions).

Therefore, Equation (4.3) can be written as $\Delta E = E_b - E_{\text{int}} = \gamma_{12} (A_{rm} + \cos \theta A_{pl})$.

It is instructive to look at what other circumstances a particle will remain attached at the interface i.e. how the balance of surface energies affects the particle contact angle at an interface. To do this, we define two dimensionless parameters $\alpha = \gamma_{2p} / \gamma_{12}$ and $\beta = \gamma_{1p} / \gamma_{12}$ so that we can write Young’s equation as

$$\cos \theta = \alpha - \beta.$$  (4.8)

The shaded areas of Figure 4.3 show the solution space of Young’s equation i.e. values of surface energies $\gamma_{1p}$, $\gamma_{2p}$, and $\gamma_{12}$ that give a contact angle $0 \leq \theta \leq 180^\circ$. The $\alpha = \beta$ diagonal corresponds to neutrally wetting particles, $\theta = 90^\circ$. Any diagonal line of the
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Figure 4.4: Anisotropic particles may remove more interface area than spherical particles for a given particle volume, requiring higher detachment energies and therefore potentially stabilising emulsions better.

form $\alpha = \beta + C$ is a line of constant contact angle. When $\alpha > \beta$, (the red, yellow, and green regions) $\theta < 90^\circ$, and when $\alpha < \beta$ (the purple, blue, and orange regions) $\theta > 90^\circ$.

Different ratios of surface energies can give identical contact angles. As an example, let’s consider the $\alpha = \beta - 1/2$ diagonal line. If $\beta = 1/4$ then $\alpha = 3/4$, (purple region) meaning that both $\gamma_{12} > \gamma_{2p}$ and $\gamma_{12} > \gamma_{1p}$. Moving further along the diagonal line, if $\beta = 3/4$ then $\alpha = 5/4$ (blue region). In this case, $\gamma_{12} > \gamma_{2p}$ but $\gamma_{12} < \gamma_{1p}$. Finally, if $\beta = 5/4 \implies \alpha = 7/4$ (orange region), both $\gamma_{1p} > \gamma_{12}$ and $\gamma_{2p} > \gamma_{12}$. Yet all of these values of $\alpha$ and $\beta$ give the same contact angle. The consequences of this subtlety on the formation of emulsions has yet to be explored.

4.1.3 Anisotropic Particles

Given that the area removed by the particle is a crucial parameter determining the detachment energy, it is clear that for a given particle volume, particles of other shapes
may remove more interface area, as shown in Figure 4.4. A natural first step is to consider the detachment energy of spheroidal particles from interfaces.

Faraudo and Bresme [155] developed analytical expressions for the detachment energy of prolate and oblate spheroidal particles from a flat fluid-fluid interface, in both their perpendicular (symmetry axes perpendicular to the interface) and parallel (symmetry axes parallel to the interface) orientations, respectively:

\[
\Delta E_{\perp} = \frac{\alpha}{4G} (1 - \bar{h}^2) - \frac{\gamma_{2p}}{\gamma_{12}} \frac{\bar{A}_{\perp}^{\perp}(\bar{h})}{\alpha^4} - \frac{\gamma_{1p}}{\gamma_{12}} \frac{\bar{A}_{\perp}^{\perp}(\bar{h})}{\alpha^4} (4.9)
\]

\[
\Delta E_{\parallel} = \frac{1}{4G} (1 - \bar{h}^2) - \frac{\gamma_{2p}}{\gamma_{12}} \frac{\bar{A}_{\parallel}^{\parallel}(\bar{h})}{\alpha^4} (4.10)
\]

where \(\alpha = R_\parallel/R_\perp\) is the particle aspect-ratio, \(R_\parallel\) and \(R_\perp\) are the radii parallel and orthogonal to the particle’s symmetry axis, respectively. The dimensionless height \(\bar{h} = h/R_\perp\) for prolate spheroidal particles in their equilibrium orientation, \(\bar{h} = h/R_\parallel\) for oblate spheroidal particles in their equilibrium orientation, and \(G\) is a geometrical aspect factor:

\[
G = \left\{ \begin{array}{ll}
\frac{1}{2} + \frac{\epsilon^2}{4\pi} \log \frac{1+\epsilon}{1-\epsilon} & \text{if } \alpha \leq 1 \\
\frac{1}{2} + \frac{\alpha}{2} \log \frac{1+\epsilon}{1-\epsilon} & \text{if } \alpha \geq 1
\end{array} \right. (4.11)
\]

where \(\epsilon = \sqrt{1 - \alpha^2}\) and \(\epsilon = \sqrt{1 - \alpha^{-2}}\) is the eccentricity of oblate and prolate spheroidal particles, respectively. \(\bar{A}_{\perp}^{\perp}(\bar{h})\) and \(\bar{A}_{\parallel}^{\parallel}(\bar{h})\) were incorrectly defined by Faraudo and Bresme [155], likely due to a typo. We corrected the equations:

\[
\bar{A}_{\perp}^{\perp} = \frac{\alpha}{\pi G(\alpha)} \int_0^1 \frac{dx}{\sqrt{1 - (1 - \bar{h}^2)(1 - \alpha^{-2}) x^2}}
\]

\[
\times \sqrt{1 - \bar{h}^2} \tan^{-1} \left[ \frac{1}{\bar{h}} \sqrt{\frac{(1 - \bar{h}^2)(1 - x^2)}{1 - (1 - \bar{h}^2)(1 - \alpha^{-2}) x^2}} \right],
\]

\[
\bar{A}_{\parallel}^{\parallel} = \frac{1}{2} - \frac{\alpha}{4G} \bar{h} \sqrt{1 + \frac{e^2\bar{h}^2}{\alpha^2}} - \frac{\alpha^2}{4G\epsilon} \sinh^{-1} \left( \frac{\bar{h}}{\alpha} \right). (4.13)
\]
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Figure 4.5: For $\alpha < 1$, $A_{2p}^\perp$ (Equation (4.12)) is plotted (dashed line), and for $\alpha > 1$, $A_{2p}^\parallel$ (Equation (4.13)) is plotted (dotted line). The results are compared with the function $A_{2p} = \frac{1}{2}(1 - \bar{h})$ (solid line). The functions $A_{2p}^\perp$ and $A_{2p}^\parallel$ are well approximated by the function $\frac{1}{2}(1 - \bar{h})$. Reproduced with permission from [1]. Copyright 2014, AIP Publishing LLC.

and they represent the dimensionless area of a particle immersed in bulk fluid 2, so that $A_{2p} = 1/2$ corresponds to a neutrally wetting particle, and $A_{2p} = 0$ corresponds to a particle detached into the bulk fluid. The detachment energy depends on the orientation of the particle on the interface. Here, we focus on oblate and prolate spheroidal particles in their equilibrium orientation: for a oblate spheroidal particles, that is with its symmetry axis parallel to the interface normal; for a prolate spheroidal particle, that is with its symmetry axis perpendicular to the interface normal.

4.2 Results

Though exact, the model developed by Faraudo and Bresme [155] in Equations (4.9) and (4.10) presents some challenges if they are to be used in practice. Firstly, the particle-fluid surface energies, $\gamma_{2p}$ and $\gamma_{1p}$, are extremely difficult to measure experimentally, and in our Shan-Chen multicomponent lattice Boltzmann model, impossible, since we can control the contact angle only by tuning dimensionless coupling parameters between the fluid and particle (e.g. the particle colour parameter as described in Chapter 3). Rather than measure the individual surface tension terms, researchers mostly gain information about them by measuring the contact angle of the particle using Young’s relation (Equation (4.7)). However, as I showed earlier, many different combinations of the individual surface tension terms give rise to the same particle contact angle.

Secondly, the area terms $\bar{A}_{\perp 2p}$ and $\bar{A}_{\parallel 2p}$ are cumbersome to calculate, and in the case of the $\bar{A}_{\perp 2p}$ term, need to be calculated numerically. We sought to develop an approximate, more practical model.

We simplified the area terms $\bar{A}_{\perp 2p}$ and $\bar{A}_{\parallel 2p}$ by arguing that for typical experimental aspect-ratios, $0.5 < \alpha < 5.0$, the area terms do not deviate significantly from the area of a spherical particle, as shown in Figure 4.5. Then, we can approximate the dimensionless area as:

$$A_{2p} = \frac{1}{2} (1 - \bar{h}) .$$  \hspace{1cm} (4.14)

We also sought to eliminate the surface energy terms in Equations (4.9) and (4.10). We first note that for a spherical particle ($\alpha = 1$) $\gamma_{2p} - \gamma_{1p} = \cos \theta = \bar{h}$ is simply the cosine of the contact-angle of the particle, $\theta$, which is also equal to the dimensionless height, $\bar{h}$, of the particle (Figure 4.2). The dimensionless height, $\bar{h} = h/R$, is the height of the particle centre-of-mass, $h$, normalised by the particle radius $R$.

We assumed that this relation is also true for prolate and oblate spheroidal particles, provided a suitable choice of the particle radius, $R$, is made, since there are two radii to choose from for a spheroidal particle: $R_{\perp}$ and $R_{\parallel}$.
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Figure 4.6: Dependence of the detachment energy, $\Delta E$, on the aspect ratio, $\alpha$, for several different contact angles, $\theta$. Each set of coloured data points represents different wettabilities of the particles. Stars are theoretical calculations from our thermodynamic model in Eq. (4.15) and Eq. (4.16) and symbols are numerical data. Reproduced with permission from [1]. Copyright 2014, AIP Publishing LLC.

We use the radius that is orthogonal to the interface for a particle in its equilibrium orientation at an interface. For oblate spheroidal particles, that is $\bar{h} = \frac{h}{R_{\parallel}}$, and for prolate spheroidal particles, $\bar{h} = \frac{h}{R_{\perp}}$. These simplifications allow us to derive a simplified expression for the detachment energy that are quadratic functions of the particle aspect-ratio, $\alpha$, and its dimensionless height above the interface, $\bar{h}$, only:

$$\Delta E^\perp = \frac{\bar{h}^2}{2} \left( 1 - \frac{\alpha}{2G(\alpha)} \right) - \frac{\bar{h}}{2} + \frac{\alpha}{4G(\alpha)}, \quad (4.15)$$

$$\Delta E^\parallel = \frac{\bar{h}^2}{2} \left( 1 - \frac{\alpha}{2G(\alpha)} \right) - \frac{\bar{h}}{2} + \frac{1}{4G(\alpha)}, \quad (4.16)$$

where $\Delta E^\perp$ and $\Delta E^\parallel$ are the detachment energies of an oblate and prolate spheroidal particle in their equilibrium positions at an interface, respectively. For a neutrally
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Figure 4.7: Sample force—distance curve for a spherical particle with radius $R = 10$ lattice units detaching from an interface with surface tension $\gamma = 0.0633$ in lattice units. We obtain the detachment energy by integrating the force—distance curves for a given set of particle parameters. We observe a previously predicted linear force regime for small particle displacements [22–26]. Reproduced with permission from [1]. Copyright 2014, AIP Publishing LLC.

wetting particle, $h = 0$ and Equations (4.15) and (4.16) become $\Delta E^\perp = \frac{\alpha}{4\gamma}$ and $\Delta E^\parallel = \frac{1}{4\gamma}$ respectively. Our theoretical model exhibits several important features; firstly, it recovers the exact equations for the detachment energy of a spherical particle ($\alpha \to 1$). Secondly, it shows that for a given particle volume, spherical particles do indeed have the lowest detachment energy when compared with oblate and prolate spheroidal particles of the same volume, as shown by the star symbols in Figure 4.6.

To validate our simplified theoretical model, we performed lattice Boltzmann simulations of spherical and spheroidal particles detaching from an interface. We quasi-statically detach a particle from the interface by applying a constant force that is large enough to detach the particle from the interface. After an arbitrary time interval, we fix the position of the particle and allow the system to equilibrate and measure the force on the particle, which is purely the resistive force applied by the interface to the particle.

Doing this, we calculate the detachment energy by integrating the force, $F$, as a function of the particle displacement from the interface, $\Delta x$.

Figure 4.7 shows a sample force—distance curve for a spherical particle with radius $R = 10$ lattice units detaching from a fluid-fluid interface with surface tension $\gamma = 0.0633$ in lattice units for several different contact angles. The resistive force applied to the particle by the interface is linear for small particle displacements, regardless of contact angle, agreeing with the simple spring model developed by Joanny and de Gennes [24] and others [22, 23]. Chateau and Pitois [25] experimentally investigated the detachment of spherical particles from fluid-fluid interfaces, also finding a linear force regime for small particle displacements [26].

In Figure 4.6, we compare our analytical model (stars) to our numerical results (symbols), finding broadly good agreement between them. Note that our numerical simulations measure a higher detachment energy than theoretically predicted, even for spherical particles. This is because the theoretical model we developed for the detachment energy is simply a free energy difference between a particle in the bulk and a particle adsorbed at an interface, and does not account for the energy barrier between the two states: in order to detach a particle, the particle must deform the interface and overcome the interface’s resistive force.

The good agreement between our theoretical model and simulation data suggest that our various approximations, in particular our assumption that \( \frac{\gamma_2 - \gamma_1}{\gamma_1} \rightarrow \bar{h} \) for suitably chosen dimensionless heights, are valid for the particle properties we investigated. Further investigations into the precise relationship between the balance of surface energies and the particle contact angle are needed to ascertain the exact relationship between these variables.

### 4.3 Conclusions

In this Chapter, we developed a simple analytical model to describe the detachment energy of anisotropic particles from a fluid-fluid interface. The model is valid for oblate spheroidal and prolate spheroidal particles adsorbed at an interface in their equilibrium orientations, which is with their symmetry axes perpendicular and parallel to the interface, respectively.
In order to make a useful model, we made several simplifications and assumptions. Firstly, we assumed that Young’s equation can be replaced by the dimensionless height of the particle. This assumption is true for spherical particles but for anisotropic particles a suitable particle radius must be chosen. We chose the axis radius that is orthogonal to the interface when the particle is adsorbed in its equilibrium orientation. Further simulations and experiments must be carried out to test the range of validity of this simplification.

Secondly, we showed that the area of immersion of the particle into one of the fluids does not deviate significantly from that of a spherical particle for experimentally accessible aspect ratios. We then simplified the calculation of these immersion areas by assuming that for a given dimensionless height of the particle, the immersion area is the same as for a spherical particle with the same dimensionless height.

Our simplified model recovered the known equations for the detachment energy of a spheroidal particle in the spherical particle limit $\alpha \to 1$. Our model predicts that for a given particle volume, spherical particles have a smaller detachment energy than for either oblate or prolate spheroidal particles of any anisotropy.

We carried out lattice Boltzmann simulations of both oblate and prolate spheroidal particles detaching from a fluid-fluid interface, and measured the detachment energy by integrating – in a quasi-static fashion – the force-distance curve as the particle detaches from the interface. We kept the particle volumes constant and varied the contact angle/dimensionless heights of the particles.

When compared with our theoretical model, we found excellent qualitative agreement with our simulation data. Quantitatively, our simulations measured a higher detachment energy than the theoretical model due to the fact that our simulation measurements capture the energy needed to deform the interface during detachment; our theoretical model takes into account only the free energy difference between a particle adsorbed at an interface and fully detached into one of the bulk fluids.

Recent experiments on the physical ageing of the contact line of spherical colloidal particles revealed a sudden breach of the contact line during initial particle adsorption at the interface followed by a logarithmic relaxation of the contact line [156, 157]. Our results present the theoretical foundations for carrying out such a study using oblate
and prolate spheroidal particles, which could help to isolate the relevant mechanisms for the unexpected contact line ageing.
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How Much Energy Does it Take to Rotate a Particle at a Fluid-Fluid Interface?

“The dipole would dominate if the particles were under the effect of an external torque with vanishing net external force; so far there does not seem to be any clear experimental realisation of this possibility” — Alvaro Domínguez [158].

5.1 Introduction

Our study of prolate and oblate spheroidal particles detaching from an interface leads to a natural question: since anisotropic particles have more than one possible orientation at an interface, how does the free energy of the particle change as its orientation at the interface changes?

Bresme and Faraudo [27] investigated the behaviour of a magnetic prolate spheroidal particle with its dipole-axis, $\mu$, aligned with its symmetry axis influenced by a magnetic field, $H$, applied perpendicular to the interface (Figure 5.1) [27, 159]. The particle experiences a torque $T = \mu \times H$ that tries to align the particle’s dipole moment, $\mu$, with the external magnetic field, $H$. But, surface tension forces oppose the rotation, and so for a given dipole-field strength, $B = |\mu||H|$, the particle tilts with respect to the
How much energy does it take to rotate a particle at an interface?

They developed a free energy model that assumes that the interface remains flat and undeformed during tilting:

\[
\Delta F_{\text{int}} = \frac{\Delta F_{\text{int}}}{A_p \gamma_{12}} = \frac{-B \sin(\psi)}{A_p \gamma_{12}} - \frac{\alpha}{4G(\alpha)} \sqrt{\frac{1}{\cos^2(\psi) + \alpha^2 \sin^2(\psi)}}
\]  

where \( \alpha = \frac{R_{\parallel}}{R_{\perp}} \) is the particle aspect ratio, \( \psi \) is the particle tilt-angle, \( A_p \) is the total surface area of the particle, and \( \gamma_{12} \) is the surface tension of the fluid-fluid interface.

Bresme and Faraudo [27] minimised the free energy of the particle with respect to the tilt angle \( \psi \) as a function of both aspect-ratio for a given dipole-field strength (Figure 5.2a) and dipole-field strength for a given aspect ratio (Figure 5.2b). Figure 5.2a shows that the equilibrium tilt-angle \( \psi \) (They denote the tilt-angle by \( \theta \), which is equal to \( \psi \) in Equation (5.1) and Figure 5.1) for a given dipole-field strength depends on the particle aspect-ratio i.e. particles with different aspect ratios will assume a different tilt angle at the interface for the same dipole-field strength.
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Figure 5.2: Figure 5.2a shows that the equilibrium tilt-angle, $\theta$, which is the tilt-angle that minimises the free energy for a given dipole-field strength, $B$, decreases as the aspect-ratio, $\alpha$, increases, for a given dipole-field strength. Figure 5.2b shows that the tilt-angle increases as the dipole-field strength increases for a given aspect ratio $\alpha = 1.66$, and we can clearly see the first order nature of the transition. Additionally, we observe a meta-stable state for certain dipole-field strengths. Note that we denote the tilt angle by $\psi$ instead of $\theta$. Reprinted from [27] with permission from IOP.

Additionally, Figure 5.2b shows that for a given aspect-ratio, the equilibrium tilt-angle increases as the dipole-field strength increases, until a metastable state forms (red dashed lines). At the onset of the metastable state the tilted and vertical configurations are equal in energy, but an energy barrier prevents the particle transitioning to the vertical state. Eventually, the dipole-field strength reaches a critical value, $B_c$ (blue dashed line in Figure 5.2b), and the free energy barrier characteristic of a metastable state disappears, causing the particle to flip from a tilted orientation to a vertical orientation aligned with the external field: the particle undergoes a first order phase transition.

Bresme and Faraudo [27] and Bresme [159] carried out Monte-Carlo simulations to confirm the predictions of their model, which showed good agreement. However, identifying the transition proved difficult due to the increasing relevance of thermal fluctuations in their simulations. We set out to see whether the predicted first-order orientation phase transition exists using our lattice Boltzmann model described in Chapter 3.

5.2 Results: Interface Deformations Affect the Orientation Transition

We carried out lattice Boltzmann simulations of magnetic particles adsorbed at fluid-fluid interfaces under the influence of an external magnetic field as described above.
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Figure 5.3: We confirmed that the first order orientation transition exists, but there are large differences in tilt angle for a given dipole-field strength, critical tilt angle, and critical dipole-field strength between our numerical data and the theoretical predictions. The differences get larger as the particle aspect-ratio increases. Reproduced from Ref. [2] with permission from The Royal Society of Chemistry.

(Figure 5.1), for several different aspect-ratios. We observed that the particle tilt angle $\psi$ discontinuously jumps for a critical dipole-field strength $B_c$ for all aspect-ratios we investigated ($\alpha = 1.5, 2.0, 2.5, \text{ and } 3.0$), confirming that the first-order orientation phase transition exists, as shown by the symbols in Figure 5.3.

However, we found large differences between the theoretically predicted tilt angles for a given dipole-field strength, as well as the theoretically predicted critical dipole-field strengths and critical tilt angles, as shown in (Figure 5.3). Furthermore, we found that these differences increased as the particle aspect-ratio increased, with aspect ratio $\alpha = 3$ particles showing the largest discrepancy between theory and simulation.

In order to find the cause of this difference, we looked at the contact line and interface deformation as the particle tilts on the interface. Figure 5.4 shows both (A) a snapshot of the interface deformation profile from our numerical simulations and (B) a schematic illustrating the difference between the predicted contact line according to the model.
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Figure 5.4: (A) Snapshot of interface deformation from numerical lattice Boltzmann simulations during particle tilting. Significant interface deformation can be seen. (B) Schematic of the theoretically predicted interface profile (blue) compared with the interface profile observed in simulations (red). The particle removes more interface area than theoretically predicted, while at the same time it creates more interface area due to the pinning of the contact line to the particle. Reproduced from Ref. [2] with permission from The Royal Society of Chemistry.

of Bresme and Faraudo [27] (blue solid and dashed lines) and a representation of the real contact line (red solid and dashed lines).

Figure 5.4 shows that the particle removes more interface area during tilting than theoretically predicted. However, at the same time, the particle causes the interface to curve, creating additional interface area. It is the balance of these two effects that determines the total interface area removed by the presence of the particle including the deformations, $A_{rm,d}$.

We quantitatively investigated the total interface area $\Delta A = A_{rm,d}(\psi = 0^\circ) - A_{rm,d}(\psi)$ as a function of the tilt angle, as shown in Figure 5.5. $A_{rm,d} = A_{12} - A_{12,d}$ is the area removed by the particle including the additional interface area due to curvature, where $A_{12}$ is the area of the undeformed interface and $A_{12,d}$ is the total area of the interface including interface deformation. $A_{rm,d}$ converges to $A_{rm}$ in the flat interface limit, i.e. $\psi = 0^\circ$ or $90^\circ$, and we therefore recover Equation (5.1) in these limits. Figure 5.5 shows that during tilting the particle reduces the total area of the interface compared with the analytical predictions that assume no interface deformations i.e. the particle removes more interface area, even when we account for the additional interface area due to curvature. Additionally, we found that these differences increased with the particle aspect ratio $\alpha$, suggesting that these differences in predicted and realised interface area could be the cause of the differences observed in Figure 5.3.

We adapted the free energy model in Equation (5.1) to include interface deformations:
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Figure 5.5: We compare the numerically measured total interface area $\Delta A$ including deformations (symbols) with the analytically predicted interface area (lines) as the particle tilt angle varies. We find that when we include interface deformations, the total interface area is smaller: the particle removes more interface area than theoretically predicted. Reproduced from Ref. [2] with permission from The Royal Society of Chemistry.

\[
\Delta F_{\text{int},d}(\psi) = -\gamma_{12} (A_{12} - A_{12,d}(\psi)) - B \sin \psi
\]  

(5.2)

We then fitted the numerically measured interface area removed $A_{\text{rm},d}(\psi)$ shown in Figure 5.5 to a slightly modified analytical model based on Equation 5.1, $A_{\text{rm},d} = c + \frac{\pi ab^2}{\sqrt{a^2 \cos^2 \psi + b^2 \sin^2 \psi}}$, where $a$, $b$, and $c$ are free fitting parameters. The equilibrium tilt angle for a given dipole-field strength can then be obtained by minimizing $\Delta F_{\text{int},d}$ with respect to $\psi$. Upon doing so, we obtained nearly perfect agreement between our numerical data and the theoretical predictions, as shown in Figure 5.6.

Therefore, we showed that interface deformations significantly affect the orientation of the particle as it rotates at the interface. The crucial point is that since we obtain the equilibrium tilt angle by minimising the free energy with respect to the tilt angle,
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\[ \frac{\partial F}{\partial \psi} = 0, \]  

the tilt angle strongly depends on how the area removed changes with respect to the tilt angle:

\[ \frac{1}{\cos \psi} \frac{dA_{rm}(\psi)}{d\psi} = \frac{B}{\gamma} \]  

(5.3)

and not the absolute value of the removed area.

Finally, we noticed that during tilting, the particle deforms the interface in a dipolar manner, as shown in Figure 5.7. The particle depresses the interface on one tip and elevates it on the other, with equal deformation magnitude at each tip. These deformations act as capillary charges that attract and repel each other depending on whether they depress or elevate the interface, as described in Chapter 2 and shown in Figure 2.5.

Figure 5.7: As the particle tilts with respect to the interface in response to the external magnetic field, it deforms the interface in a dipolar fashion. The colours denote the height profile of the interface: black represents elevations and yellow represents depressions. Reproduced from Ref. [2] with permission from The Royal Society of Chemistry.

A significant difference between the dipolar interactions that we discovered and previously discovered capillary interactions is that our dipolar capillary interactions are tunable: Figure 5.5 shows that the magnitude of the interface deformations increases with tilt angle until we reach the critical tilt angle, $\psi_c$. Controlling the magnitude of the interface deformations allows you to control the magnitude of the capillary interactions between the particles, since the capillary interaction energy between two polar dipoles depends on the maximal particle-induced interface deformation height for the two particles, $H_A$ and $H_B$:
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Figure 5.8: Simulation snapshot showing the lack of interface deformation when the particle transitions into the vertical state.

\[ E_{AB} = 2\pi \gamma_{12} H_A H_B r_A^2 r_B^2 \cos(\psi_A + \psi_B) \] (5.4)

where the other parameters are defined in Chapter 2 and the full derivation of this result is included in Appendix B.

One final point of significance is that when the particle transitions into the vertical state aligned with the external magnetic field, the interface deformations disappear due to the symmetry of the contact line, as shown in Figure 5.8. Therefore, we can turn capillary interactions between particles on and off by exceeding the critical dipole-field strength, which causes the particles to transition into the vertical state.

Our work has therefore uncovered the prospect of dynamically controlling the assembly of particles at fluid-fluid interfaces using induced dipolar capillary interactions, which we discuss in Chapter 4.

5.3 Recent Advances

Shortly after we published our paper, Newton et al. [28] followed up with some significant and interesting new results. They used Surface Evolver [74] simulations to fix the orientation of a particle and measure the resulting interface area for a given tilt angle.
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Figure 5.9: Comparison of Bresme-Faraudo theory (solid lines) with Surface Evolver numerical simulations (dotted lines) and our lattice Boltzmann simulations (symbols). They found good agreement between the Surface Evolver simulations, which include interface deformations, and our lattice Boltzmann simulations, which also include deformations. In this Figure, $\theta_t = \psi$ in our model (Equation (5.1)). Reproduced from Ref [28] with permission of the PCCP Owner Societies.

They noted that since the left hand side of the free energy minimum in Equation (5.3) is independent of the dipole-field strength, $B$, one can calculate the equilibrium tilt angle as a function of the dipole-field strength. They found excellent agreement with our lattice Boltzmann simulations, as shown in Figure 5.9. Secondly, they showed that hysteresis should exist due to the first order transition. Since there is a metastable state during particle tilting (Figure 5.2b), the equilibrium tilt angle depends on whether the field increases from a tilt angle $\psi = 0^\circ$ or decreases from a tilt angle $\psi = 90^\circ$, because of the free energy barrier separating the lowest energy orientations. Therefore, two critical dipole-field strengths, $B_{c1}$ and $B_{c2}$, and two critical tilt angles $\psi_{c1}$ and $\psi_{c2}$ emerge, respectively. They showed that the interface deformations significantly decrease the amount of hysteresis predicted by Bresme-Faraudo theory (i.e. the area enclosed by the hysteresis curves), as shown in Figure 5.10.

They investigated the dependence of the critical tilt angles on the aspect ratio, as shown in Figure 5.11a. They found that both critical tilt angles decrease as the aspect ratio

---
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(a) Surface Evolver simulations
(b) Bresme-Faraudo theory

Figure 5.10: Sample hysteresis loops for a neutrally wetting particle with aspect ratio $\alpha = 3$ according to Surface Evolver simulations (A) and Bresme-Faraudo theory (B). When interface deformations are included (A), the hysteresis loop encloses a smaller area than Bresme-Faraudo theory predicts (B). Reproduced from Ref [28] with permission of the PCCP Owner Societies.

Increases to $\alpha = 6$, both in Bresme-Faraudo theory and in their numerical simulations, as shown in Figure 5.11a. Intriguingly, the difference between their Surface Evolver numerical simulations and Bresme-Faraudo theory predictions for the critical angle $\psi_{c2}$ decreases as the aspect ratio increases. Since Bresme-Faraudo theory suggests that this

Figure 5.11: (A) Dependence of the critical tilt angles $\psi_{c1}$ and $\psi_{c2}$ on the particle aspect ratio. Both critical tilt angles decrease with increasing aspect ratio. The second critical tilt angle $\psi_{c2} \to 0$ as $\alpha \to 6$ in Bresme-Faraudo theory, suggesting that the metastable state may disappear for large aspect ratios. (B) Dependence of the critical dipole-field strengths $B_{c1}$ and $B_{c2}$ on the particle aspect ratio. Bresme-Faraudo theory predicts a linear increase for the first critical dipole-field strength $B_{c1}$ with increasing aspect ratio but Surface Evolver simulations show a sub-linear dependence. The second critical dipole-field strength $B_{c2}$ initially increases as the aspect ratio increases until $\alpha = 2$ before it begins decreasing. The second critical dipole-field strength $B_{c2} \to 0$ again suggesting the disappearance of the metastable state. Reproduced from Ref [28] with permission of the PCCP Owner Societies.

critical angle $\psi_2 \to 0$ as $\alpha \to 6$, this could indicate the disappearance of the metastable state and therefore hysteresis at large aspect ratios.

They also investigated the dependence of the critical dipole-field strengths as a function of the aspect-ratio, as shown in Figure 5.11b. Bresme-Faraudo theory predicts a linear increase in the first critical dipole-field strength $B_{c1}$ as the aspect ratio increases, but Surface Evolver simulations show a sub-linear dependence. Interestingly, the second critical dipole-field strength $B_{c2}$ increases until the aspect ratio reaches $\alpha = 2$ before decreasing in both Bresme-Faraudo theory and their numerical simulations. Again, the difference between the numerically measured second critical dipole-field strengths and the Bresme-Faraudo theory predictions decreases as the aspect ratio increases, and the second critical dipole-field strength appears to tend to zero $B_{c2} \to 0$ with increasing aspect ratio.

Finally, they studied the effect of particle wettability on the transition, for which no analytical theory currently exists. They found that as the contact angle moves further away from neutrally wetting $\theta = 90^\circ$, both critical dipole-field strengths and critical tilt angles decrease.

### 5.4 Conclusions

In this Chapter, we investigated the response of a magnetic prolate spheroidal particle (with dipole moment aligned with its major axis) adsorbed at a fluid-fluid interface to an external magnetic field applied normal to the fluid-fluid interface.

The external field induces a torque that attempts to align the particle with the external field, but surface tension resists this rotation. Therefore the particle tilts with respect to the interface for a given dipole-field strength.

We found that when the dipole-field strength reaches a critical dipole-field strength, the particle discontinuously jumps from a tilted orientation to a vertical orientation i.e. undergoes a first-order phase transition, confirming previous theoretical predictions.

However, when we compared our numerical data with the theoretical predictions, we found large discrepancies: our simulations measured a higher tilt angle for a given
dipole-field strength and therefore a smaller critical tilt angle, and a corresponding smaller critical dipole-field strength.

We showed that these differences are due to the theoretical assumption that the interface remains flat as the particle tilts. In reality, as we showed in our simulations, the interface deforms significantly. These deformations create more fluid-fluid interface area due to the additional interface curvature, which increases the free energy, but at the same time the particle removes more interface area than theoretically predicted due to contact line repositioning, which reduces the free energy. It is the interplay of these two effects that determines the equilibrium tilt angle.

Finally, we showed that during tilting the particle causes a dipolar deformation of the interface. Furthermore, the magnitude of these deformations can be controlled by varying tilt angle of the particle. Overlapping interface deformations lead to capillary interactions. Our results therefore allow the realisation of using dipolar capillary interactions to assemble particles at fluid-fluid interfaces, which has never been investigated before.
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Assembling Ellipsoidal Particles at Fluid-Fluid Interfaces using Dipolar Capillary Interactions

6.1 Introduction

Our discovery that magnetic prolate spheroidal particles influenced by an external magnetic field deform the interface in a dipolar manner presents the intriguing possibility of creating novel particle arrangements at interfaces using our induced dipolar capillary interactions to control the assembly of particles at fluid-fluid interfaces, as described in Chapter 3. The assembly of particles in which dipolar capillary interactions are the dominant inter-particle interactions have never been investigated before.

6.2 Results

We investigated the behaviour of monolayers of neutrally wetting magnetic prolate spheroidal particles with aspect ratio $\alpha = 2.0$ adsorbed at a fluid-fluid interface influenced by an external magnetic field directed normal to the interface. We neglected magnetic dipole-dipole interactions between the particles to highlight the role played by capillary interactions.
Before Transition

\[ B = 0, \ t = 0 \]

\[ B = \frac{1}{2} B_c, \ t \to \infty \]

After Transition

\[ B > B_c, \ t = 0 \]

\[ B > B_c, \ t \to \infty \]

Figure 6.1: (A) The particles are distributed randomly in their equilibrium orientations with surface fraction \( \phi = 0.38 \). (B) Applying a magnetic field parallel to the interface normal, \( H \), causes them to self-assemble due to dipolar capillary interactions. (C) Once the critical field strength is reached, particles transition to the vertical state, halting dipolar capillary interactions. (D) Illustration: once capillary interactions have been turned off, the particles may order randomly if magnetic dipole-dipole and van der Waals interactions are weak compared to thermal fluctuations.

Figure 6.1 shows the phenomenology of the induced dipolar capillary interactions for a given surface packing fraction \( \phi = N A_{rm}/A = 0.38 \), where \( N \) is the number of particles, \( A_{rm} \) is area removed from the interface by a single particle in its equilibrium orientation, and \( A \) is the total fluid-fluid interface area. The particles begin randomly oriented at the interface with no external field applied (Figure 6.1a). In this orientation, the particles’ align with their symmetry axis parallel to the interface and they do not deform the interface. We then apply an external field directed normal to the interface, which causes each particle to tilt with respect to the interface and deform the interface in a dipolar fashion (Figure 6.1b), as described in Chapter 3. The structures that form at the interface during this stage depend on the dipole-field strength, as shown in Figure 6.2, which we discuss shortly. We increase the field until we reach a critical dipole-field strength, \( B_c \), at which the particles undergo a first order orientation phase transition into the vertical state. In this orientation, interface deformations, and therefore capillary interactions, are absent (as shown in Figure 5.8), halting the assembly of the particles (Figure 6.1c). Finally, once the particles transition into the vertical state and capillary interactions turn off due to the lack of interface deformations, the particles will order according to the balance of other interactions, such as thermal fluctuations, magnetic dipole-dipole forces, and van der Waals forces. Figure 6.1d is an illustration of a situation in which thermal fluctuations dominate and the particles arrange randomly on the interface.

Figure 6.2 shows that the particles arrange into different structures at the interface depending on the number of particles adsorbed at the interface and the dipole-field.
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Figure 6.2: Snapshots of self-assembled structures as the external field, $B$, and surface fraction of particles, $\phi$, is varied, showing a strong dependence on both parameters. At small applied fields, $B = 0.2B_c$, we see some particle ordering where particles prefer to be in a side-by-side or tip-to-tip state (B), (G), (L). For $B = 0.5B_c$ we observed the formation of curved “capillary caterpillars”, in which the particles are oriented side-by-side and separate caterpillars prefer to face each other tip-to-tip (C), (H), (M). As the field strength is increased to $0.8B_c$, the caterpillars begin to prefer sharper, $90^\circ$ corners instead of curved chains (D), (I), (N). We see a further increase in corner sharpness for field strengths of $B = 1.2B_c$, and some particles are in the vertical state for $\phi = 0.38$ (E). As the number of particles increases to $\phi = 0.53$ (J) and $\phi = 0.60$ (O), fewer flipped particles are observed.

For low-dipole field strengths $B = 0.2B_c$, (B), (G), and (L), there is some ordering between particles but no distinctive structures. As we increase the dipole-field strength to $B = 0.5B_c$, (C), (H), (M), we see the formation of “capillary caterpillars” where particles within each chain organise side-by-side into curved chains. The particles between individual chains arrange in a tip—tip fashion, as shown in Figure 6.3. Our simulations therefore show interesting particle arrangements at the interface that have not been observed before. As the field strength increases further, $B = 0.8B_c$, (D), (I), (N), and $B = 1.2B_c$, (E), (J), (O), the chains become more rigid with right-angled corners.

For a dipole-field strength $B = 1.2B_c$ that exceeds the single-particle critical dipole-field strength, $B_c$, we expect the particles to have transitioned into the vertical state.
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However, we find that only some particles transition into the vertical state for a packing fraction $\phi = 0.38$, (E), and as the packing fraction increases for a given dipole-field strength, (J), (O), fewer particles transition into the vertical state. This clearly indicates that many-body effects affect the phase transition.

### 6.3 Conclusions

Our work uncovers a new way of assembling particles at interfaces using induced dipolar capillary interactions. Compared with monopolar and quadrupolar capillary interactions that have been investigated before, as described in Chapter 2, induced dipolar capillary interactions offer much more control over the assembly process. For monopolar and quadrupolar interactions, particle properties such as particle weight, shape, and aspect-ratio, as well as interface properties, such as surface tension, determine the interactions: once the particles adsorb at the interface, one has little control over the assembly process.

In contrast, with the induced dipolar capillary interactions that we discovered, one has control over the dynamics of the interaction, the arrangement of the particles at the interface, and the existence of the capillary interactions altogether purely by changing the particle tilt angle, which is controlled by the external field. Our work therefore uncovers a new way of achieving reconfigurable structures at a fluid-fluid interface.

Increasing $B$

$B > B_c$

$0 < B < B_c$

$B = 0$

**Figure 6.3:** Bottom: Particles uninfluenced by an external field have a tilt angle $\psi = 0$ and do not deform the interface. Middle: Applying an external field normal to the interface causes the particles to tilt and deform the interface in a dipolar fashion, leading to particle—particle interactions. During tilting, the particles preferentially align in a side—side orientation in chains, but particles between chains prefer to align tip—tip, as shown here. Top: In the vertical state, the particles do not deform the interface and capillary interactions are absent once again.
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Conclusions

In this thesis, we presented a new analytical model describing the detachment energy of prolate and oblate spheroidal particles from fluid-fluid interfaces in Chapter 4. We found that both oblate and prolate spheroidal particles have higher detachment energies than spherical particles due to the increased fluid-fluid interface area they remove for a given particle volume. This suggests that spheroidal particles may be better stabilisers of particle-stabilised macro-emulsions than spherical particles. We verified the model using lattice Boltzmann simulations, finding good agreement. Our findings highlight the validity and utility of using the Shan-Chen lattice Boltzmann BGK model with immersed rigid particles for simulating particle-fluid-fluid mixtures.

We studied the behaviour of a magnetic prolate spheroidal particle, with its dipole moment aligned along the particle long axis, adsorbed at a fluid-fluid interface influenced by an external magnetic field directed normal to the interface in Chapter 5. The particle experiences a torque attempting to align its dipole moment with the external field, but surface tension resists this torque. Hence, for a given external field strength, the particle tilts with respect to the interface. We found that during tilting, the particle deforms the fluid-fluid interface in a dipolar fashion.

We then confirmed previous predictions that for a given dipole-field strength, the particle jumps from a tilted orientation to a vertical orientation aligned with the external field i.e. the particle undergoes a first-order phase transition. In the vertical orientation, the particle does not deform the interface. Therefore, capillary interactions arising from particle-induced interface deformations disappear in the vertical orientation. Since the
degree of particle tilt determines how much the particle deforms the interface, which affects the strength of the capillary interactions between two or more particles, the external field can be used to dynamically tune and control the strength of capillary interactions between particles.

In Chapter 6, we investigated the behaviour of many particles adsorbed at a fluid-fluid interface interacting via induced capillary interactions, finding that the structures that the particles form depends on the dipole-field strength applied. Small dipole-field strengths tend to produce curved chains, and larger dipole-field strengths tend to create rigid chains. In both cases, the particles prefer to orient side–by–side with each other in individual chains, but the particles in the chains prefer to orient tip–to–tip with particles in other chains. Our work opens up the possibility of using induced dipolar capillary interactions to manufacture novel, reconfigurable materials composed of colloidal particles.
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Future Direction

After our study of the detachment energy of spheroidal particles from flat fluid-fluid interfaces in Chapter 4, studying the detachment energy of anisotropic particles from curved droplets is an extremely interesting extension of this thesis, since little is known either experimentally or theoretically about how droplet curvature affects the detachment energy of anisotropic particles from curved fluid-fluid interfaces. Even a full understanding of spherical particles detaching from fluid-fluid interfaces is currently elusive. In particular, developing theoretical techniques in order to calculate the true work of detachment rather than just the free energy differences between various particle configurations should be a focus of future research.

A natural extension to the work carried out in this thesis in Chapter 5 and 6 is the experimental realisation of the induced capillary dipolar system. Once realised, it should be possible to investigate, for example, the rheological or optical properties of monolayers of ellipsoidal particles interacting via induced capillary dipoles, with potential implications for emulsion stability. Experimental particles have a range of aspect-ratios and sizes, allowing the possibility to investigate the formation of interesting structures analogous to the capillary-arrows discussed in Chapter 2. Further, experimental particles also have a range of contact angles, and it would be interesting to see whether monolayers of induced capillary dipoles change their preferred orientation from the side—side to the tip—tip state as has been previously observed in monolayers of quadrupolar ellipsoidal particles.
Having discovered a completely new way of assembling particles at interfaces, there are also still many unanswered questions based just on the work we have carried out so far. For example, how do thermal fluctuations, van der Waals forces, and magnetic dipole-dipole forces compete with capillary interactions, and what effect do they have on the structures that form as well as the phase transition? Why do particles preferentially align side-by-side and not tip-to-tip? Why do the particle chains become more rigid with increasing dipole-field strength? Answering these questions may provide further surprising insights into the behaviour of monolayers of ellipsoidal particles interacting via induced capillary dipolar interactions.
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Appendix B

Derivation of Interaction Energy between Polar Dipoles

In this Appendix, we show how to derive the far-field pair interaction potential between two polar capillary dipoles (Equation (5.4)). This derivation follows a similar derivation given in the thesis of Lewandowski [160], who shows how to derive Equation (2.24) from Stamou et al. [12].

The leading-order polar dipole term in the solution of Laplace’s equation (Equation (2.19)) is:

\[ h = H \cos((\psi - \psi_0)) \left( \frac{r_c}{r} \right) \]

\[ \Rightarrow h_A = H_A \cos((\psi - \psi_A)) \left( \frac{r_c}{r_A} \right) \]

\[ \Rightarrow h_B = H_B \cos((\psi - \psi_B)) \left( \frac{r_c}{r_B} \right) \]

(B.1)

where \( r_c \) is the contact radius. Particle A is centred on a coordinate system \((r_A, \theta_A)\) and particle B is centred on a coordinate system \((r_B, \theta_B)\).
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B.1 Coordinate Change

\[ x_A = r_A \cos \theta_A \quad (B.2) \]
\[ y_A = r_A \sin \theta_A \quad (B.3) \]
\[ \theta_A = \tan^{-1} \frac{y_A}{x_A} \quad (B.4) \]
\[ r_A^2 = y_A^2 + x_A^2 \quad (B.5) \]

B.2 Change Coordinates of \( h_A \) to Cartesians

\[
\Rightarrow h_A = H_A r_c \cos((\tan^{-1} \left( \frac{y_A}{x_A} \right) - \psi_A)) \frac{1}{\sqrt{y_A^2 + x_A^2}} \quad (B.6)
\]

B.3 Write \( h_A \) in Terms of the \( B \) Coordinates

Note that \( r_{AB} = x_A - x_B \Rightarrow x_A = r_{AB} + x_B \) and \( y_B = y_A \)

\[
\Rightarrow h_A = H_A r_c \cos((\tan^{-1} \left( \frac{y_B}{r_{AB} + x_B} \right) - \psi_A)) \frac{1}{\sqrt{y_A^2 + (r_{AB} + x_B)^2}} \quad (B.7)
\]

B.4 Define Two Variables

Define \( \beta = y_B^2 + (r_{AB} + x_B)^2 \) and \( \alpha = \tan^{-1} \left( \frac{y_B}{r_{AB} + x_B} \right) - \psi_A \)

\[
\beta|_{0,0} = r_{AB}^2 \]
\[
\frac{\partial \beta}{\partial x_B} = 2(r_{AB} + x_B) \]
\[
\frac{\partial \beta}{\partial y_B} = 2y_B \]
\[
\alpha|_{0,0} = -\psi_A \]
\[
\frac{\partial \alpha}{\partial x_B} = -\frac{y_B}{\beta} \]
\[
\frac{\partial \alpha}{\partial y_B} = \frac{x_B + r_{AB}}{\beta} \]
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\[ h_A = H_A r_c \cos \alpha \beta^{-\frac{1}{2}} \]  \hspace{1cm} (B.8)

B.5 First Dipole Derivatives

\[
\frac{\partial h_A}{\partial x_B} = H_A r_c \left[ -\sin \alpha \beta^{-\frac{1}{2}} \frac{\partial \alpha}{\partial x_B} - \frac{1}{2} \beta^{-\frac{3}{2}} \cos \alpha \frac{\partial \beta}{\partial x_B} \right] \\
= H_A r_c \left[ y_B \sin \alpha \beta^{-\frac{3}{2}} - (r_{AB} + x_B) \beta^{-\frac{3}{2}} \cos \alpha \right] \hspace{1cm} (B.9)
\]

\[
\frac{\partial h_A}{\partial y_B} = H_A r_c \left[ -\sin \alpha \beta^{-\frac{1}{2}} \frac{\partial \alpha}{\partial y_B} - \frac{1}{2} \beta^{-\frac{3}{2}} \cos \alpha \frac{\partial \beta}{\partial y_B} \right] \\
= H_A r_c \left[ -\sin \alpha \beta^{-\frac{3}{2}} (x_B + r_{AB}) - y_B \beta^{-\frac{3}{2}} \cos \alpha \right] \hspace{1cm} (B.10)
\]

B.5.1 Evaluate First Derivatives at \((x_B = 0, y_B = 0)\)

\[
\left. \frac{\partial h_A}{\partial x_B} \right|_{0,0} = -H_A r_c r_{AB}^{-2} \cos \psi_A \\
\left. \frac{\partial h_A}{\partial y_B} \right|_{0,0} = H_A r_c r_{AB}^{-2} \sin \psi_A \hspace{1cm} (B.11) \hspace{1cm} (B.12)
\]

B.6 Second Dipole Derivatives

\[
\frac{\partial h_A}{\partial x_B} = H_A r_c \beta^{-\frac{3}{2}} [y_B \sin \alpha - (r_{AB} + x_B) \cos \alpha] \\
\Rightarrow \frac{\partial^2 h_A}{\partial x_B^2} = -\frac{3}{2} H_A r_c \beta^{-\frac{5}{2}} \frac{\partial \beta}{\partial x_B} [y_B \sin \alpha - (r_{AB} + x_B) \cos \alpha] \\
+ H_A r_c \beta^{-\frac{3}{2}} \left[ y_B \cos \alpha \frac{\partial \alpha}{\partial x_B} - \cos \alpha + (x_B + r_{AB}) \sin \alpha \frac{\partial \alpha}{\partial x_B} \right] \\
= -3(r_{AB} + x_B)H_A r_c \beta^{-\frac{5}{2}} [y_B \sin \alpha - (r_{AB} + x_B) \cos \alpha] \\
- H_A r_c \beta^{-\frac{3}{2}} \left[ \cos \alpha \frac{y_B^2}{\beta} + \cos \alpha + (x_B + r_{AB}) \sin \alpha \frac{y_B}{\beta} \right] \hspace{1cm} (B.14)
\]
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\[
\frac{\partial h_A}{y_B} = -H_A r_c \beta^{-\frac{5}{2}} \left[ \sin \alpha (x_B + r_{AB}) + y_B \cos \alpha \right] \quad \text{(B.15)}
\]

\[
\Rightarrow \frac{\partial^2 h_A}{\partial y_B^2} = \frac{3}{2} H_A r_c \beta^{-\frac{5}{2}} \frac{\partial \beta}{\partial y_B} \left[ (x_B + r_{AB}) \sin \alpha + y_B \cos \alpha \right] - 3y_B H_A r_c \beta^{-\frac{5}{2}} \left[ (x_B + r_{AB}) \sin \alpha + y_B \cos \alpha \right] - \frac{3}{2} H_A r_c \beta^{-\frac{5}{2}} \left[ \cos \alpha \frac{(x_B + r_{AB})^2}{\beta} + \cos \alpha - y_B \sin \alpha \frac{x_B + r_{AB}}{\beta} \right] \quad \text{(B.16)}
\]

**B.6.1 Evaluate Second Derivatives at \((x_B = 0, y_B = 0)\)**

\[
\frac{\partial^2 h_A}{\partial x_B^2} \bigg|_{0,0} = -3(r_{AB} + x_B) H_A r_c \beta^{-\frac{5}{2}} \left[ y_B \sin \alpha \big|_{0,0} - (r_{AB} + x_B) \cos \alpha \big|_{0,0} \right] - \frac{3}{2} H_A r_c \beta^{-\frac{5}{2}} \left[ \cos \alpha \big|_{0,0} \frac{y_B^2}{\beta \big|_{0,0}} + \cos \alpha \big|_{0,0} + (x_B + r_{AB}) \sin \alpha \big|_{0,0} \frac{y_B}{\beta \big|_{0,0}} \right] \quad \text{(B.17)}
\]

\[
\frac{\partial^2 h_A}{\partial y_B^2} \bigg|_{0,0} = 3y_B H_A r_c \beta^{-\frac{5}{2}} \left[ (x_B + r_{AB}) \sin \alpha \big|_{0,0} + y_B \cos \alpha \big|_{0,0} \right] - \frac{3}{2} H_A r_c \beta^{-\frac{5}{2}} \left[ \cos \alpha \big|_{0,0} \frac{(x_B + r_{AB})^2}{\beta \big|_{0,0}} + \cos \alpha \big|_{0,0} - y_B \sin \alpha \big|_{0,0} \frac{x_B + r_{AB}}{\beta \big|_{0,0}} \right] \quad \text{(B.18)}
\]

**B.6.2 Mixed Derivative**

\[
\frac{\partial h_A}{\partial x_B} = H_A r_c \beta^{-\frac{5}{2}} \left[ y_B \sin \alpha - (r_{AB} + x_B) \cos \alpha \right] \quad \text{(B.19)}
\]

\[
\Rightarrow \frac{\partial^2 h_A}{\partial y_B \partial x_B} = -\frac{3}{2} H_A r_c \beta^{-\frac{5}{2}} \frac{\partial \beta}{\partial y_B} \left[ y_B \sin \alpha - (r_{AB} + x_B) \cos \alpha \right] + H_A r_c \beta^{-\frac{5}{2}} \left[ \sin \alpha + y_B \cos \alpha \frac{\partial \alpha}{\partial y_B} + \frac{\partial \alpha}{\partial y_B} (r_{AB} + x_B) \sin \alpha \right] \quad \text{(B.20)}
\]
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B.6.3 Evaluate Mixed Derivatives at \((x_B = 0, y_B = 0)\)

\[
\Rightarrow \frac{\partial^2 h_A}{\partial y_B \partial x_B}|_{0,0} = -3y_B H_A r_c \beta|_{0,0}^{0.5} [y_B \sin \alpha|_{0,0} - (r_{AB} + x_B) \cos \alpha|_{0,0}]
+ H_A r_c \beta|_{0,0}^{-3} \sin \alpha|_{0,0} + y_B \cos \alpha|_{0,0} \frac{x_B + r_{AB}}{\beta|_{0,0}^{0.5}} + \frac{(x_B + r_{AB})^2}{\beta|_{0,0}^{0.5}} \sin \alpha|_{0,0}
\]

\[
= -2H_A r_c r_{AB}^{-3} \sin \psi_A \quad (\text{B.21})
\]

B.7 Tensor Product of Gradients in Cartesian Coordinates

\[
(\nabla \otimes \nabla) h|_{0,0} = \begin{pmatrix}
\frac{\partial^2}{\partial x^2} & \frac{\partial^2}{\partial x \partial y} \\
\frac{\partial^2}{\partial y \partial x} & \frac{\partial^2}{\partial y^2}
\end{pmatrix} h|_{0,0}
= \begin{pmatrix}
2H_A r_c r_{AB}^{-3} \cos \psi_A & -2H_A r_c r_{AB}^{-3} \sin \psi_A \\
-2H_A r_c r_{AB}^{-3} \sin \psi_A & -2H_A r_c r_{AB}^{-3} \cos \psi_A
\end{pmatrix} \quad (\text{B.22})
\]

B.8 Dot Product with Tensor Product

\[
\mathbf{r} \cdot (\nabla \otimes \nabla) h|_{0,0} = (r_B \cos \theta_B, r_B \sin \theta_B) \cdot \begin{pmatrix}
2H_A r_c r_{AB}^{-3} \cos \psi_A & -2H_A r_c r_{AB}^{-3} \sin \psi_A \\
-2H_A r_c r_{AB}^{-3} \sin \psi_A & -2H_A r_c r_{AB}^{-3} \cos \psi_A
\end{pmatrix}
= \begin{pmatrix}
2r_B H_A r_c r_{AB}^{-3} \cos \psi_A \cos \theta_B - 2r_B H_A r_c r_{AB}^{-3} \sin \psi_A \sin \theta_B \\
-2r_B H_A r_c r_{AB}^{-3} \sin \psi_A \cos \theta_B - 2r_B H_A r_c r_{AB}^{-3} \cos \psi_A \sin \theta_B
\end{pmatrix}
= 2r_B H_A r_c r_{AB}^{-3} \begin{pmatrix}
\cos \psi_A \cos \theta_B - \sin \psi_A \sin \theta_B \\
- \sin \psi_A \cos \theta_B - \cos \psi_A \sin \theta_B
\end{pmatrix}
= 2H_A r_c r_{AB}^{-3} \begin{pmatrix}
\cos(\theta_B + \psi_A) \\
- \sin(\theta_B + \psi_A)
\end{pmatrix}
\]

Using \(r_B = r_c\).
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B.9 Gradient Term

\[ = H_A r_c r_{AB}^{-2} \begin{pmatrix} -\cos \psi_A \\ \sin \psi_A \end{pmatrix} \]  
(B.24)

B.10 Full Matrix

\[ = 2 H_A r_c r_{AB}^{-3} \begin{pmatrix} \cos(\theta_B + \psi_A) \\ -\sin(\theta_B + \psi_A) \end{pmatrix} + \frac{H_A r_c r_{AB}^{-2}}{2} \begin{pmatrix} -\cos \psi_A \\ \sin \psi_A \end{pmatrix} \]  
(B.25)

B.11 Calculate Integral

\[
\int_{C_B} h_B (\mathbf{n} \cdot \nabla h_A) = H_A r_c^2 \int_0^{2\pi} \begin{pmatrix} -\cos \theta_B \\ -\sin \theta_B \end{pmatrix} \begin{pmatrix} 2 r_c \cos(\theta_B + \psi_A) r_{AB}^{-3} - r_{AB}^{-2} \cos \psi_A \\ -2 r_c \sin(\theta_B + \psi_A) r_{AB}^{-3} + r_{AB}^{-2} \sin \psi_A \end{pmatrix} \times H_B \cos(\theta_B - \psi_B) d\theta_B \\
= 2 H_A H_B r_c^2 r_{AB}^{-3} \int_0^{2\pi} (-\cos \theta_B \cos(\theta_B + \psi_A) + \sin \theta_B \sin(\theta_B + \psi_A)) \times \cos(\theta_B - \psi_B) d\theta_B \\
+ \frac{H_A H_B r_c^2 r_{AB}^{-2}}{2} \int_0^{2\pi} \cos(\theta_B \cos \psi_A - \sin \psi_A \sin \theta_B) \times \cos(\theta_B - \psi_B) d\theta_B \\
= 2 H_A H_B r_c^2 r_{AB}^{-3} \int_0^{2\pi} -\cos(2\theta_B + \psi_A) \cos(\theta_B - \psi_B) d\theta_B \\
+ \frac{H_A H_B r_c^2 r_{AB}^{-2}}{2} \int_0^{2\pi} \cos(\theta_B + \psi_A) \cos(\theta_B - \psi_B) d\theta_B \\
= \pi H_A H_B r_c^2 r_{AB}^{-2} \cos(\psi_A + \psi_B) \]  
(B.26)
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