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Abstract

Pipelines are the most practical option for transportnge volumes of captured GO

to appropriate storage sites as part of the Carbon Capture and Storage (CCS) process.
Proper maintenance, including periodic blowdown of pipelines or pipeline sections, is
necessaryor their safe operation, a prequisite fo the public acceptance of CCS.

Given the relatively high Jowl€homson coefficient of C& blowdown can present
significant risks to pipeline infrastructure. Depressurisation will result in rapid cooling
of the inventory, potentially to below the @@iple point temperature (21%); and
adjoining pipe wall, which may cool below its ductile to brittle transition temperature,

resulting in a significant decrease in its resistance to brittle fracture.

In this thesis a rigorous CFD model pipeline outfow, based on the Euler equations,

is coupled with a Finite Element model of heat conduction (referred to hereafter as
FEM-O) in order to predict transient pipe wall temperatures during the depressurisation
of CO, pipelines. The Peng Robinson Equation t#t& (EoS) is selected from a range

of EoS including the SoavRedlichKwong, Span and Wagner and GERG 2008 for use
with FEM-O. The selection was based on a review of the literature, the accepted
computational efficiency of cubic EoS and a comparison t¢floau predictions with
largescale experimental data generated by the UK National Grid. New formulations of
two and three pipe junction boundary conditions are developed for®HMorder to

model controlled venting of C{pipelines.

FEM-O is validatedagainst data gathered from various lasgale dense phase €O
release experiments conducted by the UK National Grid. These included two full bore
rupture experiments of a 144 long, 0.15m diameter shock tube, a psetsteady state
release through two @ m diameter pipes joined in series and the blowdown of a large

CO; pipe system through a 5.88long, 0.08n diameter vertical vent pipe connected to
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a T-junction. One shock tube experiment utilised a binary mixture of dense phase CO

with N,. The rest bthe tests employed pure, dense phase CO

Allowing for uncertainty in the experimental data, FEMpredicted the range and rate

of outer pipe wall cooling to £ °C throughout each decompression test. Outer pipe
wall temperatures were observed and joted to fall from ambient temperatures to as
low as 247K over ca. 25%. Fluid pressure and rapid transient predictions closely
matched the experimental data. Fluid temperature was consistently under predicted by
FEM-O. For the pseudo steadtate experirant, fluid pressure around the junction of

the pipes was under predicted by chaba (126) and fluid temperature predictions by
less than 26. No experimental wall temperature data was recorded. For the venting of a
pipeline system through a-jlinction; FEM-O significantly over predicted fluid and

pipe wall temperatures compared to the experimental data. This resulted from the
assumption of isentropic fluid flow through thejuinction, which in this experiment

caused the model to converge on an unréakstution for fluid entropy in the fitting.

A verification study was also performed to investigate the performance of the FEM
steady state pipe wall temperature calculation algorithm, the sensitivity of the pipe wall
temperature predictions to the distisation of the solution domain and to various
different boundary conditions applied. Further, the performance of the newly formulated
junction boundary conditions was verified. Lastly a large scale venting experiment was
simulated to investigate flow gemes in the inventory. The results demonstrate the
minimum requirements for the discretisation of the solution domain in order to maintain
accuracy. The uninsulated boundary condition appears to under predict transient wall
temperature while the insulateshd buried boundary conditions display the expected
performance. The new pipeline junction boundary conditions display the expected
performance. The large scale venting simulation results suggest the inventory stratifies

within seconds of the initiationf @enting

The accuracy of FEMD wall temperature predictions are shown talbpendent on the
applicability of the fluid model to the blowdown scenafor FBR scenariogransient

pipe wall temperature predictioregree well with the available experimental data
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However improvements cannot be claimed when simulating venting rexen@he
Finite Element computer code has been prepared in modular form and may be readily

integrated withotherblowdown moded.
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Chapterl: I ntroducti on

The release of anthropogenjceenhouse gases (GH@)now accepted as the main

driver for the observed changes in global clim@ieited Nations, 20143a)including

higher average global temperatures, changes in rainfall patterns and extreme weather
events The United Nations Framework Convention on Climate Change commits
signatories to stabilisi at@lewthahwaslgprevant ¢ G|
dangerous anthropogenic irftee r e n c e wi t h t h(enited Natiomg, t e S
2014b)

The burning of fossil fuels for energy and in other industrial processes contributes
significantly to emissions of GHGs R010aloneca. 31.855t of CO, was released to

the atmospheraf which ca. 13.2Gt of CO, (40 %) was derived from the energy sector
(IPCC, 2014) CO, emissions from the energy sector are expected to rise to caGtl5.4
between 2010 ang040 while retaining a share of 20 of gldbal CO, emissions over

the sameperiod This is despite an expected increase in uptake of renewable energy

technologies, especially in the developing wgHgA, 2013, 2014)

Given the continued use of fossil fuels for generating energy and in indQsiryon
Capture and Storage (CCS) has attracted increasing attention as a method of reducing
the resulting C@emissions. CCS involves the capture of waste €a@m large fixed
emitters, its transportation via pipeline to deep geological storage sitets éomyiterm
sequest r’gears)Bachu et@ll, 2007)

The effective deployment of CCS will require the development of extensive high
pressure pipeline networks linking @@mitters to storage sites. A&CS pipelinewill
inevitably run close to population centres their sgferation is paramount. Given their
huge capacity (typically several hundred tonnesgn a small puncture could result in
the release of a significant mass of inventddaseous C@is odourlesscolourless,

mor e dense t han air 18% d/v e@auses dnstantaecous r at

Chapterl 10
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unconsciousness amdpidly results ideath(Kruse and Tekiela, 1996Yhus any leak

from a CQ pipeline represents a significant hazard.

An essential part of the hardaassessment for any pipeline carrying a pressurised
inventory is the analysis of the consequences of pipeline rupture and of outflow from
the pipeline. Prediction of the transient outflow rate is central to assessing all
consequences for the pipeline teys once outflow begins. For G@ipelines these
include cooling in the pipe wall and the associated risk of brittle fracture, the possible
formation of solid inventory and its ejection from the pipeline and the atmospheric

dispersion of the escaping intery (Bilio et al, 2009)

During outflowfrom a CQ pipeline significant cooling of the inventory will increase
the probability of the pipe wall cooling below its Ductile to Brittle Transition
Temperature (DBTT), at which point its resistance to briftigcture decreases
significantly (P. Zhang, 2014)Propagation of a brittle fracture will result in the
relocation of the C@release point, the effective escalation of the release to a Full Bore
Rupture (FBR) and the release of a massive amount of oryeint a very short space

of time.

The formation of solid inventory in the pipeline during outflow may result in the fouling
of equipment, such as valves, impairing their normal operation. Ejection of sojid CO
will alter the behaviour of the dispersimyentory cloud.

Therefore, a model for predicting outflow from €gipelines should accurately predict
discharge rate and cooling in the inventory and pipe wall. Additionally, given the
potential geographical extent of a CCS pipeline network, the nsbadeld also account

for network characteristics such as junctions and changes in pipeline geometry and

inclination.
Significant research effort has been directed toward the development of accurate and

robust mathematical models for predicting transidsttthrge rates from pressurised

pipelines. More rigorous models, such as the two fluid model O(Bhdiksenret al,

Chapterl 11
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1991) account for thermal and mechanical +emuilibrium effects in the inventory.
OLGA has been shown to be of limited use in modellingteady flows in ruptured
hydrocarbon pipeline€Shoupet al, 1998)due toits reliance orcertainempiricaldata,

such as forthe transition between the various flow regimasd numericalstability

issues There isalso little information concerningthe formulation of the choking
condition at the rupture planejtal for modéling transientoutflow. Additionally,

OLGA accounts for heat transfer between the ambient and pipe wall using a constant
heat transfer coefficient. This severely limits its &gihility to modelling CQ pipeline
blowdown as phase changes in the inventory during blowdown would result in

significant changes to the heat transfer coefficient with time.

For failure scenarios where a high degree of turbulence is expected in th@ipvess
rigorous models may be suitablBrown et al. 013) developed a Homogeneous
Relaxation Model (HRM) of pipeline blowdown in which mechanical equilibrium in the
inventory is assumed, naquilibrium liquidvapour mass transfer is accounted for by
relaxation to thermodynamic equilibrium. As the model does not account for phase slip
its application is limited to modelling of Full Bore Rupture (FBR), the most catastrophic

and least common type of failure.

Mahgerefteh and cworkers (see for exampleMahgerefteh and Atti, 2006;
Mahgereftehand Wong, 1999; Okeet al, 2003)developed a pipeline outflow model
based on the Homogeneous Equilibrium Model (HEM). The madebunts forapid
pressure and thermal transients in the fldigfing depressurisatioand frictional
effects. Heat transfer between the inventory and ambient is modelled using an energy
balance across the pipe wall. Comparison of the simulated results with corresponding
experiments and real pipeline failure events, such as the Piper tPdgfeay, show very

good agreement.

In reviewing the literature it was observed that heat transfer between a pipeline and the
ambient is not always accounted for in discharge models. Predictions from such models
may therefore be expected to diverge fnaality. This is a particular problem for GO

pipeline modelling, where prolonged cooling of the inventory during outflow can have a

Chapterl 12
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significant impact on transient fluid properties. Where external heat transfer is
accounted for, the pipe wall conductiorodels used have not been validated due to a

lack of appropriate experimental data.

The aim of this work is to develop a mathematical model to better assess the hazards
associated with the blowdown of @@ipeline networks. The specific objectives are:

- todevelop a heat conduction model for calculating transient pipe wall
temperatures and heat transfer between the ambient and pipeline inventory
during outflow;

o to integrate the above model with an appropriate outflow neoatkl
validate its performance;

- to formulate and validate flexible models for two and three pipe junctions which
minimise runtime while maintaining accuracy;

- to investigate the applicability of the model to simulating @ipeline outflow

under a number of scenarios.

This thesis is dividetto nine chapters.

In chapter 2 relevant literature is reviewed. The chapter includes brief discussions of the
transportation of C® by pipeline and the risks associated with venting of such
pipelines. Mathematical models for pipeline outflow reportedthe literature are
reviewed with specific consideration of their ability to predict discharge rate, rapid fluid
transients and pipe wall temperatures. Modelling of network features such as junctions
are also considered. Pipe wall heat conduction modelsdigcussed. In addition, a
review of the work investigating Equations of State (EoS) for modellingpgZaperties

is presented.

In chapter 3 the theoretical background and formulation of the pipeline blowdown
model OUTFLOW (see sectich4.4 employed in this study is presented. A complete
description of the previously reported heat transfer model and associated correlations is

included.

Chapterl 13
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In chapter 4 the Methibof Characteristics (MOC), the numerical solution technique
used in OUTFLOW, is presented. Boundary conditions for modelling pipeline

blowdown are described.

In chapter 5 OUTFLOW is first used to model £g€hock tube decompression using a
range of E0S. Based on a comparison of predicted and experimental data an EoS is
selected for the modelling work in this thesBUTFLOW pipe wall temperature

predictionsare then validated against experimental shock daite.

In chapter 6 the formulation of a Finite Element heat conduction model and its
integration with OUTFLOW to create the composite model FBN presented. FEM

O fluid and pipe wall temperature predictions are then validated against experimental
shok tube data.

In chapter 7 new pipeline junction boundary conditions are proposed for two and three
pipe junctions. The new boundary conditions are implemented in-GEvid validated

against appropriate experimental data.

In chapter 8 a verification slly of FEM-O is presented. The sensitivity and accuracy of
the FEM calculations to factors including the solution domain discretisation and FEM
boundary conditions are investigated. In addition, a verification study is performed on
the new junction boundargonditions presented and validated in chapter 7. Finally,
venting of a long C@pipeline is simulated and the flow regime within the inventory
(e.g. annular, stratified, turbulent) during outflow investigated by comparison with

experimentally derived flowegime data.

Chapter 9 presents the conclusions of this thesis and suggestions for future work.

Chapterl 14
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Chapter2: Literature Revi e

2.1 Introduction

Pipelines provide the means to move large quantities of fluid inventories over long
distances with relative ease. Proper maintenance, including periodic emptying of whole
pipelines or pipeline sections for inspection and possible repair, is central to thei

continued safe operation. Emptying of a pipeline must be carried out in a controlled

fashion to avoid infrastructure damage and to minimise process risks.

The UK Pipeline Safety Regulations 1998SE, 1996)equire that the risks associated
with the construction and operation of major accident hazard (MAH) pipeliwbsch
include CQ pipelines(Shuteret al, 2011) are asLow As ReasonablyPracticable
(ALARP). In the context of C®pipelines outflow models can contribute significantly

to understandinthe outflow process and to minimising process risks.

In this chapter a range of topics relevant to modelling the blowdown of pipelines are
reviewed. First, a brief discussion of the transportation of f60OCarbon Capture and
Storage (CCS) is presente@ihe pipeline blowdown process is then addressed and

important phenomena and risks specific to,@{pelines are identified.

In the next section a review of published outflow models is presented and their
applicability to modelling outflow from C@pipdines is discussed. In particular, their
accuracy in predicting depressurisation rate, rapid transients in the inventory, discharge
rate and pipe wall temperatures are highlighted. This is followed with a discussion of

the modelling of heat exchange in @iipe models.

Finally, a brief review of work to identify a suitable Equations of State (EoS) for use in

modelling CQ pipeline venting is presented.

Chapter2 15
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2.2 CO, transportation for Carbon Capture and Storage (CCS)

It has been assumed in the precedingtteatt land based transportation of £f6r CCS
will be by pipeline, however in offshore transportation scenarios this may not be the
most practicable method. In this section a brief discussion of the transportation of CO

is presented.

CCS is a bridgingechnology being researched in order to reduce &fissions from
large scale emitters while replacement low carbon technologies are developed and
introduced. CCS research has focussed overwhelmingly on the application of the

technology to fossil fuel powestations.

While fossil fuel power stations emit a continuous flow of;C&hd any C@injection

site for deep underground storage will rely on such a continuous stream, power stations
have not been built with any regard to the proximity of suitable temg CQ storage

sites. Pipelines therefore represent the ideal transportation method, allowing for
continuous transportation of large volumes of,@@m fixed sources to storage sites
over long distances. Pipeline transportation is limited however d@yatailability of

land, the topography (see also sectrof) and, given the potential for eshoreCO,
storagethe depthof water inwhich pipelines carurrently be built (see for example
Golomb, 1993) Transportation by ship, or a combination of pipeline and ship transport,
may thus be considered when warrant®densson et al2004) Road or rail transport

of CO, has not been seriously considered for GG8lomb, 1997; Skovholt, 1993)

The economics of COtransportation by pipeline have been studied by many
researchersMcCoy and Rubin(2008) reported the development of a sophisticated
engineeringeconomic model for estimating the cost of transporting varying amounts of
CO, over a range of distances in the USA. The model accounted for construction,
operation and maintenance of the pipelinéhim transportation cost. Other studies have

Chapter2 16
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relied on the use of commercially available software such as ASPEN PAhafget
al., 2006)

Shafeenet al. (2004) presented transportation cost estimates for, @Om the
Nanticoke power planfOntario) to alocal geological storage site below Lake Erie. In
this example an appropriate injection site was fortuitously close to Nanticoke; only
112km for a direct pipeline. For many power stations however, this will not be the case.
Additionally, as the costs assated with CQ storage will vary geographically the most
economic storage solution may not be the closgkbavholt (1993) reported the
financial advantages of using larger diameter pipelines, even after investment and
operational costs are accounted fGhandelet al. (2010) further demonstrated the

economies of scale a trunk pipeline could achieve.

Minimising the risks associated with G@ansport will be vitally important to the
public acceptability of CCS; public opposition to one lasgale CCS terage
experiment in Hawaii resulted in its relocation to Norway and subsequent cancellation
(IPCC, 2005) Deliberate blowdown of a pipeline presents significant risks to the public
and pipeline itself. In the next section this process is briefly discussédstrate key

risks.

2.3CO; pipeline blowdown and associated risks

Unless otherwisastated, the terms blowdown and venting are used interchangeably in
this thesis to refer to the controlled emptying of a pipeline. Where relevant,
depressurisation tbugh an accidental rupture (puncture or full bore (guillotine) rupture
(FBR)) is specified.

Bilio et al.(2009)presented an excellent discussion of key factors expected to affect the

safe operation of a C(pipeline. Of particular relevance to pipeliblowdown are the

purity of the inventory and the associated risk of solids formation during blowdown, the

Chapter2 17
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risk of fracture and the risks posed by the dispersing inventory cloud. In this section

these factors are discussed within the context of a pipegoidgrblowdown.

Based on the description provided Bgiruzov(1998) the blowdown process in GO
pipelines may be divided into three stages:

1) Decompression wave propagatiorrapid depressurisation of the fluid occurs
upon rupture of the pipeline. The resultant decompression wave propagates
along the pipe at the local speed of sound. Outflow is choked.

2) Flashing boundary propagatiéna flashingboundary subsequently propagates
along the pipeline at the local speed of sound. Depressurisation continues at a
reduced rate and significant cooling will be observed in the i6¥@ntory and
the pipe wall in contact with it.

3) Two phase discharge two phae discharge occurs, the flashing front travels
throughout the fluid, resulting in flashing along the full length of the pipe.
Possible stratification of the inventory. Inventory and pipe wall temperatures

continue to drop.

Introducing impuritestoa CO nventory wi l | change the f
behaviour at every stage of the blowdown process will be seen as a result. Of particular
significance for ductile fracture and dispersion behaviour respectively will be changes

in the speed of sound the fluid and to the composition and properties of the inventory

as it is discharged.

A pipeline is at risk of ductile fracture formation during stage 1 of blowdown only.
Ductile fractures evolve from small cracks in the pipe wall originating rapture; if

the pressure exerted on a crack tip exceeds the material crack arrest @ehksttie
fracture will be initiated. If the crack velocity then exceeds the decompression wave
velocity a long running fracture will resulMahgerefteret al, 2012a). Fluid properties

therefore directly affect the formation and behaviour of ductile fractures.

A pipeline undergoing venting is at risk from brittle fractures during stage 3 of

blowdown; prolonged cooling of the pipe wall may result in it falling Weiis Ductile
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to Brittle Transition Temperature (DBTT). At this point a significant drop in the wall
fracture toughness occuasid the risk of brittle fracture increases significantly. Brittle
fracture propagation depends on both thermal stresses inpbemail and pressure
stresses exerted on it by the flgMahgerefterand Atti, 2006Zhang, 2014)

A further risk for the pipeline during stage 3 of blowdown is that the fluid properties
may pass the inventory triple point, resulting in the formatiosotifls. Solids may foul

the internal surfaces of pipeline infrastructure such as valves, inhibiting their function.

Evidence for C@pipeline failure

CO, pipelines are an established technology. In the-wm@dtern USA more than
2500km of pipelines cagr 50MtCO, y™* for enhanced oil recoveryPCC, 2005)Gale
(2004)presented data for the number of reported incidents inp@@lines in the USA
between 1990 and 2001. In this period 10 incidents were reported: 4 involving relief
valve failure, 3 involving weld/gasket/valve packing failure, 2 due to corrosion and 1
due to outside forceGale (2004) concluded that C®Oand natual gas pipelines were
equally prone to incidents. It was noted that the, @iPeline incident data was limited
based on the small sample size.

In the absence of historical experience modelling studies can provide legitimacy to
concerns over ductile anditble fracture in CQ pipelines.Mahgerefteh et a20123)
predicted the formation of long running ductile fractures following FBR of, CO

pipelines operating at a range of conditions and with various inventories.

Zhang (2014) presented a model for theregliction of brittle fracture propagation
following the puncture of buried COpipelines, reporting that under certain
circumstances the pipe wall could cool below its DBTT and brittle fractures propagate.
Unfortunately however, appropriate experimentdbdaas not available to validate this

model.
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2.4 Review of outflow models

In the previous section the blowdown process in @ipelines was described and key
risks associated with it were discussed. The relationship between the fluid properties,
wall temperatures and ductile and brittle fracture during venting/blowdown of CO
pipelines was presented. The significance of the chemical composition of the inventory

was also discussed.

In order to model depressurisation of a fipeline and hence accuratélystrate the
risks associated with the process, an outflow model must produce accurate transient
fluid property and pipe wall temperature predictions. It should also account for heat

transfer between the ambient and inventory.

In this section models fosimulating outflow from pipelines are reviewed and their
methods of accounting for heat transfer discussed. Where available, data for the

validation of the discussed models is presented.

2.4.1Summary of published outflow models

Denton (2009) reviewed thereported state of the art pipeline outflow models. More
recentlyBrown (2011)expanded and updated this review. Relevant models reviewed by
Brown (2011) and some recently reported models, are summarised in 2&ble
Included in the table are their methods of calculating pipe wall heat conduction. Models

that neglect pipe wall heat conduction are not included in the review.
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Table 2.1: State of the art outflow models with details of their mechanisms for

modelling pipe wall heat conduction.

Model

Heat conduction calculation

OLGA (Bendiksen et al., 1991)

FaNM
(Fairuzoy, 1998a, 1998b, 1999, 2000

University College London model
OUTFLOW

(Atti, 2006; Mahgereftelet al, 1999
to 2012; Okeet al, 2003)
SLURP_HEM_HT (Cumber, 2007)
Machnet(Terenzi, 2005)

GasDECOM(Botroset al, 2004to
2013
Brown et al.(2014)

Burlutskiy (2013, 2014)
CFD-DECOM
(Xu et al.,2014)

Chapter2

Heat conduction in the pipe wall not discuss:
fluid/wall heat transfer coefficient calculated
internally, user specified pipe wall/ambient
heat transfer coefficient

Heat conduction in pipe wall not calculated,
fluid/pipe wall/ambient heat transfer calculat
using modified energy conservation equatior
Heat condation in pipe wall calculated using
transient energy balance, fluid/pipe
wall/ambient heat transfer accounted for

Fluid/pipe wall heat transfer accounted for
Fluid/pipe wall/ambient heat transfer
calculated by solving the Fourier equation in
cylindrical geometry

No published details found

2-D heat conduction in pipe wall cresection
calculated using Finite Difference method,
assumegberfect insulation for this publication
Neglects heat transfer

Heat conduction in pipe wall calculated usint
Finite Volume method, assumed perfect

insulation for this publication
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2.4.20LGA (Bendiksen eal., 1991)

OLGA is a twephase flow model based on the solution of the conservation equations
for mass, momentum and energy. Separate continuity equations are dpplgas,

liquid bulk and liquid dropletsthese may be coupled throuiglterfacial massransfer

Two momentum equations are used for either liquid films or gas with possible liquid
droplets. One energy equation is applied for the whole mixture. An equation of state
such as the Perigobinson (PRYPengandRobinson, 1976pr SoaveRedlichKwong
(SRK) (Soave, 1972)s employed to calculate fluid properties. An implicit finite

difference scheme is used to solve the relevant conservation equations.

Heat transfebetween the pipe walnd inventory is calculated within OLGA. A pipe
wall composd of multiple materials of varying heat transfer properties can be
simulated, the wall description along different lengths of the pipe can be varied. The
pipe can be simulated as totally insulated using the user spebiéiatl transfer
coefficientbetweenthe pipe wall and ambienbDifferent frictional factors are used for

the various flow regimes

OLGA was originally developed to modtie slow transients associated with terrain
induced slugging, pipeline staup, shutin and variable production rateSuccessive
iterations addressed the simulation of stratified/annular flow regamédsxtended the
model for hydrocarbon mixture@Bendiksen et al.,, 1991)The numerical solution
scheme employed gave rise to numerical diffusion of sharp slug fronts asd tail
resulting in the incorrect prediction of slug size. This was addressed by introducing a

Lagrangian type front tracking scheifdordsveerandHaerdig, 1997)

Validation

OLGA was validated byhoupet al.(1998)againstfield data obtained by Deepstarn f
blowdown of a 5.2&m, 0.102m internal diameter (IDpnshore pipelinavith varying
inclination and containingias condensate at MPa (700psig). The precise mixture

composition was not giverlhe pipeline was blown dowthrougha 2.54cm chokel
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opening. In order to simulate blowdown it was assumed that release occurs through a

valve situated at the end of the pipeline.

Figures2.1 and 2.2 presentthe observed and predictgatessurehistory and gas flow

rate respectivelyat the release end of the pipelin®s may be observed, while OLGA

was ableto predict the trends in behaviour, it was not able to precisely predict the real
pressure or flow rate at the release end. However, better agreement between observed
and predicted pressure data was achieved further from the release point during the first

minutes of blowdown.

\——Field Test
|—oLGA

0 5 10 15 20 25

Time (Minutes)

Figure 2.1: Pressure atthe release end of the pipeOLGA Simulations versus Field

Test(Shoup et al., 1998)
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Figure 2.2: Gas flow rate at the release end of the pipeOLGA Simulations versus
Field Test(MMSCFD i million standard cubic feet per day)(Shoup et al.,1998)
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OLGA wasused to simulatexperimental decompressioestsby Botroset al. (2007)
The tests were performed usiad.72m long, 49.5mm ID instrumented shoetube rig

Decompression of the pipeline was initiated upon failure of a rupture disc.

Figure 2.3 shows the variation of pressure with tindering the first 1000ns of
dischargefor Case 2 a conventional gas mixturga. 95.6% methane)t an initial
pressure and temperature of 10BaBa and25.6°C. Data is shown froninstruments
located23.1m (P14, 47.1m (P19)and 71.1m (P24)from the rupture point. As was
observed byBotros et al. (2007) the predicted speed of the decompression wave is

significantly slower than observed experimentathg predicted pressure dropakso

greater.
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Figure 2.3: Comparison between OLGA and experimental data for Case 2 at P14,

P19 and P24(Botros et al., 2007)
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2.4 .3Fairuzov(1998a, 1998b, 1999, 2000)

Fairuzov (1998a) reported that, of the pipeline outflow models reviewed for that
publication, all neglected the thermal capacitance of the pipe wall and most assumed

that fluid flow in the pipeline was adiabatic.

In a later publicatior{Fairuzov, 2000)t was observedhiat the traditional approach to
solving the two phase conjugate heat transfer problems in pipelines was to couple
separate models for fluid flow and transient heat conduction in the wall using
experimentally derived correlations for boiling heat trandfirwever in a pressurised
pipeline undergoing blowdown the flashing of the inventory occurs due to

depressurization, rather than heating of the fluid.

Fairuzov (1998a) presented a new approach to solving the problem of transient
conjugate heat transfer flashing liquid flows in pipelines to address these issues. The
outflow model developed is based on equations for the conservation of mass,
momentum and energy. A novel formulation of the energy equation accounts for the
heat capacitance of the pipe wallonjugate heat transfer calculations for predicting
fluid/pipe wall heat transfer are not required. The external heat flux is calculated from
Newtonds cooling | aw. The thermodynamic
calculated with a computer cedleveloped bysolorzanocet al. (1996) which utilised
the SRK Eo0S. The governing equations were solved using the Gear ni&bad
1971) The model assumed:

- flow is onedimensional;

- homogeneous equilibrium in the inventory at saturation conditions;

- thefluid and pipe wall were in local thermal equilibrium;

- axial heat transfer in the pipe wall was negligible.

The model was validated against experimental data reportetiabyand Cowley
(1988) The experiment considered was the FBR of arfh@0ng pipeline with an ID of
150mm. The pipeline was suspended on 20 load cells spacednaintervals to

measure discharge rate, fluid temperature and pressure was measured along the full
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length of the e using 10 thermocouples and 10 pressure sensors. The pipeline
inventory was pressurised LPG (@®le% propane with Bole% butane) at initial
conditions of 11.2®ar and 19.9C. Given the short length of the pipeline the
assumption of thermal equililbnin between the fluid and pipe wall was not achieved.
Nonetheless it was assumed that a small part of the inner wall was in thermal
equilibrium with the fluid, the thickness of this thermally penetrated layer was estimated

to be ca. Inm.

Figure 2.4 presents the variation of predicted and experimental pipeline inventory with
time. Figures2.5 and 2.6 present the variation of predicted and experimental fluid
pressures and temperaturespexctively at the open and closed ends of the pipeline. As
may be observed, in all cases the agreement of the model with the experimental data is

reasonable.

Referring to figure2.5, predicted fluid pressures are presented assuming a thermally
penetrated layer of mm or adiabatic expansion of the inventory. As may be observed,
adiabatic expansion results in significant under prediction of the fitedsure at the

closed end in the later stages of blowdown.
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Figure 2.4: Predicted and experimental pipeline inventory during blowdown of a

100m pipeline containing LPG (Fairuzov, 1998a)
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Figure 2.5: Predicted and experimental fluid pressures during blowdown of a
100m pipeline containing LPG (Fairuzov, 1998a)
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Figure 2.6: Predicted and experimentalfluid temperatures during blowdown of a

100m pipeline containing LPG (Fairuzov, 1998a)

Given the assumption of a thermally penetrated layer on the inner pipe wall, no wall

temperature predictions were reported.
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Fairuzov (1998b) subsequently reformuladl the model using the Euler equations for
conservation of mass, momentum and energy. The model assumptions remained the
same as presented above and the energy equation was formulated to account for the heat
capacitance of the pipe wall. A new dimensioslesm governing the effect of thermal
capacity of the pipe wall on the behaviour of the flashing liquid fleas also
introduced into the energy equation. The governing equations were solved via their
conversion into a system of finite difference equaioising the RELAP5 numerical
solution scheméRansomandTrapp, 1978) The reformulated model does not consider

the dynamics of the depressurisation wgva@ruzov, 1998hb)The new model (hereafter
referred to as FaNM) was successfully validated agaimstséime experimental data

used previouslyFairuzov, 1998a)

In two subsequent publications the range of applicability of FAR&ruzov, 1998b)

was investigatedby comparison with another outflow model (referred to hereafter as
FaCon). FaCorfFairuzov,2000)was formulated in an identical fashion to FaNM with
the exception of using a conventional formulation of the energy equation. The source
term for heat flux in the energy equatio
conduction in the pipe vlawas calculated separately by solving the heat conduction
equation in one (radial) dimension using the Finite Volume method (FF&0on was
successfully validated using the same experimental data used previbaslyzov,
1998a) It was demonstrateqFairuzov, 2000)that for long pipes (fL/D = 200)
undergoing FBR the relative error between FaNM and FaCon predictions for fluid
temperature, fluid/wall interface temperature and outer wall temperature were
consistently small (<). For shorter pipe lengtif./D = 2) the blowdown was too

fast to achieve local thermal equilibrium between the pipe wall and fluid. FaNM is
therefore inappropriate for modelling blowdown of short pigesruzov (999) also
demonstrated the capability of FaNM to accurately madtmivdown following either

FBR or punctureA4Cy/A = 0.05) of a long pipelindl(/D = 200).
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2.4.4University College London outflow modéAtti, 2006; Mahgerefteh
et al, 1999to 2012; Okeet al, 2003)

The UCL outflow model, referred to hereafter as OUTFLOMds developed over a
number of years to model transient outflow from ruptured pipelines. The historical

development of the model is given Byown (2011)

In this section the ability of OUTFLOW to accurately model pipeline depressurisation,
fluid propeties and discharge rate is demonstrated by comparison with experimental

data. Development of this model for pipeline network simulation is also discussed.

OUTFLOW solves the conservation equations for mass, momentum and energy for one
dimensional fluid flow in a pipeline using the Method of Characteristics (MOC). A
cubic EoS is used to calculate fluid proper{ishgereftelet al, 2007; Mahgereftebt

al, 2006; Mahgereftehet al, 1999) The constituent phases in the inventory are
assumed to be in mechanical and thermal equilibrium. Heat transfer between the
ambient and pipe wall is accounted for through a transient energy békeitic@006)

from which the pipe wal/l temperature was

to calculate heat flux to the inventory.

Oke et al. (2003) developed OUTFLOW to model punctures in long pipelines and
validated it against appropriate field data frame isle of Grain depressurisation test
P40 (Richardsonand Saville, 1996) This test involved the depressurisation of an
isolated 100m long, 0.154m ID pipeline containing commercial LPG through a
0.150m diameter puncture located at the end of the fipe.inventory had an initial

pressure and temperature of 2fiaBa and 293.1K respectively.
Simulated fluid pressure data from the closed and open ends of the pipeline is compared

with the corresponding experimental data in figlreé Variation in the predicted and

experimental total pipe inventory is shown in figar@.
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Figure 2.7: Experimental and OUTFLOW simulated pressure histories at the
closed and open ends of the pipe for Isle of Giratest P40(Oke et al.,2003)

Curve AT experimental data (closed end)
Curve BT OUTFLOW predictions (closed end)
Curve C1 experimental data (open end)

Curve DT OUTFLOW predictions (open end)
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Figure 2.8: Experimental and OUTFLOW simulated total line inventory for Isle of
Grain test P40(Oke et al.,2003)

Curve AT experimental data

Curve BT OUTFLOW predictions

As may be observed, the OUTFLOW pressure predictions agree reasonably well with
the experimental data, especially at the open end of the pipeline. Reasonable agreement
between the simulated and observed line inventory is also observed during the first ca.

15s of discharge.

More recentlyMahgereftehet al. 012b) used OUTFLOW to simulate decompression
wave speeds in gas phase @ventories during FBR of a shock tube. Predicted data
was compared against the corresponding experimental data, repo@adhgmet al.
(2011) The shock tube used was insulated, ddtbng with an internal diameter of
146 mm (a complete description of the experimental setup is presented in $e2tipn
Coshamet al.(2011)reported that a variety of inventories were investigated, including

pure CQ and CQ with impurities relevant to CCS.
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Figures2.9 and 2.10 compare the OUTFLOW simulated decompression wave speeds
for pure CQ and CQ with 4.03mole% N respectively with the corresponding
experimental data. Simulated decompression wave speeds are calculated at transducers
P13 and P14 (paired, located 1r84from the rupture plane) and transducers P15 and
P16 (paired, located 2.44 from the rupture plane). The PR E@%ngandRobinson,

1976)was used in simulations.

As may be observed, reasonable agreement is obtained between the experimental and
simulated data down to ca. 15 barg. Small differences between the simulated and
experimental data were reported to be due to inaccurate prediction of fluid speed of
sound bythe EoS. In both figures, plateaux in curves C (associated with a phase change
from gaseous to a two phase inventory) occur at significantly lower pressures than
predicted by OUTFLOW. This was ascribed to delayed nucleatio@dshamet al.

(2011) which QUTFLOW is unable to account for.

Within the limits of the model, therefore, OUTFLOW is able to simulate fluid
properties in an inventory with reasonable accuracy during pipeline blowdown.
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Figure 2.9: Comparison of fluid pressure with decompression wave speed for pure
CO; (initial conditions: 38.1 barg, 278.15K) (Mahgerefteh et al., 2013).

Curve A: data from transducers P13 and P14 (1.8 from rupture plane).
Curve B: data from transducers P15 and R6 (2.44m from rupture plane).

Curve C: experimental data.
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Figure 2.10: Comparison of fluid pressure with decompression wave speed for
95.97mole% CO, with 4.03mole% N, (initial conditions: 37.9 barg, 278.35K)
(Mahgerefteh et al., 2013).

Curve A: data from transducers P13 and P14 (1.8 from rupture plane).
Curve B: data from transducers P15 and P16 (2.4¢h from rupture plane).

Curve C: experimental data.
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Mahgerefeh et al, (2006) further developed OUTFLOW to model outflow following
rupture in pipeline networks. A detailed description of the boundary conditions used to

model fluid flow through junctions is presented in sectidh3

In the absence of suitable real data, OUTFLOW simulations were performed to
investigate the effects of pipeline configuration on the discharge process. Three

configurations of a 2&m pipelinewere simulated; these are shown in figRrkl
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Figure 2.11: Pipeline network configurations simulated by Mahgerefteh et al.,
(2006).

Maintaining an overall length of 28n, the pipeline ID and wall thickness was 0.419
and 0.019n respectively in every subsection. The pipeline was modelled as fully
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insulated ineach configuration; each pipeline and subsection was horizontal. The
inventory was 9@nole% CH, and 10mole% GHe at an initial temperature and pressure

of 283K and 117bara and at rest prior to rupture.

Fluid pressures at the rupture plane and intantls were compared for all

configurations, as shown in figuBel2.
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Figure 2.12: Fluid pressures at the rupture plane and intact ends of the pipeline for
all configurations (Mahgerefteh et al., 2006).

Curves Al and 2:intact and rupture plane data respectively, configuration A
CurvesB1 and 2:intact and rupture plane datarespectively, configuration B

CurvesC1 and 2:intact and rupture plane data respectively, configuration C

As may be observed from curve C1, depressurisation is predicted to occur ffastest
pipe configuration C. Comparison of the rupture plane fluidaiges supports this
conclusion, with fluid velocity beginning to decline significantly earlier than observed

for the other configurations. However, no significant differences were reported in the
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discharge rates from each configuration. The total masshaiged from each
configuration was not reported, nor was a discussion of mass conservation in the study.
Additionally, very limited data for fluid properties at the inlet or outlet of any junction

was reported (only fluid velocity data at thguhction, pipe configuration C).

In summary, OUTFLOW has been developed over a number of years to model outflow
from pipelines. The model 6s accuracy in
and rapid transients in the inventory has been demonstratedldpment of the model

to simulate outflow from pipeline networks has also been discussed.

2.4.5SLURP(Cleaveret al, 2003; Cumber, 2007)

Cleaver et al(2003)developedSLURP for simulating the outflowate from ruptured
pipelines transporting compresseuatile liquids The mathematical basis 8LURPIs
the same ashat origindly developed by Morrow (1982) with the extension of the
thermodynamic propertgnodelto account fora wide range of fluids with a consistent

degree of accuradCleaver et al.2003)

The main assumptions in SLURP includer failure along the pipe lengtlgutflow
from each ruptured end is naffectedby outflow from the otherthe pipeline is
infinitely long and the outflow from the pipeline is always chok@@aver et al(2003)
do not report that heat transfer between the ambient and the pipeline is accounted for.

Cumber(2007)extended SLURPSLURP_FAUSKE by reverting to the homogeneous
equilibrium flow assumption (SLURP_HEM) by assuming no phase slip and accounting
for fluid/wall heat transferSLURP_HEM_HT).

To study the impact of thee extensionsto SLURP a number of propane outflow
scenariosvere modelled and the resultomparedagainstPROFESpredictions Heat
transfer through the pipe wall was not accountedrfdhe PROFES prediction$able

2.2 shows the failurecenariosexamined.
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Table 2.2: Failure scenarios used in the comparison of predicted outflow of
propane at 15°C from a pipeline using SLURP and PROFESCumber, 2007)

Case Initial pressure (barg) Pipe diameter (mm)
P1 45 250
P2 70 250
P3 20 250

Figure2.13 shows the comparison die variation of mass flow rate with timfer case

P1. As it may be observethe SLURP models predict a heghflow rate than that given
by PROFES, with SLURP_FAUSKE giving the closest agreement. It is also observed
that the inclusion oheat transfer effecttSLURP_HEM_HT) has little impact on the

predicted outflow.Cumber(2007) stated thathis was consistentvith the findings of

Webberet al. (1999)where including wall heat transfer tended to improve predictions

of temperature and pressure profiles but notikeharge rate as compared to measured

data
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Figure 2.13: Comparison of predicted release rate for a propane pipeline at an
initial pressure of 46bara and 15°C (Cumber, 2007)

While Cleaver et al(2003)validated SLURP against various Isle of Grain tests when
originally presenting their modelCumber (2007) compared the upgraded SLURP
against PROFES simulations only.

2.4.6Machnet(Terenzi, 2005)

Terenzi(2005) presented MachnéMachnet_RealYleveloped to investigate the impact
of real gas behaviour on the interanot between pipelinelecompressiomnd ductile
fracture propgation. Hhmogeneous equilibrium iassumed between gas and liquid.
Thermodynamic propertiessuch as the void fraction, areletermined bylinear
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interpolationusing a look uptable with the density and specific inteal energyas
independent variables:luid/wall heat transfer is calculated by solving the Fourier
equation in cylindrical geometry between the external environment and theTihad.
ColebrookWhite correlation(Keenanand Neumann, 1946)s used to accounfor
frictional effects along the pipelinél'he resulting governing systeraf equations is
resolved usinR o e 6 s m Einitd Yotlime canservative scheme of tii@dunov
type (Godunovet al, 1979)

Terenzi(2005)also developed a modfr the decompressioof a pipeline transporting
an ideal gagMachnet_Ideal) byassunng zero heat transfer and frictionless flow to

derive a solution for the pressure at the exit planedaocdmpression wawspeed.

Machnet_ideal and Machnet_real preidics were comparedith the results otests
conducted at thd-oohills Pipelines Northern Alberta Burst Test Facility (NABT)
(PicardandBishnoi, 1988) Terenzi(2005)presented a comparison of experimental and
simulated data for NABT test 5 only; thisstenvolved the release ofaturalgas (ca
85% methanept 7.544MPa and 18.8C from a pipeline with ID 1422mm and ca.
60 m long.

Figure2.14 presents data for the variation of the ratio fgsureo initial pressure and
void fraction, both as a function afxpansion wavevelocity. Machnet Ideal and
Machnet_Real predictions (usingthe PR and SRK Eo0S) are comparedwith
experimental dataAs may be observedylachnet Realpredictions using both EoS
showreasonable agreement with the experimental déaahnet Idealoverpredicts the
wave speed throughout the decomprespiatess Additionally, the fluid void fraction
falls slightly from unity when the pressure ratio reaches ca. .0Ab this point
Machnet Real predictions using thBR and SRKEOS begin to diverge from the

experimental data.
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Figure 2.14: Measured and calculated decompressiowave speed results of NABT
Test 5(Picard and Bishnoi, 1988)

No further experimental comparisons were conductetdognzi(2005)and figure2.14
was the only quantitative validation data presented. Therefore the ability of

Machnet_Ideal to model outflow and-gdeessurisation of pipelines cannot be verified.

2.4.7Two-phase fluid model aBrown et al.(2014)

CCS pipelines are expectedttansport CQ in the liquid phase in order to maximise
mass flow rate. Consequently two phase flow is to be expected as a pipeline is vented or
blown down, with the potential for the inventory to stratify. In fact recent work
conducted as part of the COpBHaz projec{ i CO2 Pi p e Heagz dermonskrdiet 2 )
that stratification occurs only when the pipeline is punctured. High speed video
recording of fluid flow through a transparent section of a pipe undergoing blowdown
demonstrates that the greater turbuéemeithin the fluid during FBR ensures the

complete entrainment of the evolving vapour within the liquid (see figjats.
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Figure 2.15: Fluid flow patterns captured following puncture (a) and FBR (b) of a

pipeline containing dense phas€O, (Brown et al., 2013)

To model outflow following failure of a high pressure Q8pelineBrown et & (2014)
developed a twdluid transient flow model. The model was based on the single pressure
two-fluid model described by, for exampl&tewart and Wendroff (1984) Phase
interaction terms were modelled using simple constitutive relations which assumed
constant thermal relaxation time and interphase drag coefficient. Pipe wall temperature
is calculated by solving the transient heat conduction equation in two dimensions using
a Finite Difference method, the heat transfer rate between it and eaclpliaséd is
calculated using thBittus-Boelter (1985) correlation. It was assumed that only forced

convective heat transfer occurs within the pipe and the pipe was perfectly insulated.

The model was validated against experimental data gathered from thefEBES6mM

long, 233mm ID pipelinefilled with CO, containing ca. 0.2 v/v of air to a pressure

of 36bara and 27&. The pipeline was insulated with BIm thick glass wool along its

entire length. The validation was used to study the impact of thelmdde const it

parameters on simulated temperature and pressure profiles.

Figure2.16 presents the experimental and simulated faressures from 6 upstream
of the rupture plane. Simulations were conducted using a variety of thermal relaxation
times (). Predicted data generated using a homogeneous equilibrium model is also
included for referencéBrown et al., 2013)As may be olerved the twefluid model is
able to predict trends in the experimental data. However, no single relaxation time was

able to predict fluid pressure over the whole time period presented.
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Figure 2.16. Variation of experimental and predicted fluid pressure using various
thermal relaxation times () 6 m upstream of the rupture plane (Brown et al.,

2014)

Figure2.17 presents a comparison of the experimental and predicted liquid and vapour
temperatures from B upstream of the rupture plane. Simulations were conducted using
a variety of thermal relaxation timel). As for the fluid pressure predictions, with an
appropriate relaxation time the temperature of both fluid phases may be predicted.
However, when compared with figugl6 it may be observed that while a relaxation
time of 5x10%s produces the best pressure predictions following passage of the
decompression wave, it consistently produces thestwemperature predictions in both

phases.
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Figure 2.17: Variation of experimental and predicted liquid (a) and vapour (b)
temperatures using various thermal relaxation times ) 6 m upstream of the

ruptu re plane (Brown et al., 2014)

A comparison of the predicted and experimental wall temperatures was not presented.

2.4.8CFD-DECOM (Xu et al., 2014)

The model CFEDECOM was developed to model both fast depressurisation as well as
slow blowdown of pipelinesThe model is based in the conservation equations for mass,
momentum and energy, which are solved using a finite volume approach based on the
arbitrary Lagrangiaitulerian method (ALE) (Xu et al., 2014) Homogeneous
equilibrium in the inventory is assumethe PengRobinsonEoS (1976)was employed

to calculate thermodynamic properties and phase equilibrium data for the fluid. Pipe
wal | heat conduction is <calculated in t
Fairuzovs 2000)a p p r o(duceh &@., 2014) The source term for heat flux in the

cal cul at didendionab heat Ne wt

energy equation i s

conduction in the pipe wall was calculated separately.

CFD-DECOM was successfully validated against pipeline decompression data reported
by Botros et al(2007)and the Isle of Grain tests P40, 42, 61 and 65. Selected validation

results against the former are reproduced below.
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The pipeline modelled was 172 long with an ID of 49nm, the wall thickness was
5mm and the roughness 0.08n. Asthe real pipe was insulated it was modelled
assuming no heat transfer between the pipe wall and ambient. The inventory consisted
of a rich gas mixture (ca. 68 CH,, 21% CHe, 9% CsHg) at an initial temperature and
pressure of 268.R and 9.95VIPa respetively.

Figures2.18 and 2.19 present the experimental pressure and temperature data from the
vicinity of the rupture plane respectively, together with the corresponding- CFD
DECOM data. As may be observed, the predicted time at which the decompression
wave arrivesat the transducers agrees well with the experimental pressure data,
fractionally poorer agreement is seen in the temperature comparison at transducer T14.
Referring to figure2.18, from 0.1s differences of up to ca.MPa may be observed

between the experimental and predicted fluid pressures at both P8 and P10.

12
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— {— - P10 - Calculated
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Figure 2.18. Experimental and CFD-DECOM predicted fluid pressures near the
rupture plane (transducers P8 and P10 are 1.6¢dh and 4.04m from the rupture

plane respectively)Xu et al., 2014)
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Figure 2.19: Experimental and CFD-DECOM predicted fluid temperatures near

the rupture plane (transducers T8 and T14 are 1.64n and 23.05m from the
rupture plane respectively)(Xu et al., 2014)

The authors concluded that for all five experimental comparisons performed to validate
CFD-DECOM, the predicted pressure, temperature and inventory data vs. time were all

in reasonably good agreement with the experimental data.

2.4.9Conclusions of reviewedutflow models

In this section various pipeline outflow models have been reviewed with reference to
the model requirements for simulating of £@ipeline venting. These were the
necessity to accurately model transient fluid properties and wall tempeyatimcks
account for fluid/pipe wall/ambient heat transfer. It is notable that for each model no
wall temperature calculations were published, the implications of which will be

discussed in sectidhb.
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For the models SLURP_HEM_HT amdlachnet_Reainsufficient data was reported by

the researchers to properly assess their suitability for modelling venting. GasDECOM
was not considered as no data was found concerningnthed e | 6 s f or mul a
model ofBurlutskiy (2013, 2014 neglected heat transfer with the wall. The models of
Brown et al.(2014)and Xu et al. 014)were reported after the work described in this

thesis was begun.

Of the models formulated around thenservation equations for mass, momentum and
energy, OLGA tended to undpredict pressure at the rupture plane, occasionally by
significant margins. Further, OLGA predictions for pipeline discharge and rapid
transients were not consistently accurate. OLOW and FaNM predictions for
pipeline inventory and fluid properties were shown to be accurate. OUTFLOW was
shown to predict rapid transients in the fluid with acceptable accuracy; no equivalent
data was reported for FaNM. A further advantage of OUTFLOWaseported ability

to model pipeline junctions.

The model OUTFLOW is selected for use in this work based on the above review.
Based on the conservation equations, it requires an EoS to calculate the thermodynamic
and phase properties of the inventdry.section2.6 a brief review of the literature is

presented regarding work to identify an EoS appropriate for modelling CCS processes.

2.5Discussion of pipelinewvall temperature modelling

In reviewing the literature concerning pipeline outflow models it is notable that none
presented data concerning transient pipe wall temperatures during outflow. The
conjugation of the fluid and associated pipe wall heat cormuatodels was also not
described in detail. When reviewing the literature no suitable experimental data to
validate wall temperature predictions was discovered, indicating the past importance of
this information when modelling outflow from hydrocarbon gdipes. However as
discussed in sectioR.3, significant cooling of a C@pipeline wall can occur during

venting/blowdown. Thus at the very least the validatioragfipe wall temperature
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model is necessary before it may be reliably used to investigate the hazards associated

with CO, pipeline blowdown.

As part of the COOLTRANS research project National Grid UK recorded pipe wall
temperature and fluid data from d@r scale C@blowdown experiments. This data was
used to validate the pipe wall temperature predictions from OUTFLOW, a description
of the experiments and comparison of predicted and experimental results is presented in
sections5.2 and 5.4 respectively. As may be observed, cooling in the pipe wall is
significantly overpredcted by OUTFLOW. The development of OUTFLOW to model

CO; pipeline venting/ blowdown therefore requires the implementation of an accurate
heat conduction model to calculate transient pipe wall temperatures. This model must be
compatible with the Method &@haracteristics (MOC).

Zhang @014)developed and integrated a brittle fracture model with OUTFLOW. This
model replaced the transient energy balance modeAttf (2006) with the heat
conduction equation, written in three dimensions and solved usingijrifie Volume
method (FVM). Wall stresses in the vicinity of a rupture were calculated using the
Finite Element analysis tool ABAQUS$SIMULIA, 2011). The wall temperature

predictions of this model were not validated against experimental data.

Pipe wall hat conduction also plays a significant role in the steady state operation of
pipelines.Zhu et al.(2013)investigated the factors affecting the thermal performance of
two pipelines carrying crude and refined oil which were buried in the same trench.
Inconpressible fluid flow was modelled using the Navi&tokes equations. Heat
conduction in two dimensions was calculated for a cross section of the two pipe walls
and surrounding soil at various distances along the length of the pipes. The cross
sectional area was discretised using a progressive triangular array generated with
GAMBIT 2.3. All computations were carried out by with the FVM commercial CFD
code FLUENT 13.@Ansys, n.d.)

The model was successfully validated using steady state fluid temperatarecbrded

from a pipeline carrying crude oil, located In2rom a refined oil pipeline buried in the
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same trench. A comparison of the simulated and observed steady state crude oll

temperatures are shown in figl#@€0 along a 30&km length of pipeline.

- — Simulation result
327 - ® Actual measurement value

Tk
=]
o

|

L ikm)

Figure 2.20. Comparison of simulated and actual steady state crude oil

temperatures along a 30&m length of pipeline (Zhu et al., 2013)

Neither predicted nor recorded pipe wall temperature data was reporiéalbst al.
(2013)

Y a p and/Abayrak (2004)investigated heat conduction and thermal stresses in a pipe
contained flowing fluid (fully developed laminar regime) and subject to uniform and
nortuniform external heat flux. Fluid flow was modelled using equations for continuity,
momentum and energy; &e conduction in the pipe wall was calculated in two
dimensions (axial and radial). The governing equations were solved by FDM using
FLUENT 4.5(Ansys, n.d.) Simulation results were not compared against experimental

data.

Al-Zaharnalet al. Q000)invedigated thermal stresses in a pipe system in which a pipe
containing flowing fluid in a fully developed laminar regime was subjected to a uniform
external heat flux on the outer pipe wall. Fluid flow was modelled using equations to

describe continuity, moantum and energy. The pipe wall conduction equation was
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written in two dimensions (axial and radial). The governing fluid equations and
conduction equation were solved using an FVM approach. Simulation results were not

compared with experimental data.

As discussed above, the Finite Volume and Finite Difference methods (FVM and FDM
respectively) are used extensively in modelling pipeline systems. FDM involves the
discretisation of a problem such that dependent variables exist only at discrete points in
thedomain, thus a problem involving calculus is transformed into an algebraic problem.
FVM is a variation on the FDM, where the equation(s) governing the problem are
applied in integral form to control volumes within the dom@annehillet al, 1997)

This allows the calculation of properties at the centre of the control volume and on its

boundaries.

The FDM requires the domain to be discretised in a regular fashion throughout,
although for the FVM nodes need not be at the centre of the control volurietyipb
methods become difficult to use when the solution domain possess irregular geometry,
such as might be found on the valve and pipe infrastructure connecting a vent pipe to a

main pipe section.

The Finite Element method (FEM) has also found extenapplications in modelling

heat conduction in domains with complex geométrywis et al, 2004) The method
discretises the domain into a mesh of interconnected elements. The partial differential
equations describing the domain are reduced to a systelimeafr or norlinear
simultaneous equations, thus a continuous problem is reduced to one with a finite
number of unknowns at specified points, referred to as nodes. There is no requirement
for element shapes to be regular or nodes to conform to a regidapattern, thus

complex surface geometries on the domain boundary may be easily represented.
Given the flexibility of the FEM in discretising the solution domain it is selected for

integration with OUTFLOW to model pipe wall temperatures during vgnnCG

pipelines. The greater flexibility of this model compared to the FDM allows significant
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potential for further development of OUTFLOW to model heat conduction in complex

pipeline infrastructure, such as valves.

2.6 Equations of State for modelling M, pipeline outflow

Equations of state (EoS) are algebraic expressions that relate the temperature, pressure
and molar volume of real fluid¢Sinnott, 1999) They are often developed and
optimised in order to model specific systems; such as solids formdtiring CQ

pipeline blowdown(Martynov et al., 20142013) or CQ pipelines during normal
operation(Demetriadeset al, 2013) Selection of the most appropriate EoS for CFD

work can improve the accuracy of any data genei@ieandYan, 2009a)

2.6.1Criteria for selecting an Equation of State

An EoS for modelling blowdown of COpipelines should not be so complex as to
present numerical or analytical difficulties in application. It should accurately represent
the fluid properties over the range oiditions expected during blowdown (ca. 150 to

1 bara and ambient temperatures to at leastk)1l@nd especially the vapoeliquid
equilibrium (VLE) properties. Accuracy should be maintained when any relevant
impurities are added to the fluid. The suitdpibf a proposed EoS should be assessed

by comparison of calculated properties with real data.

The available C@experimental data useful for validating EoS predictions has been
recorded over the last 111 yegseeli et al, 2011) Inevitably some othis work has

been carried out with equipment and to standards that are now obsolete, use of some
experimental data must therefore be carefully considered. Fig@re represents
graphically the areas of the P/T phase diagram for which VLE experimental data exists,
and indicates which COmixture the data is associated with. Fig@r22 presents the

same information for experimentally measured mixture vol(ltnet al., 2011)
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Li et al. (2011)identified various knowledge gaps in the published experirheata.
Referring to figure2.21, the available data for GH,S, CQ/CO and CQSQO; does not
consistently extend to lower pressures and temperatures surrounding the saturation line
of pure CQ. Additionally, little VLE data is available for muldtomponent C®
mixtures such as CLCH4/N;, CO)/Ny/O, CO/CH4/H,S and CQCO/H,. For the
volume propertyli et al. (2011)found no data for C&0O, and CQ/CO. Referring to

figure 2.22, it may be observed that datar fimixtures containing B Ar and HS is

limited.

100 = | VLE

; 1 | =——C0/0,

— —CO/N,
_ = = = CO,/SO,
re— i‘""'l"""'"""" 3 | ===CO/H;S
] CO,/Ar
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3 | == CO,/CO
] CO,/NH,
— = CO,/N0,
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Figure 2.21: T/P ranges for which experimental VLE data for various CQ

mixtures relevant to CCSis available(Li et al., 2011)
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Figure 2.22: T/P ranges for which experimental mixture volume data for various

CO, mixtures relevant to CCSis available(Li et al., 2011)

2.6.2Li and Yan(2009a, 2009b)

Two recent studies investigated the applicability of eight v alculating the VLE
and volume data of CQOnixtures with impurities relevant to C&i andYan, 2009a,
2009b) The EoS investigated are shown in tabRtogether with the mixing rules used
with each.

In the equations presented in taBld; P, R, T andV represent the pressure, universal
gas constant, temperature and molar volume respectivelya,Theand c terms are
parameters of the EoS. The parameitensdj are the component indices, g, b andc;

are parameters in the mixing rule eqoas, x; andx; are the mole fractions in the liquid
phase for componentsandj, k; is the binary interaction parameter. For the PT EoS the
equation se2.3 was used irfLi & Yan, 2009a)and seR.4 in (Li & Yan, 2009b)
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Inappropriatek; values can result in poor EoS calculation accuracy, see for example
Ikedaand Schaefe(2011) The optimum value of; for a mixture can vary depending

on the property being calculatedi and Yan (2009a, 2009b)Xdetermined optimum
values ofk; for calcdating VLE, gas and liquid volumes for each mixture investigated

using the available experimental data. These valuksveére used for all calculations.

Chapter2 54



DEPARTMENT OF CHEMICAL ENGINEERING

Table 2.3: The EoS and associated mixing rules use in the studieslofand Yan (2009a, 2009h)

Equation of State Formulation Mixing Rule set Set number
PengRobinson (PR) ; YUY MY ®» BB oOOH p Q ; 01
(PengandRobinson, 1976) W 0 0w 0 W w H Bom 0
modified PR (MPR1) ; YUY 0 %» BB ®dd p Q ; -
(Li andYan, 2009b) 0 w0 000 0w 00 o0 - wd:d BodQ
PatelTeja (PT) ; YUY &MY %» BB oddd p Q; 03
(PatelandTeja, 1982) 0w 0w ow w 0o o H Bodd BodQ 0

®» BB wmddQ;

24

® Bown;o BodQ 0
RedlichKwong (RK) LYY Gyrys % BB OOH p Q ; -
(RedlichandKwong, 1949) W 0 0w o O Bom:Q 0O
SoaveRedlichKwong (SRK) : Y OUY % BB oddd p Q ; "
(Soave, 1972) w0 o o » BodQ 0O
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Table 2.3 (cont.):

Equation of State Formulation Mixing Rule set Set number
modified SRK (MSRK) . YUY & ®» BB oOd®Dd p Q ; -
(PenelouxandRauzy, 1982) W 0 0 0w 0 W d Bodd BodQ 0
®» BB odd p Q ;
improved SRK (ISRK) . YUY ®"Y 8
U ; = 5 ; T i = 2 AN - :
(Ji andLempe, 1997) ® 00O ® oD Q0 w BB ww poa;
® BonQ Q:a a
3P1T .Yy 0"y » BB owdd p Q ; -
(Yu et al, 1987) W W W W WwWow w & B(A)(:),(I) B(l)(I);TQ 0
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Li and Yan 2009b)used EoS equatiogets2.1, 2.2 and 2.4 to 2.8 to calculate the
volumes of CQ@ mixtures with varying concentrations of GHH,S, SQ, Ar and N.
Calculations for each mixture were also made over a range of temperatures and
pressures corresponding to the available experimental data. Calculated data was
compared to experimental data in terms of Absolute Average Deviation (AAD). A
summary of which BS predicted vapour and liquid volumes with the lowest and

highest overall AAD for each mixture is given in taBlé.

Table 2.4: Summary of the EoS with the lowest and highest AADor calculating
liquid volume (V) and gas volume (V) properties of each mixture(Li and Yan,
2009b)

_ EoSwith lowest AAD EoS with highest AAD
Mixture
V| Vg Vi Vg
CO,/CH,4 PT PT ISRK ISRK
COJ/H,S PT MPR ISRK RK
CO,/N2 PR PT ISRK ISRK
COu/Ar PT PR MSRK MPR
COJISO, PT ISRK ISRK RK

Li and Yan 2009b)investigated the effect of using different valuejobn the AAD of

the volume calculations for the mixtures discussed. It was observed that the AAD could
be very high, especially if the calculation involved a saturated gas/liquid. In the absence
of the large amount of data required to calculkate valueof O (zero) can be used (or 1

for the PT EoS), this would have the effect of ignoring attractive forces between
particles. It was reported that in this scenario the PR and PT EoS were generally

superior to the other EoS investigated for calculating vagodiiquid phase densities.
It was concluded that the PR and PT EoS (equatior2setnd?2.4 respectively) were

generally superior to the others considered for calculating the volume properties for
each mixturdgLi andYan, 2009b)
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Li andYan (2009a)also evaluated the ability of various cukoS to calculate the VLE

of pure CQ and CQ with various impurities relevant to CCS. The mixtures considered
were CQ with CHy, H.S, SQ, Ar, N, and Q. The EoS investigated were the PR, PT,
RK, SRK and 3P1Tgquationsets2.1, 2.3, 2.5, 2.6 and2.9 respectively.

Calculated and experimental data was compared and the results summarised in terms of
AAD. For pure CQ all the EoS, with the exception of the RK, were able to calculate
the saturation pressure wilm AAD less than 36, the SRK EoS was the best with an

AAD of 1.05%. Table2.5 summarises the AAD of the EoS for the calculation of
saturation pressurdd) and mole fraction of COin the vapour phase/{co,) for each
mixture (Li andYan, 2009a) From the data presented it was concluded that the PR, PT
and SRK are superior to th& and 3P1T for the calculation of VLE data for the ,CO

mixtures investigated.

Table 2.5: AAD of the EoS when calculating the VLE propertiesof binary CO»
mixtures (saturation pressure,Ps, mole fraction of CO in the vapour phaseys co)
(Li and Yan, 2009a) For some mixtures no data was reported, this is denoted by

PR PT RK SRK 3P1T
Ps 1.68 2.00 5.73 1.87 20.74
CO,/CH,
Ys,co2 2.63 3.14 16.71 2.79 26.95
Ps 4.17 3.62 4.08 4.02 3.50
COJ/0O,
Ys,co2 2.89 2.74 14.90 3.44 14.13
Ps 1.22 1.48 3.41 1.32 3.32
CO,/H.S
Ys,co2 4.54 4.28 9.28 4.49 4.79
Ps 2.08 1.62 4.08 1.79 3.10
CO,/Ny
Ys,co2 2.23 2.17 5.25 2.83 13.15
Ps 2.88 2.85 5.43 3.36 9.79
COJAr ) ) ) ) )
Ys,co2 I I I I 1
Ps 4.64 4.67 10.62 4.28 4.17
COJSSO, ) ) ) ) )
Ys,co2 I I I I 1
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The authors further investigated the effects of changingkihen the calculation
accuracy of the EoSs. It was concluded that the calibkatealues did not necessarily
improve calculation accuracy for saturated pressure compared with literature values,
however the accuracy of calculated saturated vapour compositions were imfiroved
andYan, 2009a)

2.6.3Non cubic Equations of State

Non cubicEoS have also been considered for modelling of CCS processes. A review of
the available research is givenlet al. (2011)and a brief summary is given here.

Li et al. (2011) discussed the investigation of various virial and extended virial
equationdor modelling the thermodynamic properties of 4th impurities. From the
evidence reviewed it was observed that their performance in modellipdid3 was

not significantly greater than that seen for cubic EoS.

The Statistical Associating Fluid €bry (SAFT) EoS has been considered for
modelling of CCS processes including transport and storage because it is capable of
modelling the thermodynamic properties of several complex fluids. SAFT can also be
used to reliably explore areas of a phase diagsame distance from areas with
supporting experimental datd.i et al., 2011) Ji et al. (2005) have studied the
interaction of C@H,O and CGQH,O/NaCl systems using a SAFT type EOS,
concluding that the EoS was able to represent the density and eguildoncentration

data for both mixtures.

The GERG EoSKunz et al, 2007)has also been considered for modelling of CCS
systems(Li et al., 2011) Its formulation is explicit in the reduced Helmholtz energy;
this allows for the calculation of all thermodymic properties from combinations of the
Helmholtz derivatives but also makes its implementation into simulation tools complex.
A limitation of the Eo0S is that it cannot be used with mixtures that contain sulphur. In

one study(Li et al, 2007)the accurag ascribed to the GERG was not obtained when
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calculating volume or VLE data for GQich mixtures. In this study the AAD of the
calculated liquid volume of CQOmixtures could reach as high as%8a considerably
higher AAD than that reported by the GER@mal

2.6.4Summary

In this section a brief review of the literature investigating the suitability of various EoS
for modelling CCS processes was presented. Among the cubic EoS considered, the SRK
was identified as producing the most accurate predictmmthe saturation pressure of

pure CQ between ca. 300 to 220 When compared with experimental data, among the
EoS considered the SRK, PR and PT were reported as generally superior for calculating
the VLE properties and the PR and PT EoS for calculating volume properties,of CO

mixtures.

The importance of a calibrated binary interaction parameter for accuracy of the EoS was
identified. In the absence of calibration data the binary interaction parameter may be
assigned a valwue of O (zero) or 1.withWwhen
the PT, these EoS were identified as more likely to produce accurate data compared to

the other EoS considered in taBl8.

2.7 Conclusion

In this chapter a brief discussion of the pipeline transportation eff@CCS and the
necessity and risks associated with venting/blowdown of such pipes was presented. The
depressurisation rate, propagation of rapid transients, digchate and pipe wall
temperature were identified as key parameters of the process that any outflow model
must be capable of capturing to properly model the outflow of f&@n a pipeline.
Various outflow models were reviewed and the model OUTFLOW wastsel for use

in this thesis based on its demonstrated accuracy in modelling the above phenomena.
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None of the pipeline outflow models reviewed, including OUTFLOW, had had wall
temperature predictions validated against experimental data. Comparison lof wal
temperature predictions from OUTFLOW against experimental data recently generated
by National Grid UK revealed the inaccuracy of these predictions. Therefore a review of
wall temperature models reported in the literature was presented and an FEM model of
heat conduction selected for implementation in OUTFLOW. This model was selected
based on its flexibility in modelling complex geometries and potential for development

to model complex pipeline infrastructure such as valves.

Finally, a brief review of tla reported work to identify an EoS for modelling pipeline
transport of CQwas presented. The PR and PT EoS were identified from a selection of
cubic EoS as most consistently accurate in calculating VLE and fluid volume properties

of pure CQ and binary C@mixtures.

In the following two chapters the formulation of the model OUTFLOW is presented.

Chapter2 61



DEPARTMENT OF CHEMICAL ENGINEERING

Chapter3: Background theory fo
pi pefllicave model OUTFLOW

3.1Introduction

For the accurate prediction of fluid flow from a pressurised pipeline a simulation model
must account for:

- rapid transients in a single and/or two phase flowing fluid;

- the thermephysical behaviour of the fluid mixture;

- the interaction of the fluid with the pipe wall.

The NavierStokes conservation equations represent the most complete formulation that
describes any fluid flow situation. These equations allow for the variation of fluid
propertesin threedimensiondn space, as well as in time. However,egsry term in

the equationsnust be resolved whesolving the full system of equatioriseir use is
computationdy demanding.Depending on the type of flow, certain terms in the
equations will have a negligible efft on the final solution ando may be safely
ignored

The final form of the NavieStokes equations, depending on the assumptions and
simplifications made, may be linear, quasilinear or nonlinear, parabolic or hyperbolic in
nature. Consequentlythe method of their numerical resolution must be selected

appropriately

This chapter presents the governing model assumptions and the mathematical
formulation of the model OUTFLOW, reviewed in sectii.4
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3.2Model assumptions

The most important underlying assumptions in the formulation of OUTFLOW are:

- steadystate flow exists prior to rupture

- flow is predominantly on@imensional except in the vicinity of a punat
where it is assumed to be twiamensional;

- for full bore rupture(FBR) the Homogeneous EquilibriunModel (HEM) is
applied, this treatsthe constituent phaseas if they are in thermahnd
mechanical equilibrium

- each pipeline segmertin individual pipelines or networks$ rigidly clamped,

of uniform cross sectional areadpossesielastic walls.

3.3Formulation of the governing conservation equations

The governing equations for generalised, unsteadydonensional fluid flow maye
expressed in terms of combinations of primitive parameters e.g. pressure, entropy,
density, enthalpy. For OUTFLOW these equations are formulated in terms of pressure,

entropy and fluid velocity.

The mass, momentum and energy conservation equat®tisiagiven byOke (2004)

To0 10 TioTi .1 o
To0%e "To%Teo “rTal 31
” T_O ’T_é T_E) ” P =

o OI|I o (bT O E+ 3.2
., \; I A ,

o T Y of 33

WhereP, u and sare the pressure, velocignd entropyas a function of timet, and
space,x. J, a, T and (i are thedensity, speed of sountemperature andsochoric

thermodynamic functionsge sectior3.5.3 of the homogeneous fluiQ,, d andg are
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the heat transferred through the pipe wall to the flthé angle of inclination of the
pipeline relative to the horizontahd the acceleration due to gravity respectivialys

the frictional force term, given by:

¢ @sSQ 34
0O

Wheref,, is the Fanning friction factor aridis the pipeline diameter.

3.4 Cubic Equations of State (EoS)

The conservation equations contain more than three independent variables and must
therefore be solved in conjunction with a fourth equation. For this ao@ge EOS is

used, as well as for calculating fluid thermodynamic and phase equilibrium data.

In the model OUTFLOW three cubic EoS are available: the SBadéchKwong
(SRK) (Soave, 1972)the PengRobinson (PR)Peng andRobinson, 1976)and the
Modified PengRobinson (MPR)(Wu and Chen, 1997) These are given below in
equations3.5, 3.6 and3.7 respectively

- Y'Y QY 35
U ] 5 ] ] 5
W W oW o
. Y'Y 0 "Y| 3.6
0 - s S ——
W W w Www w
. Y'Y O "Y| 3.7
W W 0w 0 THRTOW
Where:
v Y'Y 3.8
@Y
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For the,=SRK 4Q@747%= OndDS8G64. Fo045mheand PR
Qb=0. 07780. Feg= 0. hded 7NRPOROSAFOD q

For mixtures:

& OOE 3.10
d p O DB 311
o WO 3.12

WhereP, T, andV are the critical pressureNkm?), critical temperaturék) and molar
volume (m*kmol) respectively. In additionR and U are the universal gas constant
(kJ/(kmol.-K)) and alpha function, whil&;, yi and y; are the binary interaction

parameter and component mole fractions respectively.

Given the fluid molecular weighMy) (kg/kmol), the fluid density is given by:

3.13

0
W
The form of the generaliseadpha function used in conjunction with the SRK, PR and

MPR EoS is given by:

p [ p "Y8 3.14
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Where for each EoS:

SRK: I @ Ympd XIT ™ X1 @ 3.15
PR: I ™ x 1T EePd T ¢1¢ T @ WWC 3.16
MPR: I ™ puvpp® qPIXTTW ¢ PIX TT 3.17

T, is the reduced temperature andhe accentric factor

3.5Hydrodynamic and thermodynamic relations for the HEM

Comparisons with experimental data have shown that the HEM assumption is
applicable to the modelling of outflow from long (>1080) pipelines undergoing full
bore rupturdChen, 1995Mahgereftelet al, 1999)

The main equations used in the calculation of-plase fluid density, speed of sound,
the heat transferred to the flui@{) and the pertinent hydrodynamic relations are

presented in the following sections.

3.5.1Two-phase fluid density

Based on ta HEM assumption the pseuduxture density is given by:

. C 3.18
” p ”
, oo 3.19
oYY
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00 3.20

Where}, and}q4 are the liquid and gas densities respectivelys the fluid quality,
defined as the mass of vapour per unit mass of the bulk fiids the fluid

compressibility.

3.5.2Single and twephase speed of sadifAtti, 2006)

For singlephase real fluids, the speed of soum)l i6 the fluid may be expressed
analytically(PicardandBishnoi, 1987)

& "L 321

Where o is the ratio of specific heats ardthe isothermal coefficient of volumetric

expansion, given bfWwalas, 1985)

3.22

e-

3.23

Cp, andC, are the specific heats abrestant pressure and volume respectivélys the

specific volume of the fluid and the term— in equation3.23 can be obtained by

differentiating the PR and MPR Eo0S (equati8rsand3.7 respectively):

T o YY Y @ @ 3.24
10 0 O COW W

To YUY GY o p@TD 3.25
T o ® O G O TMIOhO O
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For two-phase flows equatioBi21is evaluated numericaliiMahgereftetet al, 2000)

& Yo 3.26
") " YRD YO

Where the subscrips denotes a constant entropy condition apd denotes an
incremental change in the fluid pressureRe 1x10° bar). T* is the fluid temperature

obtained from a pressusntropy flash at the incremented pressure.

3.5.3Evaluationof the thermodynamic functioin

The isochoric thermodynamic functighfor singlephase fluids (see equati@il) is
given by(Picard andishnoi, 1987)

ro 7, QY 3.27
T 0
Where uis the isobaric coefficient of volumetric expansiand is equal te — . In

the case of twqphase flowsi is calculated numerically as shown below, given that:
To0 . 10 3.28

Using one of Mwaase986ds rel ati ons

1o Ty 3.29
T T @

Sincewy P »:

Qo p 3.30
’Q” ”
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T_G i T_"Y 331
T T
Therefore, from equatiod.28:
rey Yy 332

Equation3.32 can be solved using the same numerical algorithm as that used for the

solution of equatior3.26.

3.5.4Fanning Friction Factoff,{)

The fanning friction factorfy,, is required for calculating the frictional force in the

momentum equation (equati@®). Fortransitionaland turbulent flows in rough pipes

fw is determined frongN. H. Chen, 1979)

p L. p@TTOQ 3.33
Tﬁ o8 Y p¥ oxacsi— O a®e
Where:
. 8 3.34
. XP T o
YQ

Bty o

R rin and Re represent the pipe roughness, pipe inner radius and Reynolds number

respectively.
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For turbulent flow in smooth pipelineRohsenowet al. (1998) recommend the

correlation proposed birecho(1965)for determining,:

YQ 3.35
e YQ ofp¢c pu

P A
e — (0) ]
5 P o X cp

According toRohsenow et al1998)the above correlation gives predictions withifio2
of experimental data.

The fanning friction factor for laminar fully developed flow is givenRghsenow et al.
(1998)

PP 3.36

3.5.5Thermalconductivity and viscosity calculations

The vapour thermal conductivity and viscosity needed for determining the Nusselt,
Reynolds and Prandtl numbers are calculated using the principle of corresponding states
using methane as a reference fluid. The wetls that described bly and Hanley

(1981, 1983)for nonpolar gases. It is claime@ssaelet al, 1996)that this method

(Ely and Hanley, 1981)is one of the few schemes able to predict the viscosity and
thermal conductivity for a wide range of npolar components with reasonable

accuracy.

In the case of liquid mixtures containing alkanes, viscosities and thermal conductivities
are determined from a semmpirical scheme presented Bgsaelet al. (1996) The

range of applicability of the scheme bgtween 28K to 400K and from saturation
pressures up to 99Oms where the uncertainty in the predictions is less th#n 5
(Assaelet al, 1996)
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For mixtures containing twphase fluids correlations proposed by the Design Institute
for Physical Propey Data(DIPPR)(DaubertandDanner, 1990are applied due to their
claimed accuracy. For twphase fluids, the mixture thermal conductivity and viscosity

is given by:
p e P 3.37

Wherecy, is the mixture property to be determined ag@ndc are the gas and liquid

properties respectively.

3.6 Fluid/wall heat transfer (Atti, 2006)

3.6.1Calculation of heat flux

Heat transferred to or from a flowing pipeline inventory must pass through the
enclosing wall. The process will be affected by the pipe wall properties and ambient

conditions unless the pipeperfectly insulated

Newt onds ¢Faimzov, h9§8; Mahgereftedt al, 1999)is commonly used for
determining the heat transferredatduid flowing in a pipe. It is given by:

= T o - . 3.38

WhereUy, Din, Tamn Tt and Q denote the overall heat transfer coefficient, the pipeline
inner diameter, the ambient and fluid temperatures anduhetity of heat transferred

to the fluidrespectively.

Equation3.38 lumps the pipe wall and the ambient as a single heat source with a

constant heat transfer coefficient. This ignores the pipeasalheatrepositoryand as a
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conductig medium. Additionally, the e of a constant heat transfer coefficient is

unrealistic when phase changes in the inventory are likely to occur during outflow.

Therefore a transient energy balarcased on a lumped body approdbtyers, 1987)

is applied across the fluid/wall/ambteimterfaces to model the transient heat transfer
process. The wall temperatures are updated at a given time step and used to estimate the
heat input to the fluid in the next time interval. FigBd shows a schematic

representation of the important heat transfer parameters.

Figure 3.1: Schematic representation of the heat flowacross the pipeline wall

based on the lumped body approacfAtti, 2006).

Tamb hamp @and T, in figure 3.1 represent the ambiertemperature, heat transfer
coefficientof the ambient and wall temperatuespectivelyT;, hs andQy, represent the
fluid temperature, fluid heat transfer coefficient and the quantity of heat transferred to

the fluidrespectively.
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