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Twitter, crowdsourcing, and other medical technology inventions producing real-time geolocated streams of personalized data have changed the way we think about health (Kostkova 2015). However, Twitter’s strength is its two-way communication nature – both as a health information source but also as a central hub for the creation and dissemination of media health coverage. Health authorities, insurance companies, marketing agencies, and individuals can leverage the availability of large datasets from Twitter to improve early warning services and preparedness, aid disease prevalence mapping, and provide personal targeted health advice, as well as influence public sentiment about major health interventions. However, despite the growing potential, there are still many challenges to address to develop robust and reliable systems integrating Twitter streams to real-world provision of healthcare.

1. Introduction

Health and well-being are top priorities for citizens, societies, and governments from individual to national and international levels. In particular, public health threats have become a focus due to globalization, the emergence of new diseases, and the reappearance of older infectious diseases. The SARS outbreak in 2003 illustrated how quickly a new virus could spread globally.

The growth of the Internet and social networks has enabled unprecedented support for individual health monitoring and personalized care, as well as large-scale public health measures (Smith & Christakis, 2008; Valente, 2010; Paul & Dredze, 2011). In particular, the role of Twitter in the health domain now encompasses a two-way channel for managing health and seeking health
advice at the personal level on one hand, and for aiding early warning and outbreak response systems with the aim of mobilizing knowledge and scientific expertise to protect populations on the other hand.

The spectrum of Twitter health research outreach is impressive. Paul and Drezde (2011) investigated how Twitter became an important medium for understanding concerns about public health, while Christakis and Fawler (2007, 2008) looked into the dynamics of health behavior on a large social network investigating smoking and obesity. De Quincey et al. (2014) and Takahashi, Abe, and Igata (2011) investigated the potential of Twitter to map hay fever, and Sadilek and Kautz (2013) demonstrated the impact of external factors such as pollution and the use of public transport on health.

However, the major focus of Twitter use in the real-world healthcare system has been centered on three topics.

Firstly, social networks have attracted a great deal of interest as a possible source of data for epidemic intelligence (EI), demonstrating it can enhance early warning outbreak detection systems through real-time large-scale population monitoring in order to predict the spread of the diseases.

The second challenge is using Twitter as a health news dissemination channel, in particular for health risk communication. Governments no longer have complete control over what is published by the media and how it is accessed. Twitter allows global populations to create and share content without editorial comment or moderation, which is of key importance during emergencies and public health dangers. However, this raises concerns over the quality of information shared via Twitter.

This leads us to the third opportunity – measuring sentiment on major health concerns such as vaccination. Users now have the difficult task of assessing the quality of the information they see without any specific medical training. They are often subject to false information, scare-mongering, and false advertising. A recent example is the widespread support that can be found online that ignores scientific evidence and claims that there is a link between measles, mumps, and rubella (MMR) vaccine and autism. The impact of this can be seen in the UK by the increased cases of mumps and whooping cough and the return of previously eradicated infectious diseases, such as measles. However, understanding the communities’ influence and sentiment can direct local public health communication and control measures where most needed.

This chapter is organized as follows. The next section discusses the role of Twitter as an early warning system through a case study from the 2009 swine flu pandemic. We next discuss the role of Twitter in the dissemination of information of public health importance with a case study highlighting the role of Twitter for disseminating the World Health Organization (WHO) declaration
of swine flu as a global pandemic on June 11, 2009. Further, we cover sentiment analysis and vaccination as a case study. The chapter concludes with discussion and future work.

2. Twitter – Early Warning and Preparedness

Epidemic intelligence (EI) is the automated identification of health threats and disease outbreaks, their verification and risk assessment, and investigation to inform health authorities about the required measures to protect the citizens (Kaiser & Coulombier, 2006; Kaiser et al., 2006; Paquet et al., 2006). For over a decade, electronic EI systems using automated news/media scanning tools have complemented traditional surveillance. However, with the increase in the use of social networks (SN) and user-generated web tools called “Web 2.0” (such as Wikipedia, YouTube, Reddit, Twitter, and Facebook), outbreaks are often discovered earlier through EI Web 2.0 tools than through traditional reporting channels. The potential of digital epidemiology analyzing digital data streams for public health purposes brings great potential and new challenges (Salathé et al., 2012) while creating new possibilities for the use of big data (Hay et al., 2013).

The constantly increasing amount of user-generated content on Twitter provides EI systems with a vital source of real-time geolocated context-aware online activity – the SN revolutionized the speed and timeliness of EI. For public health needs, sampling large populations are the core business that makes Twitter an excellent sampling tool.

In terms of epidemic intelligence, Twitter can be used to both track (de Quincey & Kostkova, 2009; Lampos & Cristianini, 2010; Lampos, de Bie, & Cristianini, 2010) and predict (Szomszor, Kostkova, & de Quincey, 2011) the spread of infectious diseases. We will discuss these studies in detail in the next section. Lampos and Cristianini (2012) used the technique of supervised learning for “nowcasting” events by exploring geolocated Twitter signals for influenza-like illness (ILI) rates. Further, a number of approaches adopted during the swine flu outbreak of 2009 were discussed by the British Medical Journal (BMJ), where public health agencies’ experts highlighted the potential and practical challenges (Malik, 2011; St. Louis & Zorlu, 2012). Also in the United States, ILI were tracked and correlated with Centers for Disease Prevention and Control (CDC) surveillance data by Culotta (2010), and a dengue fever was tracked using Twitter in Brazil by Gomide et al. (2011). Culotta’s approach used regression and illustrated strong correlation of the two datasets. The role of travel for seasonal transmission of A(H1N1) was also investigated
by Balcan et al. (2009) to provide evidence for potential travel restrictions for policy makers. Recently, Salathé et al. (2013) illustrated the role of digital epidemiology and Twitter for understanding the new strain of influenza A (H7N9) and coronavirus (MERS-CoV).

2.1. Twitter Predicts a Pandemic – a Case Study

In this section, we present two studies demonstrating the potential of Twitter to provide an early warning signal during the swine flu pandemic in 2009 (Kostkova, Szomszor, & St. Louis, 2014).

Our research using a dataset collected via the Twitter API in the period of May 7 to December 22, 2009, investigated a subset called “self-reported tweets” (users tweeting that they had the disease, whose tweets includes the phrases “have flu,” “have the flu,” “have swine flu,” and “have the swine flu,” in present and past tenses). The investigation demonstrated that these tweets provided a signal indicative of the signal created by the officially reported cases, and by cross-correlating the Twitter dataset with official surveillance, we demonstrated that Twitter detected the upcoming spike in the epidemics up to two weeks in the UK and up to three weeks in the United States.

By relying on self-reporting tweets, we make no estimates of the actual number of cases of the disease. However, for early warning systems, the signal change rather than the case numbers is important. We cross-correlated the Twitter self-reporting dataset with the official surveillance data from the UK Health Protection Agency (HPA)\(^1\) collected by the Royal College of General Practitioners (RCGP).\(^2\) The HPA provides weekly reports on the RCGP ILI consultation rates for England and Wales, Scotland, and Northern Ireland. For comparison, we normalized the tweets’ signal by calculating the percentage of tweets that are self-reporting flu for each day in our investigation period. By applying this normalization process, we eliminated the impact of global trends in Twitter activity (e.g., spam, increased retweeting, and increased posting of links). In Figure 5.1, the two graphs illustrate the HPA RCGP ILI consultation rate for England and Wales (square points, right axis) and the percentage of Twitter activity reporting flu (triangle points, left axis). There is a strong correlation between the two data sources, including a sharp peak in activity on Twitter (week 28, July 6, 2009), which corresponds to the rapid increase in the number of consultations.

---

\(^1\) HPA has been since restructured and renamed to Public Health England (PHE), but at the time of study it was the HPA.

\(^2\) www.hpa.org.uk.
For the United States, we took self-reporting tweets geolocated within the United States and correlated them with the U.S. surveillance data obtained from the CDC website (http://www.cdc.gov/flu/weekly/), the ILINet (U.S. Outpatient Influenza-like Illness Surveillance Network), as illustrated in Figure 5.2.

Figure 5.1. A plot showing the RCGP ILI rate for England (square points, right axis) versus self-reported cases on Twitter (triangle points, left axis).

Figure 5.2. A plot showing the ILI rate for the United States (square points, right axis) versus the number of self-reported cases on Twitter (triangle points, left axes).

For the United States, we took self-reporting tweets geolocated within the United States and correlated them with the U.S. surveillance data obtained from the CDC website (http://www.cdc.gov/flu/weekly/), the ILINet (U.S. Outpatient Influenza-like Illness Surveillance Network), as illustrated in Figure 5.2.
We quantify the correlation between the two data signals (in our case, Twitter versus official surveillance data) to illustrate the early-warning potential from the “time-lag” perspective by using the normalized cross-correlation formula. We calculated the normalized cross-correlation ratio between various signals from Twitter and the official RCGP UK surveillance data from surveillance and the United States from the CDC ILINet data. Since the data are gathered on a weekly basis, we perform the comparison using a weekly aggregation of Twitter data. Equation 5.1 gives the normalized cross-correlation function \( r \) we use, where \( x(t) \) is the total number of tweets during week \( t \), and \( y(t-i) \) is the number of reported cases according to the HPA or CDC during week \( (t-i) \). We calculate \( r \) across all flu tweets, those that are self-reporting, those that contain links, and those that are retweets for values of \( i \) between \(-4\) and \(4\).

\[
r = \frac{\sum_i (x(t) - \bar{x}) \cdot (y(t-i) - \bar{y})}{\sqrt{\sum_i (x(t) - \bar{x})^2 \cdot \sum_i (y(t-i) - \bar{y})^2}} \quad (5.1)
\]

In Figure 5.3, we display the values of \( r \) for weekly offsets between \( i = -4 \) and \( i = 4 \). The cross-correlation ratio (or sliding dot product) is a measure of how similar two signals are against a moving time lag. This means that values of \( r \) for \( i = 0 \) represent how much two signals are correlated, when \( i = -1 \), it represents how much the first signal’s last week’s value predicts the second signal’s current value. Thus, in Figure 5.3 we show that the self-reporting tweets have a strong correlation with the HPA data and CDC data. For early warning systems

![Figure 5.3. The cross-correlation plot between Twitter and the ILI reporting in the UK and the United States.](image-url)
using social media, we need to focus on the result for negative $i$, indicating that the Twitter signal predicts the CDC and HPA data by at least one week. There is still a strong correlation at $i = -1$ (when $r = 0.74$) in the UK, indicating that the HPA surveillance data could be predicted by Twitter up to week in advance. In the United States, the cross-correlation is even stronger, with a prediction potential up to two weeks, as we obtained $r = 0.87$ for $i = -1$ and still highly correlated $r = 0.75$ for $i = -2$. Therefore, this correlation results demonstrates the potential of Twitter for early warning and outbreak detection.

Further, in the real world, it is important to note that it takes about a week for the reported figures to reach the national level, be collated, and be acted upon. Therefore, the real-time monitoring of the social network could provide warning up to two weeks earlier in the UK and three weeks in the United States, significantly enhancing the preparedness and response operation.

In the United States, similar results were found by Signorini, Segre, and Polgreen (2011), who evaluated user sentiment during the swine flu outbreak and compared this sentiment with the CDC’s reported disease levels. The data collection in their project started in October 2009, thus missing on the first spike in the 2009 swine flu epidemics. While the authors use SVM for classification of tweets, the results in terms of early warning potential also indicate outbreak detection that is about two weeks earlier than that of public health (PH) agencies, thus confirming our own results.

However, for seasonal diseases, unlike the 2009 swine flu outbreak, where such a high interest and activity on social media from the public is unlikely to be seen, more robust methods are required to develop a system operating on all disease and conditions, improving sensitivity (a percentage of actual outbreaks correctly identified) and mainly specificity (a percentage of days with no outbreak correctly identified) and thus avoiding unnecessary false positives (incorrect outbreak alarm when there is no outbreak happening) that might occur with current solutions.

3. Twitter – Risk Communication and Health News Dissemination

In addition to the potential for early warning, Twitter is increasingly important for risk communication during public health emergencies.

Traditionally, risk communication was conducted using mainstream media – national TV, press, and radio – using a top-down approach led by public health authorities and ministries of health. In this regard, the 2009 swine flu pandemics were a major breakthrough – Duncan (2009) illustrated the spectrum of swine flu media coverage in the European Union, while a specific study
to analyze risk perception and information seeking behavior during the 2009 pandemic was conducted in Germany (Walter et al., 2012). Twitter was also investigated in its role as health news disseminator (Kwak et al., 2010). Much computing research, such as by Kwak et al. (2010), focused on understanding how information cascades through the Twitter social network. However, a large number of followers does not guarantee that information will propagate through the network (Cha, Haddadi, & Benevenuto, 2010) – other factors such as timeliness, accuracy, and entertainment play import roles, Savage (2011) looked into making sense of the information appearing in Twitter.

In the medical domain, the problems are challenging as they are addressing personal health – for example, inaccuracy of self-diagnosis of influenza due to the media hype was illustrated by Jutel et al. (2011) in the case of the 2009 swine flu outbreak. However, reporting public health information on social media during outbreaks (rather than sharing self-diagnosis data) remains a little researched topic – one of high importance due to the fast nature of information spread during emergencies, as our following case study will demonstrate.

3.1. **Twitter Spreads the News of the Pandemic – a Case Study**

In this section, we discuss a case study of the role of Twitter for promotion of online resources covering the WHO’s decision to increase the stage of the epidemic to 6 and declare a global “pandemic” on June 11, 2009. This was undoubtedly the most important event during the 2009 swine flu outbreak that, unsurprisingly, received widespread media attention and was extensively discussed on social media. After the WHO declaration of a pandemic state, a huge volume of information was published by online media with much focus on the effectiveness of vaccination programs and the possible methods to curb the spread of infection (Szomszor, Kostkova, & St. Louis, 2011).

Before we analyze the Twitter coverage of the pandemic, we briefly look at media dissemination through Twitter during the period before and after the declaration. A significant portion of the Twitter traffic we sampled contained a URL. Since the sample we have collected is focused on a particular topic (i.e., “flu”), the links posted provide a good indication of what resources are considered important by the community.

We conducted a classification of the most popular web resources found in our sample dataset to find out what types of resource are the most popular. A complete index of all hyperlinks appearing in our dataset posted to Twitter

---

was constructed, including the total number of times the URL appears as well as the total number of distinct authors. For example, the three most popular URLs were the following:


Note that the most popular was “coverage” by the satirical news site the Onion.

The classification task was conducted by an experienced journalism grad-student on the most popular 769 resources posted between June 2, 2009, and August 29, 2009, placing each item in one of the following categories: Blog, News, Medical Organisation, Spam, Video, Poll, Comic, Aggregator, Game, Sales, Download, Campaign, or Suspended Account.

Table 5.1 contains the total number of distinct authors and total number of resources for each classification category. The most widely represented in terms of number of distinct resources linked is spam (40 percent). In the majority of cases, this was simple to verify because the user’s Twitter account had

<table>
<thead>
<tr>
<th>Category</th>
<th>Total Authors</th>
<th>Total Resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blog</td>
<td>7573</td>
<td>162</td>
</tr>
<tr>
<td>News</td>
<td>6151</td>
<td>117</td>
</tr>
<tr>
<td>Medical Organisation</td>
<td>4388</td>
<td>38</td>
</tr>
<tr>
<td>Spam</td>
<td>4231</td>
<td>312</td>
</tr>
<tr>
<td>Video</td>
<td>3897</td>
<td>72</td>
</tr>
<tr>
<td>Poll</td>
<td>741</td>
<td>5</td>
</tr>
<tr>
<td>Comic</td>
<td>484</td>
<td>8</td>
</tr>
<tr>
<td>Aggregator</td>
<td>318</td>
<td>10</td>
</tr>
<tr>
<td>Game</td>
<td>294</td>
<td>4</td>
</tr>
<tr>
<td>Sales</td>
<td>288</td>
<td>31</td>
</tr>
<tr>
<td>Download</td>
<td>248</td>
<td>8</td>
</tr>
<tr>
<td>Campaign</td>
<td>63</td>
<td>1</td>
</tr>
<tr>
<td>Suspended Account</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>
been suspended or the redirection link registered with URL shortening services had been disabled.

We also identified the number of distinct authors who tweeted a reference to a resource (hence providing a direct measure of the resource’s popularity). Blogs are the most widely linked (26 percent), closely followed by official news articles (21 percent) and pages from official medical organizations (15 percent).

Coming back to investigating the dissemination of the WHO decision to declare a global pandemic on June 11, 2009, a significant amount of reaction was captured by Twitter. This event and the corresponding data we have collected provide a unique opportunity to investigate how accurate and timely the responses from major news and public health organizations was, as well as how the news propagated through the network over time.

All links found in our sample dataset on the June 11 and 12, 2009, were examined. URLs were programmatically harvested to determine whether they are still active (i.e., they have not been disabled because they were spam) and whether they are redirected via a URL shortening service. After following all redirection links, it became apparent that many popular online news websites have more than one URL for a particular article. For example, extra arguments are often added to the URL, such as the search term used by the user to reach the page or localization information. Each resource was inspected manually to determine whether it was a direct reference to the WHO announcement. Articles from the most popular news organizations (both UK and U.S.) were shortlisted, along with those from two official health agencies: the WHO and the CDC.

Figure 5.4 shows the popularity of links posted to Twitter (in terms of the number of distinct authors) on an hour-by-hour basis twenty-four hours after the announcement (the time zone is GMT). Ultimately, the most popular resource is the BBC article (arriving to Twitter at 2–3 PM GMT), but this is not the first to make an appearance in Twitter. CNN, Reuters, and USA Today were the first to arrive in Twitter (10–11 AM GMT) – four hours before the BBC article was picked up. Both the WHO and CDC also have articles that appear in Twitter (the CDC’s arriving much sooner than the WHO’s), but their uptake is very small compared to the BBC and CNN articles. A link to the website of the European Centre for Disease Prevention and Control (ECDC) covering the news appeared only once.

To summarize, within the space of a few hours, most major news organizations had published on the topic, and those articles were propagated through Twitter. It would seem that timeliness is not a good predictor of overall success of dissemination of the news: between June 11 and 12, 2009, the BBC article
became the most popular even though it appeared on Twitter four hours later than other news agencies.

However, to fully incorporate social median channel in risk communication strategies by major public health agencies, more research is required to better understand public understanding, reaction, and behavior in response to emergency alerts. Also, the population not using social media and the Internet needs to continue being served by traditional mass media communications.

4. Twitter – Health Sentiment and Public Language

Twitter has been used to assess the populations’ sentiment since the early days of Twitter research. For example, Golder et al. (2011) used Twitter to assess diurnal and seasonal mood across different cultures. Covering Twitter-based research into sentiment in general terms is not the aim of this chapter. Here we will focus on health sentiment; positive and negative feelings about diseases; and, in our case study, an important public health measure – vaccination.

The homophily hypothesis stipulates that social interactions and networks are a result of likeminded views and values, while according to social influence hypothesis, the causality is the other way around. A number of studies investigated the confounding of influence-driven and homophily-driven contagion
in social networks; examples include Aral et al. (2009), Shalizi and Thomas (2011), among others. However, these factors have a wider implication for public health interventions, prevention measures, and disease control. Salathé et al. (2013) demonstrated that a large number of opinionated neighbors inhibit the expression of sentiments, while exposure to negative sentiment “spreads” and is predictive of future negative sentiment expression. On the other hand, exposure to positive sentiments is generally not; it can even predict increased negative sentiment expression.

An increasingly important role of Twitter also lies in providing an insight into public information needs; public understanding of health terminology; use of lay language, colloquial terms, and jargon; and the general information the public needs about health.

In a recent study of antibiotic understanding on Twitter, social media was shown to be a useful way to disseminate medical information, but that it is also prone to abuse (Scanfeld, Scanfeld, & Larson, 2010). In particular, Twitter can be used to assess public knowledge (e.g., the widely held but incorrect assumption that antibiotics will treat a cold, or that course of antibiotics, prescribed by a doctor, can be stopped once the symptoms have disappeared) and therefore reveal gaps in public understanding. Further, data correlation of three datasets (news, searches by public, and searches by professionals) were investigated on the NeLI/NRIC datasets (Kostkova et al., 2013). Although this study did not use Twitter, it illustrated a strong correlation of public information needs with media coverage of health topics. Gesualdo et al. (2014) investigated the public usage of jargon in relation to ILI and correlated the use of related terms on Twitter, joining the ECDC ILI case definition with that of the United States’ traditional surveillance systems.

Our case study illustrates the role of health sentiment on social networks regarding one of the most important public health measures, vaccination.

### 4.1. Twitter Gets You Vaccinated: A Case Study

Vaccination is an ideal example of successful public health intervention protecting entire populations from previously deadly communicable diseases (CDC, 1999). However, due to recent vaccination scares and antivaccination campaigns, previously high vaccination levels have been going down, and almost eradicated diseases (tuberculosis, measles, etc.) are on the rise (Ash, 2010). Outbreaks of vaccine preventable diseases (VPD) are more likely to
happen if overall vaccination rates decline (Jansen et al., 2003) or if a strong vaccination refusal is common in local communities (Salathé et al., 2008).

Salathé and Khandelwal (2011) conducted a large investigation of vaccination sentiments in online social networks. Using publicly available data from 101,853 users of online media collected over a period of six months (from August 2009 until January 2010 in the United States) during the swine flu pandemics, a spatiotemporal sentiment toward a new vaccine was measured. This was validated against the CDC-estimated vaccination rates by region to demonstrate a strong correlation.

Out of the 477,768 collected tweets, 318,379 were classified relevant to the A(H1N1) vaccine. Tweets were classified into four categories: out of those 318,379 tweets, 255,828 were classified as “negative” and 35,884 as “positive,” while the rest were considered “neutral” and “irrelevant.” For example:

- “Off to get swine flu vaccinated before work” is a “positive” tweet.
- “What Can You Do to Resist the U.S. H1N1 ‘Vaccination’ Program? Help Get Word Out. The H1N1 ‘Vaccine’ Is DIRTY. DontGetIt,” is a negative tweet.
- “The Health Department will be offering the seasonal flu vaccine for children 6 months–19 yrs. of age starting on Monday, Nov. 16,” is deemed a “neutral” tweet.
- A tweet was labeled as “irrelevant” if it was retrieved in error and was not related to vaccination and swine flu.

Three machine learning classification algorithms were used (Naïve Bayes, Maximum Entropy, and a Dynamic Language Model classifier), and labels to train the classifiers were provided by students participating in the study, demonstrating 64 percent average accuracy. A social network was created from the data by taking into account all users (constituting “nodes”) who posted at least one positive, negative, or neutral tweet. An “edge” in the social network (SN) between users A or B means that A was B’s follower at any point of time or vice versa. Note that this algorithm treats the network as static rather than as dynamic. The overall influenza vaccine sentiment score is defined as the relative difference of positive and negative tweets \((n_+ - n_-)/(n_+ + n_- + n_0)\).

Figure 5.5a shows the absolute numbers of positive, negative, and neutral tweets per day in the United States. The overall influenza vaccine sentiment score started at a negative value in late summer 2009, but showed large short-term fluctuations. The fourteen-day moving average turned positive in mid-October 2009 (as the vaccine became available) and remained positive for the rest of the year (see Figure 5.5b). The influenza A(H1N1) vaccination sentiment score was found positive, correlated with estimated vaccination coverage as provided by CDC. The authors found a very strong correlation on
the level of U.S. Department of Health and Human Services (HHS) regions (weighted $r = 0.78$, $p = 0.017$) using the estimated vaccination coverage for all persons older than six months (see Figure 5.5c), as well as a strong correlation at the state level (weighted $r = 0.52$, $p = 0.0046$). These results are important for planning public health efforts focusing on target areas for communication interventions.

5. Discussion

5.1. User Demographics

Firstly, Twitter is creating bias due to lack of representativeness of the population demographics. Pew Research Center investigating Twitter usage in America revealed that Internet users aged eighteen to twenty-nine are significantly more likely to use Twitter than older adults and that minority (African American and Latino) Internet users are more than twice as likely to tweet as white Internet users.\(^5\) Furthermore, women (10 percent) are using the service more actively than men (7 percent). Personal information dominates

the communication (72 percent), closely followed by work communication (62 percent). The Pew Research Center also found that 31 percent of users used their mobile phones to search information about their health, which has almost doubled since Pew’s previous study in 2010 when it was 17 percent of users (Fox, 2009). Relying on the dramatic increase of Twitter usage globally, demographic bias is unlikely to be a major issue for Twitter research in the future; however, in comparison with the randomized control trials (RCT) widely used for epidemiological studies, the digital divide bias needs to be considered when Twitter dataset results are to be generalized.

5.2. Location Awareness

Further, location awareness remains an issue; reliance on profile variables is introducing an inevitable bias, while the availability of GPS coordinates of tweets, providing the desirable accuracy and location awareness, is still in a far future from a global user’s perspective. Other methods for determining user location beyond GPS are discussed in Chapter 1.

5.3. Integration of Multiple Data Sources

Barboza et al. (2013) compared operational early warning systems on a detection of A/H5N1 influenza events. They highlighted the need for “more efficient synergies and cross-fertilization of knowledge and information” (Barboza et al., 2013, p. 8). A roadmap for digital disease surveillance that incorporated new data sources was also outlined (Kostkova, 2013) and identified six types of data sources:

- **News/online media** (including automated scanning systems such as MediSys (Linge et al., 2009)
- **Digital traces** (such as the online keyword searches researched by Ginsberg et al. [2008] and Wiseman et al. [2010])
- **Pro-Med** (a professional mailing list for communicable diseases’)
- **Labs/clinical reports**
- **Participatory systems** (such as the multilingual EpiWorks project Influenzanet⁷ and the UK portal Flusurvey⁹)
- **Twitter/social media**

---

Integration efforts combining all social media, participatory systems, and traditional surveillance to enhance the early warning capacity and rapid response by public health agencies are under way under the medi+board framework dashboard (Kostkova et al., 2014a, 2014b), but these efforts will require further research, health stakeholder engagement, and political will.

Twitter inevitably has the potential to spread evidence-based information quickly. However, how to use this potential effectively in public health emergencies to best protect the public from relying on distorted and panic-raising coverage remains a challenge.

5.4. Twitter – Personalized Health Information and Privacy

Undoubtedly, Twitter has huge potential to deliver personalized targeted information to users where and when they need it. Even better, using geotagging, it can direct those in need to local healthcare services and professional health advice in their vicinity. This opportunity brings major ethical challenges for privacy and personal data usage that have not been widely researched yet.

This closely relates to user privacy – while Twitter users agree to sharing their information in the public domain, which enables an unprecedented amount of research data to be available for research, not all users seem fully aware of this fact. Further, it goes without saying that Twitter is not the most appropriate media for sharing sensitive personal health information nor for providing personalized advice. Striking the right balance between user privacy and health advice opportunities is an ongoing challenge. While there are public reservations about governments’ attempts to share electronic patients records (EPR) for research benefits and/or commercial needs (for example, the controversial Care.Data initiative in the UK in 2014), the popularity of Medtech wearable and tracking devices resulted in users being increasingly willing to give up their private personal health data (often with GPS location coordinates) to the industry without any control of the usage, sharing, or even sale. These ethical challenges require further open debate with all major stakeholders, including users, citizens, healthcare providers, governments, researchers, IT, and Medtech industry to ensure that the right balance is agreed upon and enforced.
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