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[bookmark: _Toc414537351]ABSTRACT

The purpose of this thesis is to model, investigate and where possible validate the impact of Emergency Shutdown Valve (ESDV) closure on mitigating the fugitive releases from failed CO2 pipelines employed as part of the Carbon Capture and Storage (CCS) chain. Additional mathematical modelling work is also presented for simulating steady-state fluid flow and mixing in CO2 pipeline networks containing the various types of impurities representative of the different capture technologies, including pre-combustion, post-combustion and oxyfuel. 

The pipeline rupture transient flow model, based on the numerical solution of the conservation equations using the Method of Characteristics, incorporates Wu’s Modified Peng-Robinson equation of state to deal with pipelines containing pressurised CO2. It utilises the homogeneous equilibrium flow (HEM) assumption, where the constituent phases in a two-phase mixture are assumed to be in thermal and mechanical equilibrium.

The first part of this study focuses on the development and experimental validation of the CFD model for simulating the dynamic response of inline ESDV’s in limiting outflow following the rupture of pressurised pipelines. The model accounts for the pertinent valve characteristics including the activation and closure times as well as its proximity to the rupture location. The validation of the model involves comparison of its predictions against measurements taken following the controlled Full Bore Rupture (FBR) of a 113 m long, 0.15 m i.d.  pipeline containing CO2 at 151 bara and 27 oC incorporating a ball valve along its length. The data recorded and simulated include the transient fluid temperatures and pressures immediately upstream and downstream of the closing valve following FBR. Excellent agreement between the two sets of data is obtained throughout the depressurisation process.

The above is followed by the linking of the publically available SLAB dispersion model for heavy gas clouds to the validated outflow model. The combined model is then tested against existing experimental data from the CO2Pipetrans research project involving the blowdown of a 30 m long, 0.6 m i.d. of a CO2 pipeline from initial temperatures and pressures ranging 278 to 284 K and 104 to 156 bara respectively. 
The combined outflow and dispersion model is next used to determine the optimal spacing of ESDVs for CO2 pipelines. This is done by solving an optimisation problem involving trading off the 7 % (vol./vol.) CO2 concentration contour area (concentrations above this are considered fatal) against the cost for valve installation. Level diagrams are then used to determine the optimal separation distance for ESDVs.

Finally, the problem of steady-state flow in pipeline networks is analysed. A flow model is developed to determine the required inlet pressure at CO2 source locations to obtain a specific delivery pressure for given source CO2 mixture compositions and flowrates. The model is then used in a realistic case study with two inlet sources and one delivery location. The required inlet pressures at the source locations are determined for given initial feed flowrates and compositions, to attain a desired delivery pressure. In addition, the downstream fluid  temperature and fluid compositions are also determined.
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[bookmark: _Toc414537353]CHAPTER 1: INTRODUCTION

Over the years, the theory that greenhouse gases produced by the combustion of fossil fuels are responsible for climate change has gained increasing importance. According to the National Oceanic and Atmospheric Administration (NOAA), the current concentration of CO2 in the atmosphere is 399 ppmv (Tans, 2014). The Geophysical Fluid Dynamics Laboratory (GFDL) predicted a rise of 3.7 °C in temperature with a doubling of this level of CO2 concentration (GFDL, 1999). Such a rise in temperature would cause a rise in the global mean sea level due to the thermal expansion of water and the melting of the polar ice caps, leading to catastrophic consequences.

The global energy demand is predicted to increase by 36 % from 2008 to 2035 (IEA, 2010). Despite increased investment in renewable energy sources, fossil fuels are expected to account for 50% of the demand for energy. Given these observations, the likelihood of CO2 concentrations doubling from current levels seems highly plausible.

Methods to capture CO2 from industrial point sources, such as coal-fired power plants, steel and cement manufacturing plants and to sequester this captured CO2 are thus becoming increasingly important. These methods are collectively referred to as Carbon Capture and Sequestration (CCS) methods. CCS is thus a curative measure to reduce the amount of CO2 emitted to the atmosphere.

Transportation of CO2 from the source location to the storage location for CCS can be achieved through various means, including shipping, road and rail transportation but the most economical and convenient method for transporting CO2 is through pipelines (Doctor, R. et.al., 2005). Efficient transportation of CO2 is a major objective for CCS projects today and studies have been made into optimal operational conditions and associated costing for hypothetical CO2 transportation projects (McCoy & Rubin, 2008).
 
A key aspect of pipeline transportation is the risk associated with pipeline failure. These risks are well known for conventional fluids transported by pipelines including crude oil, natural gas and water. For CO2, however, the evaluation of these risks remains a new area of research. Evaluating risk involves understanding the consequences of different types of failures including punctures and Full Bore Rupture (FBR) of pipelines and the frequency of such failures. For the case of CO2, such failures may result in loss of life when the concentration of the effluent reaches 7 % in the vicinity of the failed pipeline, when the exposure period is greater than 1 minute (Kruse & Tekiela, 1996).  Consequences are usually analysed through large-scale experiments (Cosham et al., 2011) involving the controlled rupture of pipelines, the simulation of release from pipeline failures (Mahgerefteh, Brown, & Zhang, 2011) through complex depressurisation numerical models or both. Where possible, the numerical models developed to predict the highly transient outflow of inventory from a failed pipeline are usually validated against the experimental data. 

There are two approaches to modelling the depressurisation of failed pipelines: rigorous two-fluid models which take into account non-equilibrium effects and the less rigorous and computationally less expensive Homogeneous Equilibrium Model (HEM) based methods. Both of these require the solution of the mass, momentum and energy conservation equations using a numerical technique.

For the most part, several two-fluid models have been developed primarily to predict the Loss Of Coolant Accidents (LOCA) in the nuclear industry (Peterson, Chexal, & Clements, 1985). Ishii (1984)  studied this by developing a two-fluid model, involving spatial averaging, taking into account the complex interphase transfer terms. The basis of this model is that the two constituent phases of the flow are treated independently in terms of two sets of conservation equations, for mass, momentum and energy, and the phases are weakly coupled through phase interaction terms in the constituent conservation equations. This formulation is the most robust formulation for two-phase flow, with the only limitation being the dependence of the interphase transfer terms on the type of flow regime, i.e., stratified, dispersed, slug etc., prevalent. Although the above formulation is accurate if the type of flow is known in advance, it still remains computationally expensive. Furthermore, there is a tendency of the above models losing their hyperbolicity and hence becoming ill-posed.

In recent years, Mahgerefteh and co-workers (Mahgerefteh, Denton, & Rykov, 2008, Mahgerefteh, Saha, & Economou, 1997, Mahgerefteh, Brown, & Denton, 2012) at University College London (UCL) have developed numerical solutions to the problem of pipeline failure using the less rigorous HEM. The main assumptions behind this model are that the two phases are fully dispersed and are in thermodynamic equilibrium with each other. The model has been validated against available experimental data, for the case of FBR, and shows reasonably good agreement. Thus, it can be seen that though the model is not as mathematically rigorous as the work of  Ishii (1984), it is adequate for the purposes of pipeline depressurisation and remains less computationally expensive, as compared to the two-fluid model.

The purpose of this work is to extend the current HEM model developed at UCL for the specific case of dense phase CO2 pipeline failure. The main objective is to study the impact of Emergency Shutdown Valve (ESDV) closure in minimising the hazards associated with a pipeline failure and to further, find the optimal spacing of ESDVs for pipelines transporting CO2. In order to achieve this, the following tasks need to be performed:

· Introduce additional boundary conditions to account for ESDV closure, correcting previous flaws in implementation (Mahgerefteh et al., 1997), in failed pipelines to study the impact of their closure on inventory lost.

· Incorporate a published dense gas dispersion model to the existing HEM outflow model to study the variation of CO2 effluent concentration with distance from the ruptured pipeline.


· Develop and solve a multi-objective optimisation problem to determine the optimal valve spacing in CO2 pipelines.

In addition, a steady-state pipeline network model is developed to study the impact of variation of different source compositions and inlet temperatures on the outlet compositions and temperatures. 

This thesis is divided into 9 chapters:

Chapter 2 is a brief literature review on the mathematical modelling of fluid flow in pipelines, concentrating specifically on those works studying the prediction of outflow of inventory from failure of such pipelines. This includes an assessment of the degree of rigour and computational efficiency of the methods implemented along with a summary of their performance, if they have been compared, against experimental data.

Chapter 3 provides a description of the conservation laws used to model fluid dynamics in pipelines. As the mathematical form of the conservation laws are partial differential equations,  a brief review of partial differential equations and their classification i.e., hyperbolic, parabolic and elliptical are also provided. The chapter further describes the Modified Peng-Robinson EoS (Wu & Chen, 1997) and the phase stability calculations required to determine whether transition from single phase to two phase flow has been reached.

Chapter 4 presents a description of the method of characteristics, which is the method used in this study to numerically solve the conservation equations. Also discussed are the relevant boundary conditions required to solve the system of hyperbolic equations, including the boundary condition implemented across ESDVs, which for the purposes of this study are assumed to be ball valves. The initial steady-state fluid dynamic model used to predict thermo-hydraulic properties along the pipeline prior to failure is also described.

Chapter 5 provides a summary of the results obtained for a hypothetical dense phase CO2 pipeline depressurisation scenarios equipped with ESDVs. The cases studied included situations involving the variation of the rate of valve closure and location of valves along failed pipelines. The chapter ends with the validation of the model described in chapters 3 and 4 using experimental data from the COOLTRANS research project (Cooper, 2012).

Chapter 6 describes the incorporation of a dense gas integral dispersion model, SLAB (Ermak, 1997), into the outflow model described in chapters 3 and 4. This is done to predict the downwind concentrations of CO2 released from a pipeline due to its failure. The combined model is then validated against experimental data obtained from the CO2Pipetrans research project.

Chapter 7 studies the problem of the optimal location of ESDVs in pipelines transporting dense phase CO2. A description of the multi-objective problem is made along with an account of the main methodology used to solve the problem. The method developed is then used to optimally space valves along a hypothetical pipeline whose specifications are derived from existent natural gas pipeline transportation guidelines.

Chapter 8 presents a model for simulating steady-state flow in pipeline networks transporting CO2 and CO2 mixtures. A realistic case study is analysed, varying the input feed composition and inlet flowrate from two sources to observe their impact on the required inlet pressure for s given delivery pressure.

The thesis-concluding chapter 9 summarises the key outcomes of the research including recommendations for further research.
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[bookmark: _Toc414537355]2.1 INTRODUCTION

In the UK, the Pipeline Safety Regulations 1996 (HSE, 1996) require that the risks associated with the construction and operation of major accident hazard (MAH) pipelines are as low as reasonably practicable (ALARP). In order to achieve this, quantification of the risk associated with failed pipelines is necessary. Thus, models predicting the properties of effluents from such pipelines need to be developed.

Denton (2009) presented an extensive review of the most widely used commercially available and academic outflow models for pipeline ruptures. A large body of new work has since been published on the modelling of various aspects of pipeline failure/blowdown and its numerical simulation. In addition, some of the models reviewed by Denton (2009) have since been compared with new experimental data or extended to account for new flow phenomena.

This chapter describes the models developed to predict multiphase flow from pipeline failures. The available models range in complexity from being based on the simplistic Homogeneous Equilibrium Model (HEM) to the highly complex two fluid model.

The first section of this chapter is dedicated to describing the underlying types of fluid dynamics models developed to simulate multiphase flow. This is followed by a detailed description of the existing models available in literature predicting pipeline depressurisation scenarios.

The chapter ends with an explanation for the choice of model used for the rest of this thesis.
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The HEM for two-phase flow is based on the assumption of infinitely rapid transfer processes between phases for mass, momentum and energy, which results in equal local flow velocities and equal local temperatures for the two phases. This model has been widely utilised by Mahgerefteh et. al., (1999) partially because of its computational efficiency and the ease with which complex Equations of State (EoSs) can be incorporated.

The one-dimensional HEM two-phase flow is given by the three conservation equations for mass, momentum and energy:

Mass Conservation:
	

	(2.1)


Momentum Conservation:
	

	(2.2)


Energy Conservation:

	

	(2.3)



where, ρ, e, u, P are the average density, internal energy, velocity and pressure of the two phase mixture, respectively. Q is the net external heat transferred to the system and F is the net force applied on the system. Here, t and x represent the time and x co-ordinate (direction of flow).

A further equation in the form of the EoS allows the system to be completely determined.

The complexity of the above model can be increased by including the non-equilibrium temperature effects between the interacting phases, while still maintaining equal velocities. This model is also known as the homogeneous non-equilibrium model.

In order for this to be achieved, additional relations describing the mass and energy transfer process between the phases needs to be provided. The model consists of independent phase mass and energy conservation equations but a single momentum balance equation as described below:

Mass Conservation:
	

	(2.4)


Momentum Conservation:

	

	(2.5)


Entropy Equation:

	

	(2.6)



where, α, σ and s are the volume fraction, the interphase transfer term and the entropy, respectively. The subscript i stands for the phase i.e., either gas or liquid while the superscripts M, ex and Q represent the interphase mass transfer term, the property exchanged between phases and the interphase energy transfer term, respectively. The rest of the symbols have been defined previously.

As may be observed from equations (2.4)-(2.6), the velocity and the pressure of the two phases are the same. This assumption is key to maintaining the hyperbolicity of the problem.

The advantage of this 5 equation non-equilibrium model over the HEM is in the better prediction of the speed of sound. This increase in accuracy is key to determining the precise mass discharge rate in failed pipelines which is crucial for risk assessment.

The HEM is seen to show a discontinuous transition from the pure phase speed of sound to the two-phase speed. This discontinuity is unrealistic and a more smooth transition is observed in the non-equilibrium model (Stadtke, 2006).

A further relaxation on the phasic velocities leads to a heterogeneous non-equilibrium flow model, developed by Wallis (1980). The model further assumes that the pressure at the interface between phases and in the bulk of both phases is the same. The conservation equations are as follows:

Mass conservation:

	

	(2.7)


Momentum conservation:

	

	(2.8)



Entropy equation:

	

	(2.9)


where, the superscript int represents interfacial properties and the rest of the symbols have their usual meanings.

The above model can be shown to have an incomplete set of eigenvalues (Stadtke, 2006) and hence does not represent a well-posed initial value problem. Despite this the above model serves as the basis for most two-phase computer codes. The usually applied numerical solution methods are based on staggered grid and donor cell techniques.

In the next section, the most important models used for pipeline depressurisation predictions will be described.
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The above describe the most commonly used approaches to solve the problem of multiphase flow in pipelines. The following section details 7 of the current computer programs available to simulate outflow from pipelines. With the exception of empirically derived models, all of these programs are based on one of the aforementioned models. The seven models described in this thesis are:

1) OLGA
2) University College London models
3) SLURP
4) Botros model
5) Terenzi model
6) Popescu model
7) Makino model
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The first version of OLGA was developed for the hydrocarbon industry by SINTEF in 1983 to simulate the slow transients associated with terrain-induced slugging, pipeline start-up, shut-in and variable production rates. Its physical model was at first based on small diameter data for low-pressure air/water flow. Initially, OLGA could successfully simulate bubble/slug flow regime but it was incapable of modelling stratified/annular flow regime. Bendiksen et al. (1991) addressed this problem as well as extending the model to deal with hydrocarbon mixtures.

In OLGA, separate conservation equations are applied for gas, liquid bulk and liquid droplets, which may be coupled through interfacial mass transfer. Two momentum equations are used:

1. A combined equation for the gas and possible liquid droplets 
2. An equation for the liquid film.

Heat transfer through the pipe wall is accounted for by a user specified heat transfer coefficient. Different frictional factors are used for the various flow regimes. The pertinent conservation equations are solved using an implicit finite difference numerical scheme giving rise to numerical diffusion of sharp slug fronts and tails thus failing to predict correct slug sizes (Nordsveen and Haerdig, 1997). This problem was addressed in a later version (Nordsveen and Haerdig, 1997) by introducing a Langrangian type-front tracking scheme.

According to Chen et al. (1993), due to the inherent limitations in the numerical methods and two phase models in OLGA, proper phase behaviour is not modelled.

OLGA was validated under transient conditions by Shoup et al. (1998). The simulation results obtained were then compared with field data obtained by Deepstar for ‘slow’ and ‘rapid’ blowdown of a 5.28 km, 0.102 m i.d. onshore gas condensate pipeline at 4.8 MPa (700 psi) discharging through 1.27 cm (slow blowdown) and 2.54 cm (rapid blowdown) choke openings. The precise mixture composition used was not given. In order to simulate blowdown it was assumed that release occurs through a valve situated at the end of the pipeline.

Figures 2.1 and 2.2 respectively show the variation of pressure with time at Sites 3 and 6. The figures show that reasonable agreement is obtained during slow blowdown, but the model performs relatively poorly when simulating rapid blowdown. 
[image: ]
[bookmark: _Ref283735801]Figure 2.1: Slow Blowdown – Pressure at Site 3. OLGA Simulations versus Field Test (Shoup et al., 1998).

[image: figure 37]
[bookmark: _Ref283735819]Figure 2.2: Rapid Blowdown – Pressure at Site 6. OLGA Simulations versus Field Test (Shoup et al., 1998).

More recently, OLGA was validated against experimental decompression data by Botros et al. (2007). The decompression tests were conducted at the TCPL Gas Dynamic Test Facility (GDTF) in Didsbury, Canada. The tests were performed using a 172 m long, 49.5 mm i.d. instrumented shock-tube rig containing inventories ranging from pure nitrogen to typical rich gas mixtures. The decompression of the pipeline was initiated upon failure of a rupture disc.

Figure 2.3 shows the variation of pressure with time for Case 2, at an initial pressure and temperature of 105.8 bara and -25.6 oC respectively at distances of 23.1 m (P14), 47.1 m (P19) and 71.1 m (P24) from the rupture point. The pipeline contained an inventory indicative of a rich gas mixture containing ca. 95.6 % methane. As was observed by Botros et al. (2007), the delay in the initial pressure drop predicted by OLGA as compared to the measured data implies that the speed of the front of the decompression wave is under predicted. It is also clear that the predicted pressure drop is greater than that observed in the experimental measurements. These observations are in accord with the under-prediction of the outflow pressure in Figure 2.2 (shown above).

[image: ]
Figure 2.3: Comparison between OLGA and experimental data for Case 2 at P14, P19 and P24 (Botros et al., 2007).
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Between 1997 and 2013, Mahgerefteh et al. published 18 papers relating to the modelling of the transient outflow following rupture of pressurised fluid pipelines. The following is a review of the main features.

Mahgerefteh et al. (1997) {Please_Select_Citation_From_Mendeley_Desktop}{Please_Select_Citation_From_Mendeley_Desktop}developed a pipeline rupture outflow model using a single mass, momentum and energy equation for one-dimensional flow based on the classical inverse marching Method of Characteristics (Zucrow and Hoffman, 1975). The model was applied to simulate the dynamic response of check and ball valves during emergency isolation. In order to illustrate the various dynamic effects in a gas transmission pipeline and simplify the modelling requirements the inventory was treated as an ideal gas.

The check valve closure was assumed to be instantaneous. In the case of the ball valve closure, Mahgerefteh et al. (1997) accounted for the variation of flow rate as a function of time during valve closure.

Dynamic valve response following emergency isolation was modelled based on a real North Sea pipeline of length and diameter 145 km and 0.87 m respectively containing methane. The initial flow velocity was 10 m/s and the line pressure and temperature were 133 bar and 283 K respectively. Under such conditions, the inventory remained in the gaseous phase following rupture. The pipeline was assumed to be partially insulated with a heat transfer coefficient of 5 W/m2K.  

Mahgerefteh et al. (1997) investigated the effect of valve proximity to the rupture plane on the total amount of inventory released. Figure 2.4 shows the variation of inventory loss with distance of valve from the rupture plane in the case of a ball valve and a check valve. The ball valve is assumed to activate closure at a pressure of 10 bar below the normal working pressure and close at a rate of 2.54 cm/s. The check valve on the other hand is assumed to close upon the detection of flow reversal. It is clear from the figure that for valves positioned in close proximity (up to 5 km) to the rupture plane, a check valve offers a much better degree of protection in terms of limiting the total amount of inventory released. However, for valves positioned at larger distances the difference in performance becomes negligible.

[image: ]
Figure 2.4: The variation of inventory loss as a function of ESDV proximity to the rupture plane.
Curve A: Check valve
Curve B: Ball valve (Mahgerefteh et al., 1997)

Mahgerefteh et al. (1999) extended the above model (Mahgerefteh et al., 1997) to account for real fluid behaviour using the Peng-Robinson Equation of State (PR EoS) (Peng and Robinson, 1976). Two-phase fluid flow is accounted for using the HEM (Chen et al., 1995a, b) where the constituent phases are assumed to be at thermal and mechanical equilibrium. In addition, curved characteristics were employed, replacing the characteristic lines with parabolas. The latter was claimed to overcome the errors introduced as a result of using linear characteristics.

The long computational runtimes associated with the simulation of long pipelines were partly addressed by using a Compound Nested Grid System (CNGS) in which successively coarser discretisation grids were used away from the rupture plane. Mahgerefteh et al.'s (1999) pipeline outflow model was validated against intact end pressure data recorded for the rupture of the Piper Alpha to MCP-01 subsea line (Cullen, 1990) as well as two sets of test results (P40 and P42) obtained from the Isle of Grain depressurisation tests (Richardson and Saville, 1996).

Figure 2.5 shows the variation of pressure with time at the intact end of pipeline following the Full Bore Rupture (FBR) of the Piper Alpha to MCP-01 sub-sea line. Curve A shows the measured data whereas curve B shows the predictions using the Compound Nested Grid System Method of Characteristics (CNGS-MOC). Curve C shows the corresponding data (CNGS-ideal) generated based on the ideal gas assumption, as described previously (Mahgerefteh et al., 1997). As it may be observed, accounting for real fluid behaviour results in improved agreement with field data. However this is at the cost of a significant increase in the computational runtime (c.a. 1.5 minutes for ideal gas compared with 6 days based on real fluid behaviour). 

[image: ]
Figure 2.5: Intact end pressure vs. time profiles for the Piper Alpha to MCP pipeline (Mahgerefteh et al., 1999).
Curve A: Field Data 
Curve B: CNGS-MOC, CPU runtime = 6 days 
Curve C: CNGS-MOC ideal gas, CPU runtime = 1.5 min

In a later publication, using the MOC, Mahgerefteh et al. (2000) employed a real fluid model to predict the effect of phase transition on the dynamic behaviour of emergency shutdown valves. Based on their findings, the authors concluded that a transition from gas to two-phase leads to a delay of valve shutdown activation as well as a higher discharge rate and a greater loss of inventory as compared to a permanent gas.

The pipeline outflow model developed by Oke et al. (2003) and Oke (2004) dealt with the flow following the puncture and/or rupture in pipeline networks. The model is based on the MOC and assumes homogeneous equilibrium between phases. In order to assess the impact on computational runtime and simulation accuracy, three different combinations of the formulation of the conservation equations were employed. These included pressure (P), enthalpy (H) and velocity (U) (PHU); pressure, entropy (S) and velocity (PSU); as well as the pressure, density (D) and velocity (PDU) with the latter formulation used by previous workers (for example Mahgerefteh et al., 1997). The effect of adopting quadratic interpolation along the space co-ordinate, as opposed to linear interpolation was also investigated.

The PDU, PHU and PSU based conservation equations were used by Oke (2004) to simulate the Isle of Grain rupture P40 test. Figure 2.6 shows the measured variation of the discharge pressure with time compared to the simulated results. Oke (2004) concluded that the PHU model performed best in terms of accuracy, respectively followed by the PSU and PDU based models. The PHU model also resulted in the least CPU runtime. The computational runtimes required corresponded to 12, 13 and 86 mins for the PHU, PSU and PDU based models respectively on an IBM Pentium IV 2.4 MHz PC. Although the use of quadratic as opposed to linear interpolation marginally improved the model predictions, it also resulted in longer simulation runtime. 

In each case, good agreement between predicted and field data was obtained for the Piper Alpha simulation. The reported execution time using the PHU formulation was ca. 28 hours.
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Figure 2.6: FBR pressure vs. time profiles at the open end for test P40 (LPG) showing the effect of primitive variables on simulated results (Oke, 2004).
Curve A: Open end measurement
Curve B: Open end simulation results using the PDU model
Curve C: Open end simulation results using the PHU model
Curve D: Open end simulation results using the PSU model

Oke et al. (2003) presented a model for simulating the transient fluid flow following the puncture of a pipeline. The model was used to simulate a hypothetical 16 km long pipeline, conveying a condensable hydrocarbon mixture with an initial flow rate of 0.3 m3/s. A centrifugal pump was used to sustain this flow rate for 90 s following rupture. The PHU model was used in the simulation with the pipeline assumed to be isolated downstream upon puncture. Figure 2.7 shows a pictorial timeline simulation of the fluid flow pattern following puncture as presented by Oke et al. (2003). 
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Figure 2.7 Schematic representation of flow patterns in the pipeline following puncture (Oke et al., 2003).

Atti (2006) developed an interpolation technique for Oke's (2004) HEM model to reduce the computational runtime. The conservation equations were formulated using the pressure, enthalpy and velocity (PHU) (Oke, 2004) and solved in conjunction with P-H (pressure-enthalpy) flash calculations.

The interpolation scheme involved first determining the maximum and minimum fluid enthalpies (Hmax, Hmin) at the likely fluid pressure (Pmax, Pmin) and temperature (Tmax, Tmin) ranges. Pmax and Pmin were taken as the inlet and ambient pressures respectively. Tmax is the greater of the feed and the ambient temperatures, and Tmin is determined by ignoring pipe wall/ambient heat transfer and performing an isentropic flash from Pmax and Tmax to Pmin. Figure 2.8 shows the corresponding interpolation space domain.

The interpolation scheme is performed in two stages. The initial sweep involves determining the intermediate values of Z at points a, b and c corresponding to the enthalpy, h* by interpolating between points Z11-Z13, Z21-Z23 and Z31-Z33, respectively. The second step involves determining Z* by interpolating between Z(a), Z(b) and Z(c) along the pressure axis.

Atti (2006) states that the application of the interpolation scheme to a range of representative fluids such as permanent gases, two-phase mixtures, flashing liquids and permanent liquids reveals a maximum 0.01 % difference between the predicted fluid properties based on interpolation as compared to direct flash calculations. This finite difference is found to have a negligible effect on the predicted fluid flow profiles such as pressure, discharge velocity, mass flowrate and discharge temperature following pipeline rupture.
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Figure 2.8: Schematic representation of the depressurizing fluid pressure/enthalpy interpolation domain (Atti, 2006).

The model was validated by comparison against the results of the Isle of Grain rupture tests as well as the closed end data relating to the MCP-01 riser rupture during the Piper Alpha disaster.

Figure 2.9 shows the variation of fluid pressure at the rupture plane for the P40 Isle of Grain test. The measured data is represented by curve A. Curves B and C on the other hand respectively represent the simulation results with and without the interpolation scheme.
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Figure 2.9: Pressure vs. time profiles at open end for test P40 (LPG) (Mahgerefteh et al., 2007). 
Curve A: Measurement (Chen et al., 1995a, b)
Curve B: Simulation data without the interpolation scheme: CPU runtime = 12 min 
Curve C: Simulation data employing the interpolation scheme: CPU runtime = 3.5 min

As it may be observed from Figure 2.9 the simulated data (curves B and C) are identical and in good accord with the test data. The use of the interpolation scheme (curve B) results in a 70 – 80 % reduction in the computational runtime for the cases presented.

Mahgerefteh et al. (2008) developed a hybrid outflow model to address the failure of the HEM to account for the post depressurisation liquid discharge in ruptured pipelines containing two-phase or condensable gas mixtures.

Figure 2.10 shows a schematic representation of a declined (downward sloping) pipeline containing a liquid/vapour mixture following depressurisation to the ambient pressure. In this case the HEM model does not account for the discharge of the remaining liquid in the pipeline. Mahgerefteh et al. (2008) simulate the subsequent liquid discharge rate by performing an energy balance over the entire length of the pipeline based on the assumption that any remaining liquid will disengage from the vapour.
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[bookmark: _Ref239578625]Figure 2.10: Schematic representation of a pipeline declined at an angle  (Mahgerefteh et al., 2008).

Figure 2.11 shows a comparison of the variation of mass released with time between Atti's (2006) HEM and the Mahgerefteh et al. (2008) hybrid model for a hypothetical 100 m long, 0.154 m i.d. pipeline containing an inventory of 100 % hexane as a permanent liquid at 21 bara and 20 oC. Curves A and B respectively show Atti (2006) and Mahgerefteh et al. (2008) hybrid model predictions. As it may be observed, Atti's (2006) model (curve A) significantly underestimates the cumulative mass discharged as it does not account for post-depressurisation outflow.
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Figure 2.11: Variation of % cumulative mass discharged with time for a pipeline transporting 100 % hexane at a decline angle of -10 o following FBR (Mahgerefteh et al., 2008).
Curve A: Atti (2006)
Curve B: Hybrid model

Further work was done by Brown et. al., (2013) to better predict the depressurisation characteristics for pipelines by taking non-equilibrium effects into account through a Homogeneous Relaxation Model (HRM). The model still assumed that the fluid was uniformly mixed but that the two phases were not in equilibrium. Further, the two phases were made to relax to equilibrium over a finite duration, using a relation developed by Downar-Zaplowski et al., (1996).

Both constant and empirically based correlations for relaxation times were used in the model. The model was initially heuristically analysed using both dense phase and two-phase pure CO2 shock tube tests. It was observed that, in particular, the greater the relaxation time the faster the speed of propagation of pipeline transients. 

The model was then validated against experimental data obtained from the COOLTRANS project (Cooper, 2012). This involved the simulation of a 144 m, 0.15 m i.d. pipeline FBR. The pipeline contained dense-phase CO2 at ca. 150 bara and 278.35 K. Figure 2.12 shows the observed comparison of the simulation data against experimental measurements, at the intact end of the pipeline. The authors observed that there was a ca. ± 2% deviation in the predictions during the initial 0.2 s of depressurisation but a larger -10% deviation during the later stages of depressurisation. This deviation was seen for the zero relaxation case (HEM) and for the HRM. The main reason attributed to this deviation was the possibility of heat transfer which was not taken into account in the predictions.
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Figure 2.12: Variation of closed end pressure with time for the experiment, HRM and HEM (Brown, Martynov, Mahgerefteh, & Proust, 2013).

A further validation of the model was performed using data obtained from the CO2PipeHaz project (CO2PipeHaz, 2011). In this test, a 37 m long, 0.04 m i.d. pipeline with an FBR was simulated. The pipeline contained pure CO2 at ca. 7 MPa and 298.35 K. Figure 2.13 shows the observed comparison of the simulation data against experimental data for a pressure transducer located 0.1 m from the rupture plane. The authors observed a similar trend to the COOLTRANS case, with the HRM predicting a faster depressurisation rate than the experiment. This deviation was again attributed to heat transfer effects not accounted for in the model.

In conclusion, the authors stated that for the test cases considered, the delayed phase transition had a negligible impact on the pipeline depressurisation rate. It could also be concluded that for the COOLTRANS case the HRM produces no significant improvement over HEM predictions.
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Figure 2.13: Variation of pressure with time at 0.1 m from the release end for both experiment and HRM (Brown, Martynov, Mahgerefteh, & Proust, 2013).

[bookmark: _Toc414537360]2.3.3 SLURP

Cleaver et al. (2003) developed SLURP for simulating the outflow rate from ruptured pipelines transporting compressed volatile liquids. The mathematical basis of SLURP is the same as that originally developed by Morrow (1982) with the further extension of the thermodynamic property model to account for a wide range of fluids with a consistent degree of accuracy (Cleaver et al., 2003). 

The main assumptions in SLURP include: for a failure along the pipe length the ruptured pipe ends are sufficiently remote from each other that the outflow is unaffected, the pipeline is infinitely long and the outflow from the pipeline is always choked.

SLURP’s physical model is separated into three sub-models (Cleaver et al., 2003):

1. A critical discharge flow model for calculating the pressure close to the pipe exit
2. A relationship for the pressure gradient in the two-phase section of the pipe 
3. A model for the voidage within the pipe. 

According to the authors, physical property predictions in SLURP are determined from curves fitted using the PR EoS (Peng and Robinson, 1976) and the COSTALD method for the prediction of liquid densities (Thomson et al., 1982).

Cleaver et al. (2003) validated SLURP by comparing the predicted inventories and mass flow rates with outflow measurements taken from the Isle of Grain LPG experiments (Tam and Higgins, 1990) and the predicted outflow data calculated using the general two-phase pipeline model PROFES (Hyprotech, 2003). The Isle of Grain tests used in the validation were Tests T61, T63, T65 and T66. Tests T61 and T65 were full bore rupture tests while Tests T63 and T66 were blowdown tests through a circular and triangular orifice respectively. The inventory used in the tests comprised primarily of LPG (ca. 95 mole% propane and 5 mole% butane). A discharge coefficient of 0.8 as suggested by Haque et al. (1992) was used to simulate test T63 (Cleaver et al., 2003). No information was given by Cleaver et al. (2003) about the comparison between SLURP and test T66 experimental results.

Table 2.1 gives a summary of the Isle of Grain test conditions used in the validation.
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Table 2.1: Subset of tests from the Isle of Grain experiments used in the validation of SLURP (Cleaver et al., 2003).

Figures 2.14 to 2.16 present the variations of total pipeline inventory with time for tests T61, T63 and T65 respectively. As can be seen in the figures, SLURP performs poorly during the latter stages of depressurisation (Figures 2.14 and 2.15 respectively). Cleaver et al. (2003) attributed this to the finite length of the pipeline, as the assumption of an infinitely propagating two-phase region is no longer valid. For test T65 (Figure 2.16) there are significant discrepancies between the test and simulated data. Cleaver et al. (2003) suggest that this is due to the delay in the fluid flashing to two-phase upon pipeline failure.
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Figure 2.14: Comparison between SLURP model and measured variation of pipeline inventory with time for test T61 (Cleaver et al., 2003).
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Figure 2.15: Comparison between SLURP model and measured variation of pipeline inventory with time for test T63 (Cleaver et al., 2003).
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Figure 2.16: Comparison between SLURP model and measured variation of pipeline inventory with time for test T65 (Cleaver et al., 2003).

Cumber (2007) extended SLURP (SLURP_FAUSKE) by reverting to the homogeneous equilibrium flow assumption (SLURP_HEM) by assuming no phase slip and accounting for fluid/wall heat transfer (SLURP_HEM_HT).

To study the impact of these extensions to SLURP, a number of propane outflow scenarios were modelled and the results compared against PROFES predictions. Table 2.2 shows the failure scenarios examined. 
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Table 2.2: Failure scenarios used in the comparison of predicted outflow calculated using SLURP and PROFES for a pipeline at an initial temperature of 15 oC containing carrying an inventory of 100 % propane.
Figure 2.17 shows the comparison of the variation of mass flowrate with time for case P1. As it may be observed, the SLURP models predict a higher flowrate than that given by PROFES with the original SLURP model (SLURP_FAUSKE) giving closest agreement. The figure also shows that the inclusion of heat transfer effects (SLURP_HEM_HT) have little impact on the predicted outflow. Cumber (2007) stated that this was consistent with the findings of Webber et al. (1999) where including wall heat transfer tended to improve predictions of temperature and pressure profiles but not the discharge rate as compared to measured data.
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Figure 2.17: Comparison of predicted release rate for a propane pipeline at an initial pressure of 46 bara and 15 oC (Cumber, 2007).




[bookmark: _Toc414537361]2.3.4 BOTROS

Botros et al. (2004) performed a series of shock tube depressurisation tests using the NPS 2 stainless steel expansion tube test rig shown in Figure 2.18 at the TCPL Gas Dynamic Test Facility (GDTF) in Didsbury, Canada. 
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Figure 2.18: Schematic representation of the experimental setup for TCPL Gas Dynamic shock tube tests (Botros et al., 2004).

The main test section was a 30 m long seamless tube (i.d. = 49.33 mm) with an internal surface honed to a roughness of approximately 0.10 mm. A rupture disc was placed at one end of the tube, which upon rupturing, initiated a decompression wave propagating upstream of the test pipe. Eight dynamic high frequency pressure transducers (P1 to P8, see Figure 2.18) together with a temperature transducer were mounted along the decompression tube test section to capture the expansion waves propagation.

A total of 12 tests were conducted with various gas compositions and different initial pressures ranging from 10 to 21.5 MPa. Tables 2.3 and 2.4 respectively give the initial pressures and gas compositions used in the decompression tests.

For each test, the authors compared the experimentally obtained decompression wave speeds against those predicted by the decompression models GASDECOM (Eiber et al., 1993) and AGA-8-DECOM (Botros et al., 2001). 

GASDECOM and AGA-8-DECOM predict decompression wave behaviour by calculating the speed of sound and the outflow velocity using incremental pressures and densities. The models use the Benedict-Webb-Rubin-Starling (BWRS EoS) (Starling, 1973) and the AGA-8 Equations of State (Starling and Savidge, 1992) respectively to describe the thermodynamic state of the fluid. The outflow velocity at any pressure is taken to be the sum of all the previous velocity changes. The simplifying assumptions behind both models are:

· The fluid is homogeneous with an average mixture density in the two-phase region
· The speed of sound in two-phase mixtures is calculated for thermodynamic equilibrium; no droplet effects
· No velocity slip between vapour and liquid phases
· Flat liquid/vapour interface, no droplets; one-dimensional isentropic flow model and no friction in pipe.
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Table 2.3: Initial pressures for shock tube tests (Botros et al., 2004).

Figures 2.19 and 2.20 respectively show the comparison of the variation of pressure with decompression wave speed and the decompression trajectories relative to the phase envelope predicted by GASDECOM and AGA-8-DECOM for file-21 test. 
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Table 2.4: Mixture compositions for shock tube tests (Botros et al., 2004).
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Referring to Figure 2.19 as it may be observed, the measured data for P1 and P8 show an almost linear decline in the pressure ratio to approximately 0.55. At this pressure ratio, a slight plateau of constant pressure with decreasing decompression wave speed is observed indicating an instantaneous drop in the speed of sound corresponding to a phase transition from vapour to a two-phase mixture. The same data taken from all of the pressure transducers shows a slightly slower wave speed towards the end of the depressurisation process. While initially in reasonably good agreement with the measured data, neither model predicts the pressure plateau. This is despite the decompression trajectories crossing the phase envelope, as may be seen in Figure 2.20.
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[bookmark: _Ref239578971]Figure 2.19: Measured and calculated decompression wave speed results of file-21 test (Botros et al., 2004).
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Figure 2.20: Predicted decompression Pressure-Temperature trajectories relative to phase envelope for file-21 test (Botros et al., 2004).

Figure 2.21 shows the variation of the ratio of choked exit pressure and pressure behind the decompression wave to the initial pressure with distance travelled behind the decompression wave. The predicted results were obtained assuming ideal steady Fanno flow (Shapiro, 1953), while the measured data represents the pressure minima at each pressure transducers from file-15, file-18 and file-21. The Fanning friction factor for the test cases was estimated to be around 0.00232 corresponding to a hydraulically smooth pipe with mean flow Reynolds’ number in the range 4 to 8 x 107 based on the pipe diameter.

As can be seen in Figure 2.21, the Fanno flow model is in good agreement with the experimental data for test case file-15 (Pi = 20 MPa). However, the Fanno flow model under-predicts the pressure behind the wave in test cases file-18 (Pi = 13.8 MPa) and file-21 (Pi = 10.41 MPa). Botros et al. (2004) attributed this to the higher rate of condensation and the larger impact of friction caused by the lower initial pressure and the transient nature of the flow respectively.

Botros et al. (2010a) performed a similar series of tests to those described above (Botros et al., 2004) on a 42 m long stainless steel test rig consisting of four spool pieces at pressures up to 370 bara. A schematic representation of the test rig used by Botros et al. (2010a) is shown in Figure 2.22. The four spool pieces were internally honed to a roughness of less than 0.636 µm. A total of 16 dynamic pressure transducers were mounted along the length of the rupture tube. Table 2.5 gives the position of the pressure transducers relative to the rupture disc. Two fast response temperature transducers were located on spools 1 and 2 and a static temperature probe on spool 3. A total of five tests were conducted with various gas compositions and different initial temperatures and pressures as given in Table 2.6.
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Figure 2.21: Comparison of measured and predicted dimensionless pressure ratios vs. distance travelled by decompression wave for the base gas mixture (Botros et al., 2004).
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Figure 2.22: Schematic representation of the experimental setup for shock tube tests (Botros et al., 2010a).

[image: ]
Table 2.5: Location of pressure transducers relative to the rupture disc (Botros et al., 2010a).
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Table 2.6: Mixture compositions and initial conditions (Botros et al., 2010a).

The measured results were compared to the decompression wave predictions of GASDECOM and PIPEDECOM (Philips and Robinson, 2005). PIPEDECOM uses the same underlying assumptions as GASDECOM. In order to account for non-equilibrium conditions PIPEDECOM artificially alters the phase transition temperature by a specified amount, referred to as the delay. 

Figure 2.23 shows the comparisons of GASDECOM and PIPEDECOM (with delays of 0 oC, 1 oC and 2 oC respectively) pressure versus decompression wave speed predictions against the measured data for Test 1. From the figure it can be seen that regardless of the delay temperature applied, PIPEDECOM predicts a higher decompression wave velocity than is seen experimentally. GASDECOM in contrast under-predicts the initial wave velocity, but shows good agreement with the experimental data between 20 to 10 MPa. For the latter stages of the pressure drop GASDECOM shows similar behaviour to PIPEDECOM. Botros et al. (2010a) attributed the differences observed in the predictions of GASDECOM and PIPEDECOM to the slight difference in the methodologies used to calculate the propagation velocities.

Botros et al. (2010a) found that in general the PIPEDECOM with the 1 oC delay showed the best prediction of the measured pressure plateaus.
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Figure 2.23: Measured and calculated decompression wave speed results of Test 1 for a conventional gas mixture from an initial pressure = 10 MPa (Botro et al., 2010a).

The same test rig shown as in Figure 2.22 was used by Botros et al. (2010b) to quantify the effects of pipe diameter and wall friction on the decompression wave speed predictions of GASDECOM. Due to safety and space limitations at the TCPL Gas Dynamic Test Facility, Botros et al. (2010b) simulated the behaviour of larger pipes by keeping the shock tube diameter constant (i.d. 38.1 mm) while adjusting the ratio of the internal surface roughness to pipe diameter of the first spool from 1.6×10-6 (smooth) to 1×10-4 (rough). Tables 2.7 and 2.8 give the initial conditions and mixture compositions for Tests 1 to 6 in the smooth and rough tubes respectively.
[image: ucl-print]CHAPTER 2: LITERATURE REVIEW




[image: ]
Table 2.7: Mixture compositions and initial conditions of the tests conducted with the smooth tube (Botros et al., 2010b).
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Table 2.8: Mixture compositions and initial conditions of the tests conducted with the rough tube (Botros et al., 2010b).

[image: ucl-print] CHAPTER 2: LITERATURE REVIEW



Figures 2.24 and 2.25 show the comparisons of GASDECOM pressure versus decompression wave speed predictions against the measured data for Test 1 in the smooth and rough tubes respectively. Referring to Figure 2.24, it can be seen that good agreement is obtained between GASDECOM’s predictions and experimental data. 

The differences in the initial conditions and composition for the rough tube test (Figure 2.25) resulted in a marked difference in the observed phase transition pressure. The predicted phase transition pressure of ca. 7 MPa-a is significantly lower than the experimentally observed value of ca. 7.8 MPa-a. In practice, this would result in an under-prediction of the pipeline toughness required to arrest a fracture. 
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Figure 2.24: Measured and calculated decompression wave speed results of Test 1 for a medium rich gas mixture from an initial pressure = 18.1 MPa-a (Botros et al., 2010b).
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Figure 2.25: Measured and calculated decompression wave speed results of Test 1 for a medium rich gas mixture from an initial pressure = 18.1 MPa-a (Botros et al., 2010b).

To account for pipe friction, Botros et al. (2010b) applied a simple perturbation method to include a friction related term in their expression for the decompression wave speed. Both this model, named Rough GASDECOM and the original GASDECOM were used as a basis for the design of four hypothetical pipelines in terms of resistance to fracture propagation. A comparison of the predicted decompression wave speed versus pressure data showed that accounting for friction required an increase of up to 19 % in toughness in order to arrest a fracture.

Given the above, it is clear that GASDECOM is restricted to the prediction of the initial pressure drop along the pipeline. Moreover the model neglects fluid/wall heat transfer and does not account for the effect of friction at a fundamental level through coupling with an energy conservation equation. 



[bookmark: _Toc414537362]2.3.5 TERENZI

Terenzi (2005) presented Machnet (Machnet_Real) developed to investigate the impact of real gas behaviour on the interaction between pipeline decompression and ductile fracture propagation. Homogeneous equilibrium is assumed between gas and liquid. Thermodynamic properties, such as the void fraction, are determined by linear interpolation using a look up table with the density and specific internal energy as independent variables. Fluid/wall heat transfer is calculated by solving the Fourier equation in cylindrical geometry between the external environment and the fluid. The Colebrook-White correlation (Keenan and Nuemann, 1946) is used to account for frictional effects along the pipeline. The resulting governing system of equations is resolved using Roe's (1981) approximate Riemann solver in an explicit Finite Volume Godunov-type scheme.

Terenzi (2005) also developed a model for the decompression of a pipeline transporting an ideal gas (Machnet_Ideal) by assuming zero heat transfer and frictionless flow to derive a similarity solution for the pressure at the exit plane and the speed of the rarefaction wave.

Machnet_Ideal and Machnet_Real’s predictions were tested by comparison with the results of tests conducted at the Foothills Pipelines Northern Alberta Burst Test Facility (NABT) (Picard and Bishnoi, 1988). These tests involved the release of natural gas (ca. 85 % methane) from pipelines with respective pipeline internal diameters, pressures and temperatures in the ranges of 1219 to 1422 mm, 7.5 to 8.7 MPa and -18 to +18 oC. 

Figure 2.26 shows the variation of the ratio of pressure to initial pressure and void fraction with expansion wave velocity. The simulated results obtained from Machnet_Ideal and Machnet_Real utilising the PR and Soave-Redlich-Kwong (SRK) Equations of State were compared with experimental data. As may be observed, Machnet_Real coupled with either the PR or SRK shows similar behaviour, while Machnet_Ideal over-predicts the wave speed throughout the decompression process. Additionally, the fluid void fraction falls slightly from unity when the pressure ratio reaches ca. 0.55. At this point Machnet_Real predictions using the PR and SRK Equations of State begin to diverge from the experimental data.
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Figure 2.26: Measured and calculated decompression wave speed results of NABT Test 5 (Picard and Bishnoi, 1988).

Based on the above data it is clear that the fluid flow model is capable of simulating the decompression wave initiated upon pipeline failure. However, the authors did not present a similar comparison relating to the release characteristics. As such, the efficacy of the model with regards to the prediction of outflow cannot be verified.

[bookmark: _Toc414537363]2.3.6 POPESCU

Popescu (2009) developed a model for analysing the high-pressure release from a pipeline during ductile fracture propagation. The model separates the pipeline into two sections: 

1. Ahead of the crack tip (i.e. remaining enclosed inventory within the pipeline) 
2. Behind the moving crack. 

For the portion of the pipeline ahead of the crack tip, one-dimensional conservation equations for mass, momentum and energy are applied. The model accounts for friction through the inclusion of a viscous stress term and couples the conservation equations with the ideal gas Equation of State.

Behind the crack the flow is assumed to be negligible in the axial direction and that all flow is through the crack tip opening. In this region the continuity equation is integrated over the release plane and is combined with the ideal gas choked flow equation (Greenshields et al., 2000).

The model for the flow ahead of the crack tip was validated using the experimental results from two decompression tests. The first test was performed using a 11.5 m pipeline containing methane. The second test used a 34.5 m pipeline containing hydrogen. Both pipelines were instrumented with pressure sensors at 1 and 3 m from the middle of the pipeline. No details about the failure type, ambient conditions, feed temperature or pipeline characteristics were given by Popescu (2009). 

Figures 2.27 and 2.28 show the comparisons of the predicted and experimental pressure transients for test 1 (11.5 m) and test 2 (34.5 m) respectively. The figures show that the model gives good agreement with experimental data following pipeline failure. However, the speed at which the front of the decompression wave arrives at the probe locations is slightly over-predicted. This is indicated by the faster pressure drop from the initial value. 

Although good agreement is obtained in the pressure profiles presented, the assumption of ideal gas behaviour means that the model is not applicable to non-ideal or two-phase mixtures. As such, as will be seen in Chapter 5, the depressurisation of dense-phase CO2 (which is the purpose of this study) leads to the formation of a two-phase mixture.  Further, this assumption leads to an incorrect prediction of the speed of sound which is essential for the tracking of the expansion wave. In addition, the performance of the internal flow model is uncertain with respect to long pipelines, where it is likely that heat transfer and friction may be significant.
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Figure 2.27: Comparison of the variation of pressure with time between predicted and experimental for a 11.5 m pipeline containing methane (Popescu, 2009).
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Figure 2.28: Comparison of the variation of pressure with time between predicted and experimental for a 34.5 m pipeline containing hydrogen (Popescu, 2009).
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As mentioned previously, the depressurisation of dense-phase CO2 pipelines eventually leads to the formation of two phases during pipeline failure. Evidence for this will be provided in Chapter 5. Thus, the review of models capable of predicting multiphase depressurisation was conducted.

Based on the above review, it is clear that significant research is being conducted to better predict pipeline failure scenarios. As multiphase flow is inherently a complex phenomenon depending on empirical parameters and flow regime maps, this field will continue to be an area of active research. Furthermore, the presence of more experimental data from future endeavours may enable us to understand and predict pipeline depressurisation better.

The above review also concludes that the most used fluid dynamics model is the HEM. This is probably due to the computational efficiency and ease of incorporation of complex EoSs. Further, from the comparisons with experimental data, the model shows good agreement and even the incorporation of non-equilibrium effects (Brown et. al., 2013), does not show any significant improvement to the results. For these reasons, this thesis will use the HEM for pipeline depressurisation predictions and as will be seen in Chapter 5, the model remains very accurate when compared against new experimental data.


[bookmark: _Toc414537365]CHAPTER 3: CONSERVATION LAWS AND PARTIAL DIFFERENTIAL EQUATIONS

[bookmark: _Toc414537366]3.1 INTRODUCTION

In the previous chapter, a detailed survey of research performed in modelling outflow from pipelines was discussed. These models ranged from simplified schemes like the SLURP model to the more complex multi-phase flow models like OLGA. The theoretical bases for most of these models are the conservation equations. 

Conservation laws are laws of nature, which govern the physics of fluid flow. Fundamentally, these laws are derived from basic thermodynamic and classical mechanics principles. Three conservation equations are required to completely understand and predict the motion of fluids. These equations are:

Conservation of Mass:

	
	(3.1)



Conservation of Momentum:

	
	(3.2)






Conservation of Energy:

	
	(3.3)



where, ρ, u, P, E, h, F and Q are the density of the fluid, velocity, pressure, total specific energy, specific enthalpy, mass source or sink term, external force term and energy source or sink term, respectively. 

The above system of equations is an example of a partial differential equation (PDE) system. The classification and solution of partial differential equations are an extensively studied subject in mathematics and a brief review is provided in the following section. 

[bookmark: _Toc414537367]3.2 PARTIAL DIFFERENTIAL EQUATIONS CLASSIFICATION

The classification of PDEs is a necessity in order to determine an appropriate analytical or numerical method for their solution. PDEs are generally classified in two ways; the first being the order of the highest partial derivative in the equation and the second is the linearity or non-linearity of the equations.

A further classification is obtained for the special case of second order PDEs. The general form of a second order PDE is as follows:

	
	(3.4)





The value of the discriminant, B2-AC is used to determine the type of equation. If
· B2-AC < 0 then the equation is elliptical
· B2-AC = 0 then the equation is parabolic
· B2-AC > 0 then the equation is hyperbolic

The nomenclature originates from a similar usage of the discriminant of second order non-linear algebraic equations in geometry. Each type of equation described above has specific characteristics, which need to be understood to obtain solution techniques. Table 3.1 summarises some of these characteristics for the above types.

The above PDE classification was for the specific case of second order PDEs. First order PDEs, which are the primary form of the conservation equations described previously (3.1)-(3.3), are primarily hyperbolic in nature.

The conservation equations described are for the most generic case of homogeneous flow. The following section will describe the specific version used for modelling outflow from pipelines in this thesis. Further, assumptions made are also detailed.









	PDE Type
	Eigenvalues
	Characteristics of solutions

	Hyperbolic PDE
	There is only one negative eigenvalue and the rest are positive or zero or there is only one  positive eigenvalue and the rest are negative or zero
	Solutions are generally advected along characteristics or waves until they interact. The number of waves equals the number of equations.

	Parabolic PDE
	All eigenvalues are either all positive or all negative save one which is zero.
	Solutions generally lose their initial shape due to the dissipative nature of these PDEs

	Elliptical PDE
	The eigenvalues are all positive or all negative
	Solutions depend on the boundary conditions and are instantly changed in the interior of a bounded domain once the boundary conditions are changed.



Table 3.1: Properties of second order partial differential equations.

[bookmark: _Toc414537368]3.3 MODELLING ASSUMPTIONS FOR PIPELINE OUTFLOW

The main assumptions made in the development of a pipeline outflow model are as follows:

· Steady flow exists prior to pipeline failure. The fluid properties thus obtained from a steady state calculation act as the initial conditions required for the hyperbolic system.

· The flow is predominantly one-dimensional, that is, the rate of change of flow variables normal to the axial direction is negligible relative to those along the axial direction.


· When multiple phases are present, the phases are assumed to be homogeneously mixed and in thermodynamic equilibrium. This assumption is valid and has been validated to some extent against experimental data (Mahgerefteh et al., 1999) for Full Bore Ruptures (FBRs).

· Each pipeline is rigidly clamped and of uniform cross sectional area.


[bookmark: _Toc414537369]3.4 SPECIFIC FORM OF THE CONSERVATION LAWS USED

As mentioned at the end of section 3.2, the equations (3.1)-(3.3) are the most generic forms of the conservation of mass, momentum and energy for homogeneous flow. The following, which includes specific relations for the source terms M, F and Q, is a summary of the equations used to study fluid outflow from pipelines:

	
	(3.5)



	
	(3.6)



	
	(3.7)



where, ρ, u, P and E are the density, velocity, pressure and total specific energy of the fluid, respectively. θ is the angle of inclination and D is the diameter of the pipeline, fw is the Fanning friction factor and Qh is the heat transferred to/from the fluid in the pipeline.

The heat transfer term in the above relations is entirely due to heat exchanged by the fluid with the enclosing wall. However, except for the case of an insulated pipeline, this will also be influenced by ambient conditions.

The heat transfer equation employed is given by:

	
	(3.8)



where, Din, Uh, Tamb and Tf are the internal diameter of the pipeline, overall heat transfer coefficient, ambient temperature and temperature of the fluid, respectively.

The formulation given in (3.5) to (3.8) is for single-phase flow. To extend these equations to the two-phase regime, the properties defined for the above relations are taken as mixture properties. As the phases are assumed to be in equilibrium the pressure and temperature for both phases are the same. The following relations give the mixture density and energy:

	
	(3.9)



where, χ, ρg and ρl are the liquid mass fraction, density of the gas and liquid density, respectively, given by the following:

	
	(3.10)



	
	(3.11)




where, P, T, Zg, Zl, Mg and Ml  are the pressure of the phases at equilibrium, temperature also at equilibrium, compressibility of the gas phase, liquid phase compressibility and molecular weight of the gas and liquid mixtures, respectively. As the current study is done for pure CO2, the two molecular weights are the same for both phases and are both equal to that of CO2. The compressibilities for both phases are obtained by flash calculations described in Michelsen (1987).

The speed of sound, which is required to determine the speed of propagation of waves conveying information through the fluid, is obtained as follows:

· The obtained equilibrium pressure at a given point is incremented by an infinitesimal amount ΔP=1 x 10-6 barg.

· Using the entropy at the same node point, the density is evaluated for the nodal pressure and the infinitesimally changed pressure using P-s flash calculations (Michelsen, 1987), which is then used to obtain the speed of sound as:

	
	(3.12)



where, a is the mixture speed of sound, P is the pressure, s is the entropy and ρ is the mixture density obtained using the P-s flash calculation. The purpose of finding the speed of sound is to determine the speed of propagation of transients in the pipeline.

To solve the above relations, a closure equation needs to be provided, relating thermodynamic properties, pressure and density. This is done using a thermodynamic Equation of State (EoS). For the purposes of this study, the Modified Peng-Robinson EoS (Wu & Chen, 1997) is utilised. This is described in the following section.

[bookmark: _Toc414537370]3.5 MODIFIED PENG-ROBINSON EQUATION OF STATE

For the case of compressible flow, a relation in addition to the conservation equations for mass, momentum and energy needs to be provided to ensure that the problem is well-posed, mathematically. This relation is the EoS. EoSs, which relate thermodynamic properties, are divided into two categories. These are the specialised EoSs, like Span’s EoS (Span & Wagner, 1996) and general EoSs, like Van der Waals EoS. Specialised EoSs have the advantage of being more accurate but are limited in their usage to specific chemicals. Span’s EoS is a specialised EoS for pure CO2 but has limited applicability for binary or ternary mixtures of CO2. The general EoSs can be further divided into two catagories: equations with simple structure (GESS), such as the Peng-Robinson (PR) EoS and its derivatives; and equations which have complex structure (GECS), such as the Benedict-Webb-Rubin (BWR) EoS. Although GECS may give better predictions they contain many parameters which may not be available for all substances. The complex structure of the GECS makes the calculation of properties computationally demanding. As a result, GESS are usual preferred when they are sufficiently accurate. 

The Modified Peng-Robinson EoS (Wu & Chen, 1997) is derived from the original PR EoS, and is the GESS which was used for this study. The main difference between the original PR EoS and this modification is in the denominator of the attractive term. Details of this can be found in Wu (1997). The advantages of using the modification over the original PR EoS:

· More accurate prediction of volumetric properties for single phase mixtures
· Better Joule-Thomson inversion curves 

Wu’s EoS is given by the following equation:

	
	(3.13)


where,
	
	(3.14)
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For mixtures,

	
	(3.16)



	
	(3.17)



	
	(3.18)



where, Pc, Tc and V are the critical pressure, critical temperature and molar volume respectively.
R and α are the universal gas constant and the alpha function, while Kij, yi and yj are the binary interaction parameter and component mole fractions respectively.

The form of the alpha function used in the Modified Peng-Robinson is that given by Soave (1993):

	
	
(3.19)


where,

	
	(3.20)



ω, T and Tc are the accentric factor, temperature and critical temperature, respectively.

[bookmark: _Toc414537371]3.6 PHASE STABILITY CALCULATIONS

When a single phase of fluid is present, the need to determine the stability of the phase ie., if it would split into two phases or not, is imperative. The method used to determine this is based on a criterion developed by Michelsen (2007) called the tangent plane criterion.

Consider at a given temperature, T0 and pressure, P0, an M component mixture with component mole fractions (z1,z2,…, zM). The Gibbs energy of the mixture is

	
	(3.21)



where μi0 is the chemical potential of component i in the mixture.

Assume, further that the mixture is divided into two phases with mole numbers N-ε and ε. Let the mole fractions in Phase II be (y1, y2, y3,…, yM).

The change in the Gibbs energy when the single phase divides into two phases is given by

	

	(3.22)



A Taylor series expansion of GI, disregarding higher than first order terms in ε, yields

	
	(3.23)



or

	
	(3.24)



Stability of the original mixture requires that its Gibbs energy be at a global minimum. Hence a necessary criterion for stability is

	
	(3.25)



where yi is the mole fraction of each component in the trial phase and μi and μi0 are the trial and original mixture chemical potentials.

Since all minima of F(y) are located in the interior of the space spanned by the yis F(y) will be non-negative if it is non-negative at all the stationary points.

Differentiating equation (3.25) with respect to the component mole fractions, yi, and setting the differentiated results to zero

	
	(3.26)



where, K is independent of the component index.

The corresponding stationary rule becomes

	
	(3.27)



That is, the system is stable if K is non-negative at all stationary points. When the trial composition vector y is the same as the original composition vector z, the stationary value equals zero.

At a stationary point the tangent plane to the energy surface is parallel to the plane at z, K being the vertical distance. For equation of state calculations it is more convenient to work with fugacity coefficients. We obtain as our stability criterion

	
	(3.28)



where, φi = φi(y) and hi = ln z i+ ln (φi(z)).
The stationarity criterion becomes

	
	(3.29)



The new independent variables Yi = exp (-k) yi, are introduced in the above equation

	
	(3.30)





The new independent variables Yi can finally be interpreted as mole numbers, the corresponding mole fractions being yi = Yi/ΣYj. Stationary points are located as solutions to equation (3.30), and stability is verified provided k ≥ 0.

Conversely, it is assumed that the system is unstable if ΣYj > 1. The split in the original phase reduces the overall Gibbs energy of the system.

An equivalent criterion as the one above can be generated by defining a function g* as

	
	(3.31)



Stationarity of g* requires

	
	(3.32)



Yielding 

	
	(3.33)



That is, the points that correspond to stationarity of g* and those of g are the same. Thus by minimising g*, we obtain the solution for Y (if there are two phases present).

If a two-phase mixture is predicted from the above stability calculations, a further calculation to determine the phase split needs to be performed using the Rachford-Rice equations

	
	(3.34)



zis are the number of moles of the original mixture before phase split, β is the fraction of vapour formed and the Kis are the equilibrium constants for the components present. The above equation is solved for β. The composition of each phase can also be calculated using the following

	
	(3.35)



and

	
	(3.36)


 
The properties for each phase, including the internal energy, density are then determined using the Modified Peng-Robinson EoS described in section 3.5.

[bookmark: _Toc414537372]3.7 CONCLUSIONS

The above chapter describes the system of equations representing the conservation laws required to predict fluid flow in pipelines under transient conditions. 

These conservation laws were coupled with the Modified Peng-Robinson EoS which acts as a closure relation for the conservation laws. The EoS was described in its entirety in the above sections along with a brief description of how the stability of phases could be determined. 


In addition, the relations used as part of the homogeneous equilibrium assumption to describe mixture density, internal energy and speed of sound were also provided.

The following chapter describes the methods for solving the system of conservation equations for pipeline outflow.
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[bookmark: _Toc414537373]CHAPTER 4: NUMERICAL METHODS TO SOLVE HYPERBOLIC PARTIAL DIFFERENTIAL EQUATIONS

[bookmark: _Toc414537374]4.1 INTRODUCTION

The Euler equations, describing the transient fluid flow in a ruptured pipeline were presented in chapter 3. These equations are hyperbolic Partial Differential Equations (PDEs) and as they contain nonlinear terms, they can only be solved by numerical methods. Their complete solution also requires the application of appropriate boundary conditions. These boundary conditions ensure closure of the differential equations with their solution establishing fluid properties within the pipeline.

There are many numerical methods that may be applied to solving hyperbolic PDEs. Some of the more commonly employed techniques are:

· Finite Difference Method (FDM)
· Finite Volume Method (FVM)
· Method of Characteristics (MOC)

The FDM is based on the differential form of the hyperbolic PDEs. It involves discretising the spatial domain into a series of nodes. Finite approximations are then substituted for the derivatives appearing in the differential equation. This results in a system of algebraic equations. These methods may be used to solve problems where fluids do possess discontinuities but as they are based on the differential form they may produce erroneous results. Typical finite difference schemes include explicit Forward Time Central Space (FTCS) scheme and the Crank Nicolson method.

The FVM is similar to the FDM in that the solution domain is discretised. However, as the method is based on the integral form of the differential equations, the discretisations are cells or volumes rather 

than points. The PDEs over each cell are approximated to produce a system of algebraic equations. These methods are designed to handle discontinuous domains such as shocks and are typically the most robust methods. Some famous FVM schemes include the Godunov method, the Lax Friedrichs method and the Monotone Upwind Scheme for Conservation Laws (MUSCL) scheme.

The MOC is a mathematical technique that is particularly suited to the solution of hyperbolic equations with two independent variables. The MOC resolves the set of PDEs into Ordinary Differential Equations (ODEs). This is achieved through particular co-ordinate changes where the co-ordinates represent curves in the space-time plane along which the ODEs hold. This method is primarily an analytical method and therein lies its advantage over the above numerical techniques. The accuracy of this method is determined by the order of accuracy of the numerical method used to solve the system of ODEs created. The one inherent flaw in the MOC is that it is non-conservative.

In this chapter, the formulation of and the implementation of the MOC employed to solve the conservation equations governing single/two-phase flow in pipelines following their failure is presented. The boundary conditions and initial steady state modelling for simulation of the flow conditions in the pipeline prior to failure are also presented.

[bookmark: _Toc414537375]4.2 MATHEMATICAL FORMULATION OF THE MOC

[bookmark: _Toc414537376]4.2.1 THE METHOD OF SPECIFIED TIME INTERVALS

There are two main grid discretisations for the MOC. These are the Characteristic Grid method (CG) which is also known as the Natural Method of Characteristics or the Method of Specified Time Intervals.

In the case of the CG, the position of the solution is not known in advance. This is determined by the intersection of the left and the right running characteristics with the origin located at points where the 

solution is already known. A free-floating grid is created in the x-t plane as shown in Figure 4.1. This method is particularly accurate as the solution naturally progresses along the characteristics.
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[bookmark: CharGrid]Figure 4.1: Schematic of the Characteristic Grid (CG) method.

As depicted in Figure 4.2, in the Method of Specified Time intervals (MST), the locations of the solution points are specified in advance and characteristic lines are traced backwards in time to their origin in the previous points. The method necessitates interpolation to locate the intersection of all three characteristics on the previous time line and as a result can lead to a greater loss of accuracy.
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[bookmark: MSTGrid]Figure 4.2: Schematic of the Method of Specified Time Intervals (MST).

While the CG method may be more accurate than the MST, it does not allow for the introduction of boundary conditions at predefined times. In contrast, the MST method allows control of the time at which the input variables are given at boundaries. This means that the implementation of models for systems that commonly prevail in reality such as valve closure or pump shutdown is much less cumbersome. For this reason, this method is adopted in this study.

[bookmark: _Toc414537377]4.2.2 NUMERICAL FORMULATION

The solution of PDEs using the MOC comprises two steps:

1. Conversion of the PDEs into a system of ODEs called the compatibility equations.

2. Solution of the compatibility relations based on the MST method employing the Euler predictor-corrector technique.

[bookmark: _Toc414537378]
4.2.2.1 CONVERSION OF PDEs to ODEs

The governing conservation equations for unsteady fluid flow were presented in chapter 3.

The details of the conversion of PDEs to ODEs, for the case of conservation laws can be found in Zucrow & Hoffman (1975). The following is a summary of the main results showing the final form of the compatibility relations and the characteristics along which they hold.

The three compatibility relations associated with the conservation of mass, momentum and energy are:

	
	(4.1)

	
along the path line characteristic (C0):
	



	
	(4.2)



	
	(4.3)



along the positive characteristic (C+):

	
	(4.4)



	
	(4.5)



along the negative characteristic (C-):

	
	(4.6)



The C+ and C- mach line characteristics govern the speed of propagation of the expansion and compression waves while the path line C0 governs the rate of flow. In the above equations, t, x, u, a, P, ρ and T are the time, distance, velocity, speed of sound, pressure, density and temperature, respectively, at the solution node points. The thermodynamic properties φ and ψ are given by the following relations:

	
	(4.7)



and

	
	(4.8)



Here, qh, β and s are the heat transferred to or from the system, the frictional force and the entropy, respectively. The other variables have been defined previously.

[bookmark: _Toc414537379]4.2.2.2 SOLUTION OF THE COMPATIBILITY EQUATIONS

As described above, the solution of the compatibility equations requires the tracing of characteristic lines in a discretised x-t plane as shown in Figure 4.3.

Here, it is assumed that the fluid properties are already known at grid points i-1, i and i+1 at the initial time t1. The initial conditions at the foot of each characteristic curve (i.e., p, o and n) are evaluated by linear interpolation. The compatibility equations are solved by a finite difference method to obtain the flow variables P, h and u at the intersection point j at the next time step, t1+Δt1.

The time step employed is pre-specified, and is in turn calculated subject to the Courant-Fredrich-Lewy (CFL) criterion. This criterion is a requirement for the stability of the numerical scheme employed for the system under consideration. It is given by:

	
	(4.9)



Here, the symbols have the same meaning as those provided in the previous section, with the Δ symbol indicating an infinitesimal increment.
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[bookmark: _Toc414537380]4.2.3 FINITE DIFFERENCE SOLUTION OF COMPATIBILITY EQUATIONS

A full description of the finite difference method used to resolve the compatibility relations is given in Zucrow & Hoffman (1975). Hence, only a brief description highlighting the important aspects is given here.

An Euler predictor-corrector finite difference technique is used to numerically solve the compatibility and characteristic equations (4.1) to (4.6). The method consists of an explicit predictor step, which is used as an estimate of the fluid properties at the solution point. The corrector step then uses this as an initial estimate for an implicit approximation of the time step.
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4.2.3.1 FIRST ORDER APPROXIMATION: PREDICTOR STEP

In the predictor step the compatibility equations (4.1), (4.3) and (4.5) are expressed in finite difference form as:

Path line compatibility:

	
	(4.10)



Positive Mach line compatibility:

	
	(4.11)



Negative Mach line compatibility:

	
	(4.12)



The subscripts assigned to the various properties in equations (4.10) to (4.12) denote the location in space and time, as shown in Figure 4.3. The symbols depicting the flow variables have the same meaning as those described in the previous section. xp, x0 and xn are calculated from a first order finite difference form of the equations (4.2), (4.4) and (4.6). The fluid properties are then linearly interpolated from those at the grid points i-1, i and i+1.



[bookmark: _Toc414537382]4.2.3.2 SECOND ORDER APPROXIMATION: CORRECTOR STEP

In order to improve the accuracy of the first order solution, a second order approximation to the compatibility equations is employed. The finite difference form of the compatibility equations (4.1), (4.3) and (4.5) can be expressed as;

Path line compatibility:

	
	(4.13)



Positive Mach line compatibility:

	
	(4.14)



Negative Mach line compatibility:

	
	(4.15)



In a similar manner as that employed in the predictor step, the positions xp, x0 and xn are calculated from a second order finite difference form of equations (4.2), (4.4) and (4.6). The fluid properties at these points are then found by linear interpolation, as in the first order step. This calculation is 

repeated until a certain tolerance (ca. 10-5) is satisfied for the three independent flow variables, ie., P, h and u.

[bookmark: _Toc414537383]4.2.4 BOUNDARY CONDITIONS

In this section, the boundary conditions required to simulate the outflow from a failed pipeline are presented. These include:

· Intact end/closed end 

· Full Bore Rupture (FBR) 

· Emergency Shutdown	Valve (ESDV) closure

[bookmark: _Toc414537384]4.2.4.1 INTACT END BOUNDARY CONDITION

At the intact end of the pipeline, only the negative mach line (C-) and path line characteristics are applicable and hence only two compatibility equations are valid. The first order finite difference approximation of the negative characteristic equation can be written as:

	
	(4.16)



where K2 is given by:

	
	(4.17)



Applying the boundary condition that the velocity at the closed end is zero:

	
	(4.18)



The upstream enthalpy can then be calculated using the path line characteristic:

	
	(4.19)



The corrector step described previously is then used to yield the flow variables at the closed end. The meanings of the symbols used in the above relations have been described in previous sections.

[bookmark: _Toc414537385]4.2.4.2 FULL BORE RUPTURE BOUNDARY CONDITION

Two distinct types of flow are assumed to occur at the release plane during pipeline failure, namely,

1. Critical/choked flow
2. Unchoked flow

During choked flow, the release flowrate is at its maximum and the fluid is assumed to isentropically expand to a pressure well above ambient, called the choke pressure. For a pure gas, the velocity of release is the same as the local speed of sound. Also, for choked flow, disturbances downstream of the choking plane cannot propagate upstream.

As the pipeline continues to depressurise, the release pressure will eventually drop to a level where the flow becomes unchoked and finally reaches ambient conditions.

At the rupture plane both the C+ and C0 characteristics lie within the computational domain. In the absence of a simple analytical relationship expressing the expansion process across the release plane, a ‘ghost’ cell adjacent to the boundary cell, as depicted in Figure 4.5, is used to apply suitable conditions to the C- characteristic. The ghost cell is a fictitious node i+1 lying at the same position as node i as illustrated in Figure 4.5.

[image: ]
[bookmark: ClosedEnd]Figure 4.4: Grid scheme showing the active characteristic lines (C0 and C-) at the inlet intact end point.

The introduction of this extra node allows the solution along the negative characteristic. The flow properties at point j are then obtained just as for interior points using equations (4.1), (4.3) and (4.5). In this case, however, interpolation is not required inside the ghost cell as all the properties within the cell are spatially invariant.



The flow variable P01, h01 and u01 at the release plane are calculated using the method described in the next section. Here, P, h and u are the pressure, enthalpy and velocity, respectively, at the release plane.

Across the release plane the mass flow rate is conserved and the expansion process at the release plane is assumed to be isentropic.

The energy balance across the release plane, ignoring changes in potential energy between the flow approaching and exiting the failure plane, is given by (depicted in Figure 4.5):
	
	(4.20)



where the subscripts j and 01 represent upstream and release plane conditions respectively.
[image: ]
[bookmark: GhostCell]Figure 4.5: Diagram illustrating characteristic lines at the rupture plane based on the concept of a ghost cell.


In the case of choked flow, u01 is replaced by the single/two-phase speed of sound, a01. The release pressure, P01 is then obtained by solving equation (4.20) using Brent’s algorithm (Epperson, 2013). The iterative solution of equation (4.20) involves guessing and updating the discharge pressure, P01, in conjunction with pressure-entropy (isentropic) flash calculations (Michelsen, 1987) until equation (4.20) is satisfied. Once a solution is obtained, other flow variables at the release plane are determined from a corresponding pressure-entropy (P01-sj) flash calculation.

For unchoked flow, the release pressure is set to be equal to the downstream ambient pressure and the remaining outflow variables can be calculated by a corresponding pressure-entropy flash calculation. The release velocity can then be calculated using equation (4.20).

Once the release plane flow conditions are determined, uj is updated using a steady state mass balance and employed in the corrector steps until convergence is reached.

[bookmark: _Toc414537386]4.2.3.3 ESDV BOUNDARY CONDITION

In order to account for the closure of ESDVs, specific boundary conditions are required between the pipeline segments. The pressure drop across the valve is variable and is related to the volumetric flowrate and area of flow (Mahgerefteh et al., 1997) via:

	
	
(4.21)



Where Q(t), Af(t) and ΔP(t) are respectively, the volumetric flow rate, the area of flow through the valve and the pressure drop across the valve.  ρ(t) and  Cd(t) are, on the other hand, the density and the coefficient of discharge respectively.


Cd(t)  is a function of the time varying area of the valve opening (Wylie & Streeter, 1993) as given by,

	
	(4.22)


Where A0, A1, A2, A3, A4 are fitting parameters and ω is the percentage of the area of the valve which is open. The area of flow for the valve is also given as a function of a linear closure rate (Mahgerefteh et al., 1997) and is given by:

	
	



(4.23)



A schematic of the numerical domain across the valve can be found in Figure 4.6.
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Figure 4.6: Diagram illustrating characteristic lines across a valve.

where Af, R and x are the  flow area, radius of the pipe and  linear closure rate of the valve, respectively.

Returning to Figure 4.6, the nodes across the valve are denoted by j+’ and j-‘.  The compatibility relations for the three characteristics are:

	for the Mach lines:


	
(4.24)



	
	(4.25)


for the Path line:

	
	(4.26)



Note that the mach line equations are different from those used in Mahgerefteh et al.,(1997).  The primary difference is that the velocities across the valve are assumed to be different. The density is also assumed to be different across the valve, as would be expected for compressible flow.

Assuming that the entropy does not change across the closing valve, we can find the required closure relation by performing a pressure-entropy flash calculation (Michelsen, 1987). In this case, the compatibility relations need to be modified to take into account of the pressure drop across the valve. The required additional relation for the above 4 unknown system can be derived from equation (4.21) and knowing that the flowrate is the product of the local velocity and flow area such that: 

	
	(4.27)



Where,

	
	(4.28)




Here, ΔP0 is the pressure difference between the nodes upstream and downstream of the open valve.

Equations (4.24), (4.25), (4.26) and (4.27) are solved simultaneously using a simultaneous non-linear equation solver such as the DNSQE solver developed by Hiebert (Fong, W. et al., 1993). The initial guesses for pressure, velocity and density are taken as follows:

	Pj+’  = Pp, Pj-‘ = Pn, uj+’ = up, uj-‘ = Un, ρj+’ = ρ0.	
	(4.29)



Where, P, u and ρ are the pressure, velocity and the density respectively. The subscripts j+’ and j-‘ are for the node points upstream and downstream of the valve at the new time step, as depicted in the Figure 4.6. Further, the subscripts p, n and 0 are the node locations, at the previous time step as indicated in Figure 4.6.

Upon reaching convergence, the remaining variables including the new local speed of sound, a at the new time step for node points j+’ and j-‘ can be calculated explicitly from the thermodynamic relations.

After full valve closure, the j+’ and j-‘ node points are assumed to be closed end node points, where the velocities uj+’ and uj-‘ are both assumed to be 0. The compatibility and thermodynamic relations are then solved simultaneously as discussed in section 4.2.3 for the closed end boundary condition.
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4.2.5 STEADY STATE INITIAL CONDITIONS

In the case of steady state flow within the pipe, prior to pipe rupture, the solution of the corresponding compatibility relations for node points within the pipeline, the initial fluid properties values as well as the pertinent boundary conditions are required. These initial conditions are obtained by assuming the fluid is at rest or steady motion prior to pipeline failure. The following equations are solved to obtain fluid properties under steady flow:

	
	(4.30)



	
	(4.31)



	
	(4.32)



where, ρ, u, s, T and P are the density, velocity, entropy, temperature and pressure of the homogeneous fluid as a function of space x respectively. θ is the angle of inclination to the horizontal. Qh is the heat transferred between the fluid and the pipe wall as given in equation (3.8).  fw and D are the Fanning friction factor and the diameter of the pipeline respectively.

In the absence of an analytical solution for equations (4.30) to (4.38), the NAG subroutine nag_ivp_ode_rk is used to provide a numerical solution. This subroutine solves the ODEs using a Runge-Kutta method based on the Branklin algorithm.


[bookmark: _Toc414537388]
4.3 CONCLUSIONS

In this chapter the main numerical methods for solving the system of hyperbolic PDEs representing the Euler equations for fluid flow were presented.

Section 4.2 begins with a brief description of the FDM, FVM and the MOC. The chosen method for solving Euler’s equations, the MOC, was then described in detail. The description of the MOC includes the development of compatibility equations from the original PDEs.

The section then continues with a detailed description of the boundary conditions required by the MOC to predict fluid outflow. These boundary conditions include the closed end condition, the full bore rupture condition and the ESDV boundary condition.

Along with the above boundary conditions, the initial conditions of the fluid are also required. A steady state model was thus described, to show how these initial conditions were evaluated all along the failed pipeline.
The following chapter discusses the validation of the model described in chapter 3 and chapter 4 for the prediction of fluid outflow from failed pipelines protected by ESDVs.
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[bookmark: _Toc414537390]5.1 INTRODUCTION

The boundary conditions required to simulate valve closure dynamics in failed pipelines was presented in chapter 4. The purpose of this chapter is to test the efficacy and accuracy of the Pipeline Emergency Shutdown Valve (PESDV) model based on various verification and validation tests. This model will later be used in chapter 7 to determine the optimal spacing of valves along the pipeline. 

The work presented in this chapter is divided into two main sections. The first is a summary of verification tests performed to check if the model produces expected trends. These tests involve simulating the blowdown of a valve-protected pipeline and varying the number and closure rate of the valves.

The second section deals with the validation of the PESDV model using measured data obtained for the rupture of a CO2 pipeline as part of National Grid’s COOLTRANS research project (Cooper, 2012). This includes comparison of predicted and measured fluid pressures and temperatures at specific locations and time intervals along the depressurising pipeline during valve closure.

[bookmark: _Toc414537391]5.2 VERIFICATION OF THE PESDV MODEL

The PESDV model developed in chapter 4 is verified by performing five tests. The details of these tests are provided in Table 5.1. These involve the blowdown of a 10 km, 914 mm O.D. pipeline with a 10 mm wall thickness. The pipeline is assumed to undergo a Full Bore Rupture (FBR) at one end (the 10 km end) while remaining intact at the other end. As this study is primarily focused on assessing the hazards associated with pipeline failure for CCS, the fluid contained within the pipeline is assumed to be pure dense-phase CO2.

As part of these tests, the number of valves (one or two) and their closure rate (2.5 cm/s and 30 cm/s) are varied to investigate their impact on the fluid pressure and temperature at the discharge plane, upstream valve location as well as along the pipeline.

The following presents and discusses the results obtained. 

	Parameter
	Value

	Initial Pressure (bara)
	151                     (Test 1-6)

	Initial Temperature (K)
	283                     (Test 1-6)

	Valve Location Relative to High Pressure End (km)
	8                            (Test 1)

	
	N/A                       (Test 2)

	
	4 and 8                  (Test 3)

	
	8                            (Test 4)

	
	8           (Test 5 and Test 6)

	Valve Closure Rate (cm/s)
	2.5                         (Test 1)

	
	N/A                       (Test 2)

	
	2.5 and 2.5            (Test 3)

	
	2.5                         (Test 4)

	
	30                          (Test 5)

	
	50                          (Test 6)

	Overall Pipeline Length (km)
	10                       (Test 1-6)

	Pipe Outer Diameter (mm)
	914                     (Test 1-6)

	Pipe Wall Thickness (mm)
	10                       (Test 1-6)

	Ambient Pressure (bara)
	1.01                    (Test 1-6)

	Number of Grids
	2000                   (Test 1-6)

	Valve activation time following pipeline rupture (s)
	60                           (Test 1)

	
	N/A                        (Test 2)

	
	15 and 60               (Test 3)

	
	5            (Test 4 and Test 5)

	
	15                           (Test 6)

	Pipeline Roughness (mm)
	0.0                       (Test 1-6)    

	Upstream Boundary Condition
	Closed End       (Test 1-6)

	Number of Grid Points (simple)
	2000               (Test 1-6)



Table 5.1: Simulation input conditions for PESDV model verification study.

In all cases, the valves are assumed to start closing at a pre-set time after the FBR called the valve activation time in Table 5.1. Furthermore the Equation of State (EoS) used is the Wu Modified Peng Robinson EoS (chapter 3) throughout this chapter. The details for why this EoS was selected have already been discussed in chapter 3.

[bookmark: _Toc414537392]5.2.1 VARIATION OF THE NUMBER OF VALVES

Figure 5.1 shows the fluid pressure profile along the pipeline 20 s chosen as an example following FBR for Test 1 (1 valve) and Test 3 (2 valves). As may be observed, Test 3 shows a similar profile as Test 1 except between ca. 2 km and ca. 6 km. The valve located at 4 km is activated 15 s after the failure (see Table 5.2). The pressure profile for Test 3  shows ca. 7 bara drop in pressure at the valve location with the pressure immediately upstream of the valve higher than the corresponding pressure in the Test 1 profile.

Figure 5.2 shows the pressure profile of fluid in the pipeline 120 s after failure for Test 1 (1 valve) and Test 3 (2 valves). As may be observed, the Test 1 profile shows a significantly lower pressure in the first section of the pipeline as compared to Test 3. This is due to the presence of an additional valve 4 km from the intact end. This valve has attained full closure by this time (see Table 5.2). Consequently, the section of the pipeline downstream of the valve located at 4 km depressurises at a faster rate for Test 3 than for Test 1. This is seen by comparing the pressure in Section 2 of the pipeline for both tests. The pressure is observed to be lower in the isolated Section 2 for Test 3 as compared to Test 1. There is a minor pressure drop of ca. 8 bara for Test 3 and ca. 10 bara for Test 1 across the closed valve located at 8 km from the intact end.

Figure 5.3 shows the variation of the release pressure with time for Test 1 (1 valve) and Test 2 (no valve). Referring to Test 1 (Table 5.2), although the valve begins to close 60 s after FBR, its impact on the rate of drop in pressure as compared to Test 2 is seen at ca. 90 s. Beyond ca. 90 s, the profiles are seen to diverge and faster depressurisation is observed in Test 1 as compared to Test 2 as would be expected.

Figure 5.4 shows the variation of discharge rate with time for Test 1 and Test 2. As it may be observed, the discharge rate shows a hyperbolic decrease in the mass flow rate for both Test 1 and Test 2. There is a deviation in the discharge rate histories after ca. 90 s due to valve activation at 60 s (see Table 5.2) after FBR initiation. As expected, the discharge rate is then seen to drop faster for Test 1 as compared to Test 2.

Figure 5.5 shows the variation of release temperature with time for Test 1 and Test 2. As can be observed, the release temperature is identical for both Test 1 and Test 2 up till ca. 90 s when the valve completely shuts. The release temperature for Test 1 is then seen to drop more rapidly than Test 2 due to valve activation at 60 s. This is due to the Joule-Thomson effect, where a decrease in pressure across the valve causes a drop in temperature.
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Figure 5.1: Pressure profile 20 s after FBR for Test 1 and Test 3 (see Table 5.1).
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Figure 5.2: Pressure profile 120 s after FBR for Test 1 and Test 3 (see Table 5.1).
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Figure 5.3: Variation of the release pressure with time for Tests 1 and 2 (see Table 5.1).
 (
Valve Closes
) (
Valve Activated
) (
Test 2
) (
Test 1
)[image: ]
Figure 5.4: Variation of discharge rate with time for Tests 1 and 2 (see Table 5.1).
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Figure 5.5: Variation of release temperature with time for Tests 1 and 2 (see Table 5.1).
	Test No.
	Valve Activation Time (s)
	Valve Closure Time (s)

	Test 1
	60
	96

	Test 3 (2 valves)
	15 and 60
	51 and 96

	Test 4
	5
	41

	Test 5
	5
	8

	Test 6
	15
	17



Table 5.2: Valve activation and closure times for Tests 1, 3, 4, 5 and 6.

[bookmark: _Toc414537393]5.2.2 VARIATION OF VALVE CLOSURE RATE

Figures 5.6 and 5.7 respectively show the variation of the rupture plane or discharge pressure and the corresponding discharge rates with time for Test 4 (2.5 cm/s) and Test 5 (30 cm/s). The time at which the valves are activated and closed are indicated by the vertical dotted lines presented in the figures. The release pressure is observed to decrease more rapidly for Test 5 than for Test 4. This is due to the faster closure rate in Test 5 as compared to Test 4 (see Table 5.2). This is manifested in a faster drop in the discharge rate for Test 5. The difference in the rupture plane pressure and discharge rate at 150 s is observed to be ca. 1 bara and 500 kg/s respectively.

Figure 5.8 shows the variation of release temperature with time for Test 4 and Test 5. Once again, the time at which the valves are activated and closed are indicated by the vertical dotted lines presented in the figure.  As can be observed, the temperature decreases faster for Test 5 than for Test 4. This is due to the faster closure rate of the valve in Test 5 leading to higher pressure drop (Joule-Thomson effect). The release temperature at 150 s after failure is observed to be ca. 225 K for Test 4 and ca. 220 K for Test 5.
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Figure 5.6: Variation of release pressure with time for Tests 4 and 5 (see Table 5.1).
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Figure 5.7: Variation of discharge rate with time for Tests 4 and 5 (see Table 5.1).
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Figure 5.8: Variation of release temperature with time for Tests 4 and 5 (see Table 5.1).
Figure 5.9 shows the impact of valve closure on the pressure history 8 m from the valve location for Test 6 (50 cm/s). As may be observed, the pressure is seen to fall from the initial fluid pressure of 151 bara to ca. 60 bara. Since the valve attains complete closure at ca. 17 s after the FBR, a pressure surge is observed at 25 s and the pressure of the fluid is observed to rise to ca. 115 bara. A further rise is observed after this immediate surge, and the highest pressure observed at the end of the period is ca. 130 bara. These pressure surges continue to occur at a frequency of ca. 30 s. These oscillations are observed to be damped with time due to frictional effects.
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Figure 5.9: Pressure history at a node point 5 m upstream of the valve location for Test 6 (see Table 5.1).
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The validation of the PESDV model developed in chapter 4 is performed using experimental data obtained from the depressurisation of a dense-phase CO2 pipeline protected by a valve as part of the National Grid COOLTRANS project. The following sub-section is a description of the experimental set up.

[bookmark: _Toc414537395]5.3.1 DESCRIPTION OF EXPERIMENTAL SETUP

In the COOLTRANS project, a 230 m long, 146 mm i.d. pipeline was connected at each end to two separate 135 m long, 908 mm i.d. ‘reservoir’ pipes. A schematic of the set up, excluding the reservoir pipes is shown in Figure 5.10. The figure also shows the location of pressure and temperature transducers to measure fluid properties. The pressure transducers used for measuring the fluid pressure were low-temperature resistant PPMT130B. These transducers have a range of 0-16 MPa, a response time of 1 ms and an accuracy of 0.2 % F.S. at room temperature. The transducers to measure the temperature of the fluid were of K type, had a response time of 13 ms and an accuracy of ± 1.5 °C. During the experiment, an approximately 3 m long test section located in the middle of the 146 mm i.d. pipeline was cut using shaped explosives exposing two fully open ends of the pipe emptying into a preformed crater. The whole pipeline except the 3 m test section was buried. The pipeline was ruptured at a time when the pressure was approximately 150 barg under no flow conditions prior to rupture.

The experimental conditions prior to failure are presented in Table 5.3. It may be observed that the fluid is initially supercritical. Given that the test pipe is buried, heat transfer between the pipe and the surrounding soil is ignored. Two ball valves were located at the 50 m mark on either side of the test section as shown in Figure 5.10. The valve on the left hand side (east side) of the figure was initiated at 240 s after failure while the one on the right hand side (west side) was initiated at 420 s after rupture. Both valves take 5 s to attain complete closure corresponding to a linear closure rate of 2.95 cm/s (see chapter 4).

For the purposes of this validation study, the pressure and temperature transience on the left hand side (east side) of the 146 mm i.d. pipeline (ca. 113 m overall  length) connected  to the  908 mm i.d. 135 m long reservoir pipe will be simulated. Therefore, the overall length simulated is 248 m with a single valve located 50 m from the rupture plane. 

Table 5.3 presents the pipeline parameters and ambient conditions employed to perform the simulations.  The total number of equidistant grid points used was 100.

	Parameter
	Value

	Initial Pressure (bara)
	151

	Initial Temperature (K)
	300

	Ambient Pressure (bara)
	1.01

	Ambient Temperature (K)
	283

	Heat Transfer
	None (Buried)

	Valve Closure Rate (cm/s)
	2.95

	Valve Activation Time (s)
	240

	Pipeline Roughness (mm)
	0.05



Table 5.3: Experimental and simulation input conditions used for validation studies (Cooper, 2012).

[bookmark: _Toc414537396]5.3.2 COMPARISON OF SIMULATION AND EXPERIMENTAL RESULTS

As this chapter primarily deals with the validation of the PESDV model, only the recorded pressure and temperature transducer data immediately upstream and downstream of the valve are compared with the simulation predictions. These are the P06_E and P07_E pressure transducers and the TT06_E and TT07_E temperature transducers (refer to Figure 5.10). Furthermore, the data is compared for the first 450 s after failure.
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Figure  5.10: Schematic showing the location of pressure and temperature transducers. Pressure transducers possess a starting initial P while temperature transducers have a starting initial T (Cooper, 2012).
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Figure 5.11 shows the comparison of the variation of pressure with time for pressure transducer P06_E located 49 m from the rupture plane for both the experiment and simulation. In this figure and all the subsequent figures, the valve activation time (240 s following FBR) and closure time (245 s following FBR), are indicated by vertical dotted lines in the same figure. As it may be observed, the experimental and the theoretical predictions are in reasonably good accord. A rapid initial drop in pressure synonymous with FBR in the first ca. 20 s is observed in both the experimental results and the simulation predictions. The final pressure recorded by the transducer at the end of 20 s is ca. 33 bara while that predicted is ca. 37 bara. The depressurisation rate observed after this period is greater in the simulation predictions than the experimental results. This may be either due to the lag in the transducer response time. Figure 5.12 also shows the simulated vapour fraction at the release plane, showing the presence of two-phase flow. The measured pressure prior to valve closure (ca. 245 s after FBR) is observed to be ca. 30 bara as compared to the simulated value of ca. 28 bara. A minor pressure surge is observed in the simulation results, at this time, which may be purely numerical. After the valve has attained complete closure (ca. 245 s), the discharge pressure in both the experiment and simulation is seen to almost instantaneously reach the ambient pressure of 1.01 bara. 
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Figure 5.13 shows the variation of fluid temperature with time for both the experiment and simulation at transducer location TT06_E located 49 m from the rupture plane. A similar rapid decrease in temperature as for the corresponding pressure is observed for both the experiment and simulation in the first ca. 20 s following FBR. The final temperature recorded by the transducer at this period is observed to be ca. 270 K as compared to the simulated value of ca. 275 K. This deviation might possibly be due to the non-uniformity in the temperature within the pipeline prior to the rupture test. It was reported by National Grid UK that the temperature at the temperature transducer location prior to failure was 290 K as opposed to the fluid feed temperature of 300 K.

A less rapid decrease in temperature is observed after this initial transience, with the rate of this decrease being higher in the simulation predictions than in the experimental results.  The temperature prior to valve closure (240 s) is observed to be ca. 265 K and ca. 261 K for the experiment and the simulation respectively. After the valve attains complete closure, the temperature is observed to decrease rapidly to ca. 197 K for the experiment and ca. 184 K for the simulation. At 280 s, the measured temperature in the pipe is observed to rapidly rise prior to a slow start. This is possibly due to the influx of the relatively warm ambient air and the warming of the pipe wall by the fluid post complete depressurisation. Neither of these effects are accounted for in the simulations hence no temperature recovery is predicted. 
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Figure 5.11: Variation of pressure with time at pressure transducer location P06_E (49 m from the rupture plane) for experiment and simulation (see Table 5.3) (Cooper, 2012).
[bookmark: _GoBack]
Figure 5.12: Variation of vapour fraction (simulated) with time at the rupture plane (see Table 5.3) (Cooper, 2012).
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Figure 5.13: Variation of temperature with time at temperature transducer location TT06_E (49 m from the rupture plane) for experiment and simulation (see Table 5.3) (Cooper, 2012).
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Figure 5.14 shows the variation of pressure with time for both the experiment and the simulation for pressure transducer P07_E located at 51 m from the rupture plane. A rapid initial pressure drop in the first 20 s for both the experiment and the simulation may be observed. This is similar behavior to the transience seen for transducer P06_E in Figure 5.11. The pressure attained at the end of this period is ca. 33 bara and ca. 39 bara for the experiment and the simulation respectively. The fluid pressure is then observed to undergo a less rapid decrease with time for both the experiment and the simulation. As before, the depressurisation rate is seen to be greater in the simulation predictions than the experimental results. Upon valve closure initiation (240 s), the pressure is observed to rise abruptly to ca. 37 bara in the experiment and ca. 34 bara in the simulation. A minor surge in pressure is observed in the experiment. The simulation results also show minor oscillations in pressure which are eventually damped out by frictional forces. These pressure surge oscillations are due to the fast closure of the valve as observed in Test 6 (section 5.2.2).

[bookmark: _Toc414537400]5.3.2.4 COMPARISON OF TEMPERATURE VS. TIME FOR TEMEPRATURE TRANSDUCER TT07_E

Figure 5.15 shows the variation of fluid temperature with time for both the experiment and the simulation for temperature transducer TT07_E located at 51 m from the rupture plane. As may be observed, the recorded measurements and the simulated data are in reasonably good accord. A rapid drop in the fluid temperature for both the experiment and the simulation is obtained in the first 20 s following FBR. The temperature at the end of this transience is observed to be ca. 271 K for the experiment and ca. 277 K for the simulation. The fluid temperature is observed to decrease at a relatively slower rate for both the experiment and the simulation. After the valve attains complete closure, the fluid temperature is observed to rise to ca. 273 K for the experiment as compared to ca. 270 K for the simulation.
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Figure 5.14: Variation of pressure with time for transducer P07_E (located 51 m from the rupture plane) for experiment and simulation (see Table 5.3) (Cooper, 2012).
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Figure 5.15: Variation of temperature with time for transducer TT07_E (51 m from the rupture plane) for experiment and simulation (see Table 5.3) (Cooper, 2012).
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The above chapter describes the verification and validation of the PESDV model. The model was initially tested in Section 5.2 to verify if it is heuristically accurate. For this, simulations varying the valve closure rate and the number of valves were conducted.

The results showed that the model was heuristically right with no observable numerical oscillations and the following conclusions were reached:

· The model accurately predicts a decrease in the discharge rate with an increase in the valve closure rate.

· It also accurately predicts a decrease in the average depressurisation rate with an increase in the valve closure rate.

The model was then validated against experimental data obtained as part of the COOLTRANS project. The simulations showed reasonably good agreement with measured data. In particular, the pressure and temperature transducer data downstream of the valve (transducer P06_E and transducer TT06_E) showed a maximum deviation of 11.1 % and 2.2 % (not including post-decompression air diffusion effects) respectively. The maximum deviations observed in the pressure and temperature between the experimental and simulation results for the upstream section of the pipe (transducer P07_E and transducer TT07_E) are 11.7 % and 2.2 % respectively. The PESDV is based on the HEM assumption and cannot account for phase disengagement and hence the stratification of flow in the ‘reservoir’ pipe.

For greater accuracy a more complex fluid model such as a two-fluid model along with the boundary condition employed for ESDVs in chapter 4 accounting for flow stratification in the reservoir pipe and the different thermodynamic properties in liquid and gas could be used.
The next chapter describes the addition of a dense gas dispersion model to the PESDV model validated in this chapter. The purpose of this addition is to develop a combined model which predicts the effluent CO2 concentration with distance from the failure location. The combined model will later be used in Chapter 7 to optimally space ESDVs.
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[bookmark: _Toc414537403]6.1 INTRODUCTION

In previous chapters, the Pipeline Emergency Shutdown Valve (PESDV) model, was described and validated. 


This chapter details the addition of a denser-than-air gas dispersion model to the validated PESDV model to predict the variation of effluent concentrations with distance from a pipeline failure. This is done to further aid in the quantification of risk associated with pipeline failures, which will be discussed in chapter 7. It should be noted that as the current work focuses on Carbon Capture and Sequestration (CCS) pipelines, the fluid released in the following studies is pure CO2.


The chapter begins with a brief description of the model used (SLAB) (Ermak, 1997) to simulate dense gas dispersion along with its constituent equations. These include the steady state conservation equations for mass, momentum, energy and species along with the equations required to estimate the cloud dimensions ie, height and width.


As SLAB does not take into account the initial expansion of effluent from release conditions to ambient conditions, a primitive expansion model is developed to act as an interface between the outflow model and the dispersion model. This is described in the section that follows the SLAB description.


The combined model for outflow, expansion and dispersion is then validated against experimental data obtained as part of the CO2Pipetrans research project (DNV, 2012). The chapter ends with a brief discussion on the performance of the combined model and the reasons for deviations from experimental results.
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[bookmark: _Toc414537405]6.2.1 INTRODUCTION

Dense gas dispersion modelling, which involves predicting the effluent concentration with distance from the source of a release, for substances denser than air under ambient conditions, has been researched in great detail. This research has led to the development of several models, chief among which are, DEGADIS, PHAST, FEM3, AFTOX and SLAB. A detailed review of the above models along with their assumptions and performance can be found in Hanna et al., (1993). It was also concluded by Ermak et al., (1982) that from a safety point of view, SLAB predicts similar results to FEM3, a CFD model including gravity spread and turbulence effects, for maximum distance to a specified concentration (in this case, the lower flammability limit). This will be critical in consequence analysis discussed later in Chapter 7. Furthermore, although SLAB has its benefits in being computationally inexpensive when compared to FEM3, certain phenomena like the bifurcated structure in the cross-wind direction are only predicted by CFD models like FEM3.


For the purposes of this thesis, the preferred model used for predicting the dense-gas dispersion is SLAB. The primary reason for choosing this model was its free availability. It was also observed by Hanna et al.,  (1993) that among the models mentioned above, SLAB and PHAST produced the most consistent predictions of the plume centerline concentrations with an error of approximately 30 %.


The SLAB model has 4 modes of dispersion, each of which is associated with a particular type of release and to analyse specific consequences. These are:


· Elevated horizontal jet release
· Stack or elevated vertical jet release
· Instantaneous volume source release
· Ground-level evaporating pool


For the purposes of this study only the horizontal jet release mode is of importance. This is because this gives the largest radius for the minimum safe distance for a CO2 release.


The following is a brief description of the equations used by SLAB to predict the variation of concentration with downwind and crosswind distance for a horizontal release from a failed pipeline.
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For the steady state plume model, it is assumed that the conservation equations are averaged along the crosswind plane i.e., the plane along the direction of the release. Further, as the release is assumed to be steady, the only independent variable is the downwind distance (x in the following equations). Thus, the equations used for the conservation of mass momentum, energy and species are:

Conservation of mass:

	

	(6.1)



Conservation of species:

	

	(6.2)



Conservation of x-momentum:

	

	
(6.3)


Conservation of y-momentum:


For lofted cloud:

	
	(6.4)



For grounded cloud:

	

	
(6.5)



Conservation of z-momentum:


For lofted cloud:

	

	
(6.6)


For grounded cloud:

	

	
(6.7)


Conservation of energy:


	

	
(6.8)


The description for the above symbols can be found in Table 6.1. For a horizontal release jet, which is the primary mode used in this thesis, the vertical source injection velocity, Ws, will be assumed to be 0. It is also assumed that the jet is pointing in the downwind direction such that the centre of the jet is located 1 m from the release plane of the pipeline. Further, the source rate for this release is defined as ρsmUsAs, where ρsm is the density of the dense effluent vapour-air mixture, Us is the velocity of the jet and As is the area of the expanded jet. The last two parameters are obtained using an expansion model, which will be described in section 6.2.4.

In addition to the conservation equations, several empirical correlations to determine the plume dimensions as a function of downwind distance are evaluated. These are summarised below:






Plume half-width equation:

	

	
(6.9)



	

	
(6.10)



Plume height equation:

	

	
(6.11)



Further an Equation of State (EoS) is used to predict the thermodynamic properties of the effluent-entrained air mixture. This is given by the following equation:
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where,
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and

	

	(6.16)



The description for the variables used in the above equations can also be found in Table 6.1. The above ideal gas based EoS is for a three species system i.e., dry air, water and effluent, with the possibility of two of the species i.e., water and the effluent existing either in vapour or in liquid droplet form.


The solution of the above equations (6.1) – (6.16) gives the crosswind-averaged properties of the cloud along with shape and size parameters. An additional property of interest is the 3-D concentration distribution profile, which is obtained by using the following assumed crosswind profile:
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where,

	

	
(6.18)



	

	(6.19)



	

	
(6.20)



	

	
(6.21)



where, erf is the error function and exp is the exponential function. The volume averaged concentration C(x) is given by:

	

	(6.22)



where, m is the mass concentration and the rest of the variables have the same definitions as provided in Table 6.1.

	Variable
	Description

	m
	Mass concentration

	ρ
	Density

	C
	3D concentration

	U
	Velocity of the cloud

	B
	Cloud half width

	b
	Cloud half width parameter

	h
	Cloud height

	Cp
	Specific heat

	T
	Temperature

	P
	Pressure

	fpc
	Energy due to phase change

	ft
	Ground heat flux

	Vg
	Horizontal crosswind gravity flow velocity

	fu
	Downwind friction force

	fvg
	Crosswind friction force

	fw
	Vertical friction force

	β
	Cloud half width parameter

	Ve
	Horizontal entrainment rate

	We
	Vertical entrainment rate

	Ws
	Vertical source injection rate

	M
	Molecular weight

	Rc
	Universal gas constant

	Ze
	Source height

	Subscripts
	

	a
	Air

	s
	Source

	da
	Dry air

	wv
	Water vapour

	sl
	Source (liquid)

	ae
	Air-emission mixture

	ev
	Emission vapour

	wa
	Water-air mixture

	wd
	Water liquid droplet

	ed
	Emission liquid droplet

	wl
	Water (liquid)



Table 6.1: Description of variables and sub-scripts used in the SLAB model.
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To solve the above equations, sub-models describing the vertical air entrainment rates and the thermodynamics of liquid droplet formation and evaporation need to be provided. These are described in this sub-section with further details found in Ermak (1997).
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The vertical entrainment rate model predicts the rate of air entrainment into the plume and includes the effects of surface friction, differential motion between the air and the cloud, thermal convection due to ground heating and damping of air-cloud mixing due to the stable stratification within the cloud relative to the ambient atmosphere. SLAB relies on equations that have been determined through experiments from several sources, which have been shown to agree with the observed entrainment rate of independent shear flow experiments. The vertical entrainment rate in SLAB is given by the following correlation:

	

	
(6.23)



where, We,  Ue, φh, H, L   and h are the vertical entrainment rate, effective friction velocity, Monin-Obukhov function, height of the mixing layer, Monin-Obukhov length and cloud height, respectively. The constants are given by: α = 1.5 and k = 0.41.


The profile function g(h/H) accounts for the height of the mixing layer, H, and is given by:

	

	
(6.24)



The expressions for the Monin-Obukhov function is given by:

	

	
(6.25)


where, L, u*, , k, g and  are the Obhukov length,  frictional velocity, mean virtual potential temperature, von Karman constant, acceleration due to gravity and surface virtual potential flux, respectively.


[bookmark: _Toc414537409]6.2.3.2 THERMODYNAMICS OF LIQUID DROPLETS

Liquid droplet formation and evaporation is governed by equilibrium thermodynamics in SLAB. Two of the three species present in the plume are allowed to form droplets, namely the water vapour present in the air and the effluent. To describe this phenomenon the following equations are used:


Mass conservation for released material:

	

	
(6.26)


or,

	

	
(6.27)



where,  qs is the source rate from the jet and R=ρUBh. 


Mass conservation for dry air, total water and the liquid/vapour fraction of water and emission:


Total water:

	

	(6.28)



Dry air:
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Water vapour:
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Effluent vapour:
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Water droplets:

	

	(6.32)



Effluent droplets:


	

	(6.33)


In the above, mwa is the ambient value of the mass concentration of water vapour, sub “o” denotes the value at the start of the integration step. δmwpc and δmepc are the increases in the water and effluent vapour mass concentrations, respectively, due to phase change during the spatial step in the steady state plume model.


Temperature equation:
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where,
	
	(6.35)
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where Ft, Epc, T, m and Cp, are the net ground heat flux, phase change energy, temperature, mass concentration and specific heat capacity, respectively. The subscripts a, wv, wl, s and sl indicate dry air, water vapour, liquid water, effluent vapour and effluent liquid, respectively. The heat of vaporisation is specified as ΔH and the subscripts w and e stand for water and effluent.


The remaining equations specify the vapour concentration using local equilibrium conditions which require the partial pressure of the vapour phase to be lesser than (1) the partial pressure with the total mass fraction in the vapour phase and (2) the saturation pressure. Considering one species where the total mass concentration is related to the vapour and droplet concentrations by:

	

	(6.38)



the partial pressure when mv=mt is given by:

	

	
(6.39)


The saturation pressure can be expressed as:

	

	
(6.40)



where, A, B and C are saturation pressure constants. The local equilibrium can be expressed as follows:

· If P(mt,T) < Ps(T) then mv = mt
· If P(mt,T) > Ps(T) then 

	

	
(6.41)



The above equations apply to both water and effluent separately, using the appropriate saturation pressure constants, molecular weight and mass concentration. They specify the mass concentration of vapour fraction as a function of temperature and total mass fraction of the species present in the cloud.


It should be noted that the SLAB steady-state plume model can only simulate dense-gas dispersion for non-transient releases from pipelines. The issue of transient releases will be discussed in chapter 7.

[bookmark: _Toc414537410]6.2.4 EXPANSION MODEL

As mentioned previously, SLAB requires the fluid source conditions after the jet has fully expanded to ambient pressure. In order, to provide these source conditions as input values, a model was developed with the following assumptions:


· Isentropic expansion from the pipeline release plane conditions
· No air entrainment
· Steady state expansion from the release conditions
· Homogeneous equilibrium is maintained
· No droplet formation


These assumptions provide the following equations:


Conservation of mass:

	



	(6.42)


Conservation of momentum:

	

	(6.43)



Figure 6.1 shows the expansion of fluid from the pipeline release to ambient conditions. In the above relations, ρ, u, A and P are the density, velocity, area and pressure of the jet, respectively. The subscripts 1 and 2 represent the release conditions and the fully expanded jet conditions, respectively. As mentioned previously, the final relation is that the entropy at the release plane and at the end of full expansion is the same. Thus, with an appropriate EoS, which for our purposes is the Modified Peng-Robinson described in chapter 3, the properties at full expansion ie., the variables with subscript “2”, can be determined. These are used as input conditions for SLAB.


The above model, in conjunction with the outflow model described in chapters 3 and 4, will be referred to as the PESDV-S. This model needs to be validated. This validation is described in the next section.
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Figure 6.1: Schematic of the expansion of fluid from pipeline exit conditions to ambient conditions.
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[bookmark: _Toc414537412]6.3.1 INTRODUCTION

The above model, developed to predict effluent concentrations with distance from the release plane needs to be validated against experimental data to determine its accuracy. The experimental data used to perform this validation is obtained from the CO2Pipetrans research project (DNV, 2012). The following section describes the experimental set up.


[bookmark: _Toc414537413]6.3.2 DESCRIPTION OF THE EXPERIMENTAL RIG


Figure 6.2 shows a schematic of the experimental rig pad, located at Spadeadam. The pad covers a total of 10000 m2, being 100 m by 100 m and is elevated 270 m above sea-level. The vessel used in the experiments to release dense-phase CO2 was made from a 24 m long 24 in i.d.  X 65 pipe. Electric pre-heaters were installed around the outside of the vessel in order to maintain the temperature of the fluid within the vessel. The vessel was insulated using a superwool 607 blanket of 25 mm thickness.
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Figure 6.2: Schematic of the experimental rig pad (DNV, 2012).

The release piping which connected the outlet from the vessel to the release orifice consisted of a total of 5.5 m length, 2 in i.d. nominal bore pipe. The release orifice changes in diameter depending on the experiment, ranging from 0.5 in. to 1.5 in. The centre of the orifice is placed 1.1 m above the ground.


The ambient temperature and pressure data along with the humidity was taken 12.6 m behind the release point at the pad level. The wind speed measurements were provided by a lightweight cup anemometer (Vector Instruments type A100) which takes measurements at different heights. The height used in the analysis that follows is 1.65 m. The accuracy of the anemometer was ± 1 %.


Figure 6.3 shows the vessel described above, used for the tests. The concentration of CO2 was measured using oxygen cells and CO2 analysers. A total of 43 sensors were applied at downstream distances of 5 m, 10 m, 15 m, 20 m, 40 m, 60 m and 80 m at a range of heights i.e., 0.3, 1 and 3m. The accuracy of the analyser was ± 1 %.

[image: ]
Figure 6.3: Schematic of the vessel used for blowdown experiments (DNV, 2012).

For the purposes of this study, only results of maximum concentration variation with downwind distance for Tests 1, 2 and 3 (refer to DNV, 2012) were compared with experimental data.


	Parameter
	Test 1
	Test 2
	Test 3

	Overall pipeline length (m)
	30
	30
	30

	Pipeline roughness (mm)
	0.045
	0.045
	0.045

	Pipeline external diameter (mm)
	609.5
	609.5
	609.5

	Pipeline internal diameter (mm)
	590.5
	590.5
	590.5

	Puncture diameter (mm)
	11.94
	11.94
	11.94

	Surface roughness (mm)
	0.1
	0.1
	0.1

	Stability class
	D
	D
	D

	Ambient wind speed measured at 1.65 m from ground level (m/s)
	4
	3.44
	3.37

	Source height (m)
	1.1
	1.1
	1.1

	Initial pressure (bara)
	104.4
	156.5
	134.5

	Initial temperature (k)
	278
	280.8
	284

	Ambient pressure (bara)
	0.9994
	0.9582
	0.9725

	Ambient temperature (K)
	287.2
	280.5
	283.6

	Relative humidity (%)
	74.4
	96
	95.8

	Release duration (s)
	60
	60
	60



Table 6.2: Simulation and experimental conditions for Test 1, 2 and 3 (DNV, 2012).

 A summary of the experimental and simulation conditions can be found in Table 6.2.

[bookmark: _Toc414537414]6.3.3 RESULTS OF VALIDATION STUDY

The following show comparisons of data obtained from experiments and those obtained for simulations, for the three tests mentioned above. The data compared is the maximum concentration of CO2 with downwind distance for all three cases. The aim of this study is to ascertain the deviation in the maximum concentration predicted by simulations and measured by experiments. The importance of determining this deviation will be stressed on in chapter 7.

Figure 6.4 shows the variation of maximum CO2 concentration with downwind distance for Test 1. As can be seen, the initial concentration predicted 1 m from the release plane is 100 mol. %. Due to the limited data available from the test, the nearest downwind data point location at which the maximum concentration is measured is at ca. 6 m. There is a large deviation in this near-field maximum concentration measured in the experiment and predicted by the simulation (ca. 12 mol. %). Between 10 m and 15 m downwind of the release the simulation predictions are seen to over-predict the concentration by a maximum of ca. 2 mol. %. Beyond 15 m from the release plane, the concentration is observed to rise. This increase is attributed to incorrect measurements by oxygen cells at locations greater than 15 m from the release plane.

Figure 6.5 shows the variation of maximum CO2 concentration with downwind distance for Test 2. Similar to Test 1, Test 2 simulation results show a 100 mol. % maximum concentration of CO2, 1 m from the release plane. Further, the maximum deviation from experimental data is obtained at a downwind distance of 5 m from the release plane and is ca. 20 mol. %. The difference in maximum concentration between experiment and simulation continues to decrease with downwind distance, till 20 m from the release plane, at which point the value is ca. 7 mol. % and ca. 3 mol. % in the experiment and simulation, respectively. Beyond 20 m, the maximum concentration is observed to stay constant at ca. 6 mol. % and this is primarily attributed to incorrect measurements of concentration by oxygen cells at downwind locations greater than 15 m from the release plane, similar to Test 1.
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Figure 6.4: Variation of maximum concentration with downwind distance for Test 1 (refer Table 6.2).
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Figure 6.5: Variation of maximum concentration with downwind distance for Test 2 (refer Table 6.2).
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Figure 6.6: Variation of maximum concentration with downwind distance for Test 3 (refer Table 6.2).

Figure 6.6 shows the variation of maximum CO2 concentration with downwind distance for Test 3. As can be seen, the maximum concentration at a downwind distance of 5 m is ca. 48 mol. % and ca. 11 mol. % for the experiment and the simulation, respectively. The deviation of this concentration decreases with downwind distance between experimental and simulation results. At a downwind distance of 10 m from the release plane, the maximum concentration is ca. 17 mol. % and ca. 7 mol. % for the experiment and simulation, respectively. Beyond 20 m from the release plane, the maximum concentration is seen to remain constant in the experiments at ca. 7 mol. %. This is attributed to inaccurate measurement of CO2 concentration at downwind distances greater than 15 m from the release plane.


[bookmark: _Toc414537415]6.4 CONCLUSIONS

The previous section described the validation of the PESDV-S model with experimental data obtained from the CO2Pipetrans research project. From the above, it can be concluded that the model produces results which moderately agree with experimental data for distances less than 10 m from the release plane and show good agreement with experimental data for downwind distances greater than 10 m. 


The deviations from experimental data observed in the above results are possibly due to:


· The primitive isentropic expansion model used
· No available data on the stability class and surface roughness for the experiments. The values used were taken from the Advantica report (DNV, 2012) obtained from a sensitivity study performed by Det Norske Veritas (DNV)
· The primitive empirical sub models used by the SLAB model
· Inaccuracies in experimental measurements (details of this can be found in the Advantica report (DNV, 2012))


It should be noted that the impact of surface roughness should not be underestimated. A decrease in the above surface roughness from 0.1 m to 0.03 m would greatly increase the predicted maximum concentration with downwind distance and hence provide closer results to those measured in the experiments, particularly for downwind distances less than 10 m from the rupture plane. Further, the results obtained using the above specifications for all three tests show similar results to those obtained by DNV using PHAST (DNV, 2012).


The following chapter discusses the implementation of the PESDV-S model to optimise the spacing of ESDVs along pipelines transporting dense phase CO2.
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[bookmark: _Toc414537417]7.1 INTRODUCTION


The failure of pipelines transporting CO2 involves the release of a significant amount of inventory, which when greater than 7 % (vol./vol.) (Kruse & Tekiela, 1996) can lead to asphyxiation. In order to mitigate the risk associated with such a release pipelines are protected using Emergency Shutdown Valves (ESDVs). However, the installation of these ESDVs represents a significant capital cost and so the number of valves needed, and hence their spacing along pipelines, must be selected in order to remain cost effective but still providing adequate protection in case a failure occurs.

Optimal valve spacing is a topic, which has been given some attention for oil and natural gas pipelines (Grigoriev & Grigorieva, 2009). The primary hazard for CO2 pipelines, however, differs from natural gas and oil releases. While the risk of fires and explosions are of greater significance for hydrocarbon releases, the risk of asphyxiation is of primary importance for a CO2 release. Thus, the above work performed for spacing ESDVs for hydrocarbon pipelines is not directly applicable for CO2 pipelines. This chapter addresses the optimal spacing of ESDVs for CO2 pipelines by solving a multi-objective optimisation problem, minimising the cost for valves used while also reducing the region where the concentration of CO2 in the plume emanating from the rupture of a pipeline is 7 % (vol./vol.) or greater.

The first section of this chapter is a brief description of the multi-objective optimisation methodology used. The technique is based on developing a Pareto set, which is a set of all equally optimal solutions, by varying the dependent variables of the problem. As the required solution may differ, depending on the relative weighting of each objective function, the decision maker further has to choose the best solution from the available set.

The second section describes the details of a case study performed to determine the optimal ESDV spacing for a hypothetical 570 mm i.d., 96 km long pipeline transporting dense-phase CO2. The Pipeline Emergency Shutdown Model coupled with the SLAB dispersion model (PESDV-S) described in chapter 6 was used to simulate the outflow and dispersion characteristics for this case. The impact of reducing pipeline valve spacing on the release characteristics (in particular, the 7 % vol./vol. concentration) was traded off against the cost for installing valves at the given spacing. 

The chapter ends with conclusions derived from the case study with suggestions for future work aimed at further improving the ESDV spacing results predicted.

[bookmark: _Toc414537418]7.2 MULTI-OBJECTIVE OPTIMISATION METHODOLOGY


The solution of a multi-objective optimisation problem is usually not unique, as there are several competing objective functions which constitute the problem. Hence, only a set of optimal solutions exists, none of which are optimal for all objectives. This set is often referred to as the Pareto set.

To obtain the Pareto set or a discrete approximation of it, several simulations varying the numerical values for the independent variables in the objective are performed. This furnishes values for all objectives of the optimisation problem. To interpret and visualise these results, the level diagrams method, described by Zio & Bazzo (2011) will be used. The method provides a metric distance for each solution from an ideal solution, which optimises all objective functions. To better describe the measurement of this metric, let us define the following as an optimisation problem:

	
	(7.1)



where,

	
	(7.2)


and 

	
	(7.3)



Here, J is a vector of objective functions which constitute the multi-objective problem. Θ is the vector of independent variables which are mapped from D, the decision space to the vector space spanned by J.

Two metrics are utilized in this study, namely:

· 1-norm:

	
	
(7.4)



· ∞-norm:

	
	(7.5)



where,

	
	
(7.6)




Here, θ is the set of independent variables, θ1, θ2, …, θp and J is the vector of objective functions.

The 1-norm takes into account the minimisation of all objective function values, when they are equally weighted, while the ∞-norm only considers the minimisation of the value of the worst objective function. The Level Diagram plot is obtained by plotting each metric vs. the independent variables, θ1, θ2, θ3,…, θp. The diagram can then be used by the decision maker to select an optimal set of values for the independent variables.
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The optimal valve spacing problem for CO2 pipelines is a complex multi-objective optimisation problem. The solution is therefore not unique and is obtained as a set, as stated above.


The selection of an objective function for quantitatively assessing the consequence of pipeline failure for CO2 i.e., asphyxiation, is non-trivial as this is a topic of great debate; for example the Significant Likelihood of Death (SLOD) and Specified Level of Toxicity (SLOT) used by the UK Health and Safety Executive (HSE) (2013), there is great uncertainty in the coefficients that are required for the determination of the SLOD and SLOT values. In order to avoid these uncertainties, the metric (and hence the objective function) chosen is the time-averaged area bounded by the 7 % (vol./vol.) concentration contour of CO2 released from a valve protected pipeline. To calculate the total cost for installation of valves at a given spacing, the following expression is used (Seider et al., 2003):

	

	
(7.7)



where, 
CE =  the annual valve equipment cost as a function of the ESDV spacing, d,
VPN =  the single valve cost
r =  the discount rate
n =  the average lifetime of the equipment
L =  the overall length of the pipeline

The values used in this work are VPN=€ 15,556 r=0.035 n=10 years (Medina et al., 2012) and L=96,000 m. The above cost function will be used as the other objective function
It is further observed that the two objective functions, (7 % (vol./vol.) concentration of CO2 and the valve installation cost) are expected to move in the opposite directions, i.e., one increases with a change in the valve spacing (the independent variable) while the other decreases. The aforementioned objective functions may also be dependent on other parameters related to pipeline failure, such as pipeline operating pressure and temperature, pipeline dimensions, orifice size and location. The inclusion of these variables, however, would add further complexity to the problem and they are therefore assumed to be constant for simplification. A summary of these variables and their corresponding values used are provided in Table 7.1. 

A 96 km long, 0.57 m i.d. pipeline assumed to contain pure CO2 at 151 bar and 303 K is considered. The pipeline is protected by ESDVs at variable valve spacing. The ESDVs are further assumed to have a constant closure rate of 1.9 cm/s and an activation time of 900 s. 

The optimisation problem is summarised in mathematical notation, below:

	
	(7.8)




Here, J1(d) is the area bounded by the 7 % (vol./vol.) concentration of CO2 and J2(d) is the valve installation costs. The ESDV spacing, d, lies in the interval D, [5 km, 40 km].

The value of the objective function, J2 is given by equation (7.7). The value of the J1 function is, however, dependent on the 7 % (vol./vol.) contour area predictions of the PESDV-S.












	Input
	Value

	Pipeline
	Pipeline outer diameter (mm)
	610

	
	Pipeline wall thickness (mm)
	19.4

	
	Pipeline roughness height (mm)
	0.005

	
	Pipeline length (km)
	96

	
	Pipeline inclination (°)
	0

	Type of failure
	Position of failure from high pressure end (km)
	48

	
	Type of failure
	FBR

	Boundary conditions
	Upstream boundary condition
	Constant pressure (Reservoir)

	
	Downstream boundary condition
	Closed end

	Initial conditions
	Pressure in pipeline (bara)
	151

	
	Temperature in pipeline (°C)
	30

	
	Flow in pipeline initially (ms-1)
	0

	Valve parameters
	Valve linear closure rate (cms-1)
	1.9

	
	Valve activation time (s)
	900



Table 7.1: Input specifications for the optimisation problem.



[bookmark: _Toc414537420]7.4 RESULTS

The pipeline characteristics and initial fluid conditions assumed for the pipeline inventory were given in Table 7.1. Table 7.2 presents the assumed ambient conditions. For the purpose of this study, the outflow jet characteristics (temperature, velocity and cross-sectional area of the jet) obtained from the expansion model (see chapter 6) are sampled 20 times during the 3600 s of release simulated. The failure is assumed to be an FBR, as this is the worst case scenario.  This is done to capture the transient dispersion characteristics of the effluent fluid. The pipeline is discretised into 6000 equi-spaced nodes. Figure 7.1 shows a schematic of the pipeline setup assumed for the simulations.



	Input
	Value

	Surface roughness (mm)
	0.1

	Ambient wind speed (ms-1)
	4.71

	Relative humidity (%)
	100

	Atmospheric stability class
	D

	Type of release simulated by SLAB
	Horizontal plume release



Table 7.2: Specifications of the ambient conditions used for the optimisation problem.


To simulate the results obtained for a transient release a base case is taken with the input conditions provided in Table 7.1 and a valve spacing of 8 km. For the purposes of computational convenience, the number of valves used is 2 and are equidistant from the rupture plane (located at 48 km from the high pressure end).  

Figure 7.2 shows the variation of release pressure with time. The valve activation and complete closure times are indicated by vertical dotted lines. As it may be observed, the release pressure is initially seen to decrease rapidly from 151 bara to ca. 30 bara. After complete valve closure, the pressure is seen to fall at a rapid rate till the ambient pressure is reached. The slight difference in the observed upstream and downstream rupture plane pressure histories is due to the presence of a reservoir boundary condition at the upstream end.

Figure 7.3 shows the corresponding variation of the total discharge rate with time for the same valve spacing. As may be observed, the discharge rate is seen to decrease rapidly during the initial depressurisation (till ca. 80 s). It then decreases linearly till ca. 950 s, beyond which, the rate at which the discharge rate changes increases. This increase is due to the complete closure of the valve at ca. 930 s. The discharge rate reaches a value of 0 at ca. 1500 s. 
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Figure 7.1: Pipeline configuration schematic for the optimisation problem.

Figure 7.4 shows the half contours for the 7 % (vol./vol.) concentration at 180, 1260, 2340, 2880 and 3060 s respectively obtained during the transient release assuming a valve spacing of 8 km . The half widths of the 7 % (vol./vol.) concentration contours are observed to increase with time, from ca. 10 m at 180 s to ca. 30 m at 2340 s. Upon further decompression, this half width is seen to decrease. This is directly concluded from the 2880 s and 3060 s contours. Furthermore, the maximal downwind distance is observed to decrease monotonically with time, from ca. 170 m at 180 s to ca. 40 m at 3060s.

The above is a good example of the results produced by the PESDV-S model, clearly showing how the area spanned by the 7 % (vol./vol.) concentration contour varies with time for a transient release.

To optimise valve spacing in pipelines, multiple simulations were conducted varying the value of the spacing (which for the base case was 8 km). This was performed 30 times with the valve spacing chosen using a random number generator. The evaluated cost for valve installation and the area bounded by the 7 % (vol./vol.) concentration contour, for various valve spacing distances, are normalised before analysis.
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Figure 7.2: Variation of release pressure with time for the upstream and downstream segments of a pipeline following FBR (see Table 7.1) and an 8 km ESDV spacing (2 valves present with identical closure rates and activation times).  
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Figure 7.3: Variation of discharge rate with time for both the upstream and downstream segments combined for a pipeline with the specified configuration in Table 7.1 and an 8 km ESDV spacing (2 valves present with identical closure rates and activation times).
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Figure 7.4: Variation of the 7 % (vol./vol.) concentration of CO2 with downwind distance for a pipeline discharge with a configuration provided in Table 7.1 and an 8 km ESDV spacing (2 valves identical closure rates and activation times).

Figure 7.5 shows the variation of these normalised objective function values with respect to each other. It is observed that the normalised area increases with a decrease in the normalised valve installation cost from 1 to ca. 0.2. Upon further decrease, the area is shown to drop from a maximum of ca. 0.95 to ca. 0.67. This is possibly due to numerical problems associated with linking the three sub-models used in the PESDV-S. The expected tapering of the normalised area at 1 (maximal value) shows that any further decrease in the normalised annual cost for valve installation has no impact on the normalised 7 % (vol./vol.) concentration contour area. In practical terms therefore an increase in the normalised annual cost from 0 to 0.2 does not reduce the area bounded by the 7 % (vol./vol.) concentration contour.
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Figure 7.5: Normalised area bounded by the 7 % (vol./vol.) concentration contour vs. normalised valve cost (see Tables 7.1 and 7.2).

Figure 7.6 shows the variation of the 1-norm, as described in section 7.2, with the valve spacing. As may be observed, the 1-norm decreases initially with valve spacing (upto ca.12 km). Thus, assuming that the annual cost for valve installation and the area bounded by the 7 % (vol./vol.) concentration contour are of the same relative importance, the overall decrease indicates a more rapid decline in the valve cost than increase in the area bounded with valve spacing. Upon further extension of the valve spacing, the 1-norm is observed to grow to ca. 1.1. corresponding to a spacing of ca. 27 km. A possible explanation for this phenomenon is that the increase in the area bounded is significantly higher than the decrease in cost obtained with a further increase in the valve spacing. An observed minimum for the 1-norm at ca. 12 km gives us an optimal solution for the scenario of equal weighting of objective functions.

Figure 7.7 shows the variation of the ∞-norm with valve spacing. As may be observed, there is an initial decrease in the ∞-norm as the normalised value of the annual cost decreases with an increase in the valve spacing. Further, the normalised area bounded is lower in magnitude than the normalised cost, for this initial decrease. The ∞-norm is observed to reach a local minimum at ca. 13 km. A possible interpretation of this is that the worst objective function, in terms of magnitude, is minimised with this value of the valve spacing. A further increase in the value of the ∞-norm is seen, with an increase in the valve spacing above ca. 13 km. This is possibly due to the increase in the normalised magnitude of the area bounded by the 7 % (vol./vol.) concentration contour with valve spacing. This stationary point also corresponds to the valve spacing at which the magnitude of one objective function becomes greater than the other.
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Figure 7.6: Variation of 1-norm with ESDV spacing (see Table 7.1).
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Figure 7.7: Variation of ∞-norm with ESDV spacing (see Table 7.1).
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The above chapter describes a method to optimally space ESDVs along pipelines for CCS. Section 7.2 briefly describes the multi-objective optimisation technique used in this chapter to determine the optimal spacing of ESDVs. This is followed by a description of the optimisation problem, detailing the objective functions used and the various parameter values assumed, in section 7.3.

A summary of the results obtained for the optimal spacing of ESDVs follows in section 7.4. The results show that there is a reduction in the magnitude of consequences and hence risk with increased expenditure on valve installation. Furthermore, the 1-norm objective function case, which represents equal weighting of all objective functions, shows that the optimal valve spacing for the given pipeline conditions is ca. 12 km, while the ∞-norm, which represents the worst objective function, shows that the optimal valve spacing is ca. 13 km. Risk mitigation in engineering involves following the ALARP (As Low As Reasonably Practicable) (Melchers, 2001) principle and it is observed from the above results that there is a decrease in the area bounded by the 7 % (vol./vol.) concentration contour of an effluent CO2 plume from a failed pipeline with an increase in valve cost. It is interesting to note that these two results are in agreement with the guidelines proposed by the National Association of Pipeline Safety Representatives (USA) for natural gas transmission (Medina et al., 2012). Thus, the risk associated with CO2 releases from failed pipelines seem to show no greater need for nearer valve spacing when compared to natural gas releases.
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The above study does not take into consideration the uncertainty in pipeline operating conditions. Further, the usage of a simplified expansion model and an integral dispersion model to predict effluent concentrations is a limitation. More accurate results can be obtained with the usage of more precise models and considering more variables such as, the pipeline length, operating pressure and temperature.
[bookmark: _Toc414537422][bookmark: _Toc386567653]CHAPTER 8: STEADY STATE MODELLING FOR PIPELINE NETWORKS

[bookmark: _Toc414537423]8.1 INTRODUCTION

The chapters 5, 6 and 7 focussed on the development of the Pipeline Emergency Shutdown Valve model with SLAB (PESDV-S), its verification, validation and its application to the optimal spacing of Emergency Shutdown Valves (ESDVs) for dense phase CO2 pipelines.

These studies were, however, undertaken to only study the impact of loss of inventory from a single pipeline. In reality, most pipelines are usually part of networks. In order to study the impact of loss of inventory from realistic pipeline scenarios, a model predicting fluid outflow in networks needs to be developed.

As was mentioned in chapter 4, to predict transient flow in pipelines, a steady state solution of the fluid dynamic equations, to predict the fluid properties in the pipeline prior to failure must be obtained as an initial step. This is also the case for predicting transience in pipeline networks. Thus, a steady state model to produce such solutions for networks needs to be developed.

The purpose of this chapter is to present the development of such a model. A case study using a realistic pipeline network route is then used to predict the steady state fluid properties within the network for given inlet feed compositions and flowrates and outlet pressure and temperature for the network. A sensitivity analysis is also performed based on changing the inlet feed compositions and flowrates. As this analysis is performed in the context of Carbon Capture and Sequestration (CCS), the fluids used for these studies are pure CO2 and impure mixtures of CO2 representative of the different capture technologies. 

The following section describes the basic equations and boundary conditions required for the development of the steady state flow model for pipeline networks.

[bookmark: _Toc414537424]8.2 THERMO-HYDRAULIC MODELLING OF SUPERCRITICAL CO2 FLOW IN PIPELINE NETWORKS

[bookmark: _Toc414537425]8.2.1 STEADY-STATE FLOW IN PIPELINES
Transportation of compressible fluid such as CO2 in a long pipeline may result in significant changes to the pressure and temperature of the fluid along the pipe length due to the effects of frictional pressure drop, expansion work by the fluid and heat exchange with the pipeline surroundings. To accurately model these effects, the following mathematical model of steady-state flow, based on the mass, momentum and energy conservation equations, is applied:

[image: ]	(8.1)
[image: ]	(8.2)
[image: ]	(8.3)
where [image: ], [image: ], [image: ] and [image: ] are the local coordinate along the pipeline, the pipeline diameter,  the density and enthalpy of the fluid respectively. u, P, f, [image: ] and θ on the other hand respectively represent the velocity of the flow, the fluid pressure, the Darcy friction factor, the heat flux at the pipe wall and the angle of inclination of the pipeline with the horizontal axis.

For turbulent flow in a straight pipe, the Darcy friction factor can be calculated as a function of Reynolds number and relative roughness of the pipe wall using the Colebrook–White equation (Coulson & Richardson, 1965):

[image: ]	                                                                           (8.4)

Where, [image: ] is the wall roughness and [image: ] is the flow Reynolds number and [image: ] is the dynamic viscosity of the fluid.

The heat flux at the pipe wall is defined via the heat transfer equation:

[image: ]	       (8.5)
where the [image: ] and [image: ] are respectively the temperatures of the media surrounding the pipe and the fluid inside the pipe, and [image: ] is the overall heat transfer coefficient. 
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Figure 8.1: Cross-section of a buried and insulated pipeline. 

Figure 8.1 shows the cross-section of a buried pipeline. Here t, r1, r2, and rz are the temperature of the substance mentioned in the subscripts, r1 is the inner radius of the pipeline, r2 is the outer radius of the pipeline and rz is the radius of the pipeline and the thermal insulation layer combined, respectively. z in the figure represents the depth of the pipeline from the ground surface. In case of a buried and insulated pipeline as represented in Figure 8.1, the overall heat transfer coefficient is defined as:

[image: ]	            (8.6)

where [image: ] is the external diameter of the pipe and [image: ] is the coefficient of thermal conductivity of the pipe wall.[image: ] and [image: ] are respectively the heat transfer coefficients on both the internal and external sides of the pipe wall Both values are calculated using standard correlations for forced and natural convection heat transfer (Mahgerefteh and Atti, 2007), or using suitable models for the thermal resistance of the soil and the pipeline insulation material.

[bookmark: _Toc414537426]8.2.2 COUPLING CONDITIONS AT PIPELINE JUNCTIONS

The application of the thermo-hydraulic model described above to networks requires a methodology for predicting the flow conditions at junctions. At such junctions differing streams from several pipe segments are merged together into one pipe for further transportation. Figure 8.2 shows a schematic representation of the simplest case of these, the Y-junction.
[image: ]
Figure 8.2: Y-junction connecting three pipe segments of a pipeline network. α and β represent the orientation of Pipes 2 and 1 with respect to Pipe 3, respectively (top view).

For the case of a Y-junction, assuming that and energy and momentum losses are negligible, the mass, momentum and energy balances can be written as:
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These equations can be generalised to describe conditions at a junction of [image: ] pipes:
[image: ]	(8.7)
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where the symbols have the same meaning as previously described.
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The steady-state flow in pipeline segments is described by a set of parabolic mass, momentum and energy conservation equations (8.1)-(8.3) closed by the balance equations at pipe junctions (equations (8.7)-(8.9)). To solve the above set of equations subject to the boundary conditions and the inlets and outlet of the network (e.g. prescribed inlet temperatures and velocities, and the sink point pressure), the differential-algebraic solver library DASSL (Brenan, Campbell, & Petzold, 1996) is used. The solution methodology is implicit in nature and involves solving for fluid properties at every location in pipe segments connected to a common junction. To solve the pressure drop relations within each pipe segment the Euler method was used. The pertinent fluid properties at the various temperatures and pressures are determined using the Modified Peng-Robinson  EoS (see section 3.5). 

The following describes a realistic CO2 pipeline transportation case study. The results describe the impact of varying pipeline inlet compositions from two sources on the predicted inlet pressure for a desired delivery pressure. Furthermore, the impact of varying the inlet feed flowrate on the predicted inlet pressure will also be analysed.  

[bookmark: _Toc414537428]8.3 RESULTS AND DISCUSSION

Figure 8.3 shows the geographical location of the CO2 pipeline network being considered in this investigation as a case study. A schematic representation of the pipeline network is presented in Figure 8.4, in which the pipe segments are numbered from 1-7; The pipeline network connects Cottam and West Burton coal power stations in North Yorkshire to Drax power station  via Scunthrope steel works. The Drax power station is connected to the main trunk pipeline via a 0.5 km long tie-in line. The CO2 from the Y-junction connecting the Drax tie-in line to the main pipeline, is then transported to its point of sequestration, Morcambe South in the East Irish Sea via Hornsea and Carnforth. For the sake of simplicity, only feeds from Cottam and Drax power stations producing respective CO2 flowrates of 4.847 and 20.153 kg s-1 are considered in this study. No contribution from the remaining sources is assumed.

Table 8.1 shows the characteristics of the pipe between each node as well as its average elevation. Table 8.2 presents the various parameters required for the evaluation of equation (8.9), including thermal conductivities and ambient temperature, which are assumed in this study.

 (
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Figure 8.3: Geographical location of CCS network. The broken lines indicate the proposed CCS pipeline network for the UK connecting CO2 emitters and the highlighted line indicates the segment used for this study.
	
	Pipeline length (km)
	Pipeline Internal Diameter (m)
	Pipeline inclination (°)
	Thickness (mm)

	Pipe 1
	15.266
	1.143
	0.086
	20

	Pipe 2
	84.668
	1.143
	0.007
	20

	Pipe 3
	35.640
	1.143
	0.055
	20

	Pipe 4
	0.5
	1.143
	0
	20

	Pipe 5
	45.770
	1.143
	0.006
	20

	Pipe 6
	26.490
	1.143
	0.017
	20

	Pipe 7
	7.235
	0.889
	0.929
	20



Table 8.1: Pipeline characteristics used for the case study.
	Property
	Value

	
(W m-1 K-1)
	40

	
(W m-2 K-1)
	5

	zsoil (m)
	1.2

	δins (m)
	0.05

	λsoil (W m-1 K-1)
	1.21

	λins (W m-1 K-1)
	0.058

	
 (K)	
	288



Table 8.2: Thermal properties of insulation, soil and pipe wall (for equation 8.9).

[image: ]
Figure 8.4: Schematic representation of the pipeline network simulated .
In this study, four scenarios are assumed:
1. both Cottam and Drax use a Post-combustion capture technology (representing the least number impurities for a commercial stream);
2. both Cottam and Drax use an Oxyfuel capture technology (most impurities for a commercial stream);
3. Drax uses an Oxyfuel capture technology and Cottam a Post-combustion; 
4. Cottam uses Oxyfuel capture technology and Drax a Post-combustion capture technology

Table 8.3 presents the feed inlet mass flow rates and compositions at Cottam and Drax power stations for each of the 4 scenarios outlined above. The purpose of this investigation is to use the steady-state pipeline network model developed above to predict, for a given feed temperature of 300 K at Cottam and Drax power stations, the corresponding required feed inlet pressures to ensure the final delivery pressure of 90 bara at the sink point, Morcambe South, for each of the 4 scenarios.

For all scenarios considered, the delivered CO2 mixture composition at the sink point is also determined. Such information is especially useful, given the established impact of CO2 impurities on the type of pipeline steel employed in terms of resistance to propagating factures and corrosion as well as storage efficacy. Finally, the corresponding fluid pressures and temperature profiles along the main trunk pipeline are also presented for each of the four scenarios.








	
	Scenario 1 (Post-combustion)
	Scenario 2 (Oxyfuel)
	Scenario 3
(Drax: Oxyfuel; Cottam: Post combustion) 
	Scenario 4
(Drax: Post combustion
Cottam: Oxyfuel)

	Drax flowrate (kg/s)
	20.153
	20.153
	20.153
	20.153

	Cottam flowrate (kg/s)
	4.847
	4.847
	4.847
	4.847

	Drax composition (vol/vol)
	CO2 – 0.998
N2 – 0.002

	CO2 – 0.881
H2O – 0.002
Ar – 0.057
N2 – 0.037
O2 – 0.023
	CO2 – 0.881
H2O – 0.002
Ar – 0.057
N2 – 0.037
O2 – 0.023
	CO2 – 0.998
N2 – 0.002

	Cottam composition (vol/vol)
	CO2 – 0.998
N2 – 0.002

	CO2 – 0.881
H2O – 0.002
Ar – 0.057
N2 – 0.037
O2 – 0.023
	CO2 – 0.998
N2 – 0.002
	CO2 – 0.881
H2O – 0.002
Ar – 0.057
N2 – 0.037
O2 – 0.023



Table 8.3: Feed flowrates and compositions from sources for Scenarios 1-4.

Table 8.4 presents the predicted feed pressures required from Cottam and Drax power stations and delivery temperatures at Morcambe South for each of the four scenarios under consideration. Also shown is the composition of the delivered CO2 stream at Morcambe South. These predictions were made after solving the steady-state flow model equations (8.1)-(8.6) with the appropriate boundary conditions (equations (8.7)-(8.9)).
As may be observed, the larger the level of impurities in the stream the higher the compression (pressure) required at the feed locations; however the difference is only of the order of ca. 1 bara between the four cases considered. 

	
	Scenario 1
(Post-combustion) 
	Scenario 2 (Oxyfuel) 
	Scenario 3
(Drax: Oxyfuel
Cottam: Post-combustion)
	Scenario 4
(Drax: Post-combustion
Cottam: Oxyfuel

	Drax inlet pressure (bara)
	106.6
	108.4
	107.9
	106.8

	Cottam inlet pressure (bara)
	108.6
	110
	109.8
	108.4

	Delivery composition at Morcambe South  (vol/vol)
	CO2 – 0.998
N2 – 0.002

	CO2 – 0.881
H2O – 0.002
Ar – 0.057
N2 – 0.037
O2 – 0.023
	CO2 – 0.904
H2O – 0.002
Ar – 0.046
N2 – 0.030
O2 – 0.018
	CO2 – 0.976
H2O – trace
Ar – 0.011
N2 – 0.009
O2 – 0.004

	Delivery temperature at Morcambe South  (K)
	297.7
	294.8
	296.4
	297.8



Table 8.4: Predicted required feed pressures and delivery compositions for Scenarios 1-4.
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Figures 8.5 and 8.6 show the respective pressure and temperature profiles along the length of the main trunk pipeline for each of four scenarios simulated. Referring to Figure 8.5, the following observations may be made:

1. The rate of drop in pressure from the feed to the delivery point is almost linear throughout;

2. The additional feed flow from the Drax power station using the tie-line (Pipe 4)  into the main trunk at the intersection between Pipe 5 and Pipe 3 results in an increase the downstream rate of drop in pressure;

3. In general, increase in the number of impurities results in an increase in the drop in pressure along the pipeline.  Scenarios 1 and 4 produce almost identical pressure profiles despite the fact that the feed composition from Cottam power station is very different in either case (Scenario 1: Post- combustion; Scenario 4; Oxyfuel). This is due to the much higher feed flowrate from Drax power station (ca. 20 kg/s) as compared to Cottam power station  (ca. 4 kg/s) thus overshdowing the impact of the latter;

4. As expected, all the pressure profiles converge to the delivery pressure of 90 bara at the end of Pipe 1.   


Returning to Figure 8.6, the following observations may be made:

1. Similar to the pressure profiles in Figure 8.5, the rate of temperature drop from the feed to the delivery point is almost linear.
2. At the inlet point of Pipe 3 (ca. 69 km) a rise in the temperature is observed in all cases. This is due to the incoming warmer feed stream from the Drax power station.

3. In general, the temperatures are seen to decrease from an initial value of ca. 303 K. The higher the level of impurities, the greater is the drop in temperature. It is also observed that the rate of temperature drop for Scenario 1 and 4 are similar. The explanation for this is the same as point 3 for Figure 8.5


[image: ]

Figure 8.5: Variation of fluid pressure along main trunk line (excluding Pipe 4 in Figure 8.4).

[image: ]

Figure 8.6: Variation of fluid temperature along main trunk line (excluding Pipe 4 in Figure 8.4).

[bookmark: _Toc414537430]8.3.2 VARIATION OF INLET FEED FLOWRATE FROM A BRANCH LINE TO THE MAIN NETWORK

In order to investigate the impact of a change in a CO2 source mass flow rate on the overall behaviour of the network, Scenario 3 (see Table 8.3) is repeated assuming a 10 % fall (ramp-down) and increase (ramp-up) in the flowrate from the Drax power station. In practice, such changes in the CO2 flowrate may for example occur due to a drop in electricity demand during night time operation. 

Table 8.5 shows the corresponding predicted feed pressures from Drax and Cottam power stations in order to maintain the delivery pressure of 90 bara at the injection site, Morcambe South. Also included are the simulated injection compositions and temperatures at the same location. As it may be observed, a 10 % ramping down of the feed flow rate from the Drax power station will require the feed pressures from Drax and Cottam to drop to 105.9 bara and 107.9 bara respectively. The corresponding pressures as a result of a 10 % ramping up of the flowrate at the Drax power station are 109.9 bara and 111.9 bara respectively. Furthermore, the CO2 composition at the injection site is only marginally affected due to the changes in Drax feed flow rate. The average deviation in delivery composition from Scenario 3 is ca. 1.15 % for the ramp-down case and ca. 1.82 % for the ramp-up case. It is noteworthy that the purity of CO2 in the ramp-down case at the delivery location is the highest. The exit temperatures are also observed to decrease with an increase in the flowrate from Drax power station.

	
	Scenario 3
	Ramp-down
	Ramp-up

	Drax inlet pressure (bara)
	107.9
	105.9
	109.9

	Cottam inlet pressure (bara)
	109.8
	107.9
	111.9

	Delivery composition at Morcambe South  (vol./vol.)
	CO2 – 0.904
H2O – 0.002
Ar – 0.046
N2 – 0.030
O2 – 0.018
	CO2 – 0.906
H2O – 0.002
Ar – 0.045
N2 – 0.029
O2 – 0.018
	CO2 – 0.902
H2O – 0.002
Ar – 0.046
N2 – 0.031
O2 – 0.019

	Delivery temperature at Morcambe South  (vol./vol.)
	296.4
	296.6
	295.7




Table 8.5: Predicted required feed pressures and delivery compositions for a 10 % ramp up and ramp down in the Drax power station feed flowrate for Scenario 3.

Figure 8.7 shows the variation of the fluid pressure along the main trunk pipeline for Scenario 3, ramp-up and ramp-down simulations respectively. As it may be observed, in general the higher the flowrate from Drax power station the greater the pressure drop observed. It should also be noted that all pressures are observed to converge at the required delivery pressure of 90 bara at the end of Pipe 1.
[image: ]

Figure 8.7: Variation of fluid pressure along main trunk line (except Pipe 4 in Figure 8.4) for a 10 % ramp up and ramp down of the Drax Power Station feed flowrate for Scenario 3.

[bookmark: _Toc414537431]8.4 CONCLUSIONS

The work in this chapter focussed on the development and verification of a steady-state model for pipeline networks. This was done for the particular case of CO2 transportation. The chapter begins with a description of the model used for simulating steady-state fluid flow in pipeline networks in section 8.2. This is followed by the methodology for finding a solution to the above model.

A case study was then considered for the verification of the above model, in section 8.3. The results showed the model to be heuristically correct providing realistic predictions of the upstream operating pressure and exit flowrates and composition given the inlet flowrates and the exit pressure of the network. In particular, it was observed that the initial feed compositions (for the cases considered) have a minor impact on the pressure and temperature profiles along the pipeline, including the inlet pressure predicted for a given inlet flowrate.

The variation of the feed flowrate was observed to also have a minor impact on the delivery compositions. It was also observed that higher flowrates produce higher pressure drops in the pipeline network, as would be expected.

The following chapter is a summary of the thesis with proposals for future work.
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[bookmark: _Toc414537433]9.1 CONCLUSIONS

The work in this thesis can be summarised as follows:

· Development of a boundary condition to simulate Emergency Shutdown Valve (ESDV) closure in pipelines.

· Optimal spacing of ESDVs along pipelines to minimise cost and the hazards associated with failed CO2 pipelines.

· Development of a steady-state network model to simulate flow in pipeline networks.

The outcomes of this study are the improvement of the safety of pipelines used for Carbon Capture and Sequestration (CCS).

The following is a summary of the key findings in each chapter:

Chapter 2 was a comprehensive literature survey of available models used for predicting outflow from pipelines. The degree of complexity of the models described varies from simple analytical correlations to complex non-equilibrium flow models. It was concluded at the end of chapter 2 that most of the literature surveyed utilise the Homogeneous Equilibrium Model (HEM) assumption. This is primarily due to its ease of computation and the ease of incorporation of complex Equations of State (EoSs). 

Chapter 3 described the conservation laws required to predict fluid flow in pipelines. The closure relations, which are the EoSs, were also described.  Special emphasis was placed on the cubic EoSs and in particular the Modified Peng-Robinson. Furthermore, the Rachford-Rice equations, used to determine the phase fractions in multiphase flow are also described.

Chapter 4 was a concise description of the Method of Characteristics (MOC). The boundary conditions required for the MOC was also described. This includes the Full Bore Rupture (FBR), ESDV closure and closed end boundary conditions. The initial condition, prior to pipeline failure, obtained by solving the steady-state form of the conservation laws was also described. 

Chapter 5 described the validation of the Pipeline ESDV Model (PESDV) developed in chapter 4. The model was checked initially for heuristic trends and the following conclusions were reached:

· The model accurately predicted a decrease in the discharge rate with an increase in the valve closure rate.

· It also accurately predicted a decrease in the average depressurisation rate with an increase in the valve closure rate.

The model was then validated against experimental data obtained from the COOLTRANS project. The simulations showed reasonably good agreement with measured data. In particular, the pressure and temperature transducer data downstream of the valve (transducer P06_E and transducer TT06_E) showed maximum deviations of 11.1 % and 2.2 % (not including post-decompression air diffusion effects) respectively. The maximum deviations observed in the pressure and temperature between the experimental and simulation results for the upstream section of the pipe (transducer P07_E and transducer TT07_E) were 11.7 % and 2.2 % respectively. Furthermore, it was shown from the simulation that the flow in the pipeline is two-phase, justifying the use of a two-phase model. It was also concluded that to obtain greater accuracy a two-fluid model, with source terms for the given flow regime in the pipeline, coupled with the boundary condition used for ESDVs was needed.

Chapter 6 described the addition of a dense gas dispersion model, SLAB, to the PESDV, to form a model (PESDV-S), which could predict the outflow and dispersion characteristics of failed CO2 pipelines. This model was validated against experimental data obtained from the CO2Pipetrans project and it was seen that the model produced results which moderately agree with experimental data for distances less than 10 m from the release plane and showed good agreement with experimental data for downwind distances greater than 10 m. The deviations from experimental data were attributed to the following:

· The primitive isentropic expansion model used

· No available data on the stability class and surface roughness for the experiments	

· The primitive empirical sub models used by the SLAB model

· Inaccuracies in experimental measurements 
	
It was also noted that the impact of surface roughness should not be underestimated. A decrease in the surface roughness from 0.1 m to 0.03 m would greatly increase the predicted maximum concentration with downwind distance and hence provide closer results to those measured in the experiments, particularly for downwind distances less than 10 m from the rupture plane.

Chapter 7 used the PESDV-S model developed to determine the optimal spacing of ESDVs for pipelines transporting CO2. The optimisation technique and the problem were described and the following conclusions were reached:

· the 1-norm objective function case, which represented equal weighting of all objective functions, showed that the optimal valve spacing for the given pipeline conditions was ca. 12 km

· the ∞-norm, which represented the minimisation of the worst objective function, showed that the optimal valve spacing is ca. 13 km

· there was a decrease in the area bounded by the 7 % concentration contour of an effluent CO2 plume from a failed pipeline with an increase in valve cost

It was also noted that the results showed remarkable closeness to the recommendations of the National Association of Pipeline Safety Representatives (USA) for natural gas transmission and hence existing pipeline networks could be used for CO2 transmission.

It was also concluded that the study performed did not take into account the uncertainty in pipeline operating conditions, including prevalent fluid pressure and temperature uncertainties during transportation. Further, the use of a simplified expansion model and SLAB had its limitation on the accuracy of the predictions.

Chapter 8 focussed on the development and verification of a steady-state model for pipeline networks. The model described was then verified using a case study. The results showed the model to be heuristically correct providing realistic predictions of the upstream operating pressure and exit flowrates and composition given the inlet temperature and the exit pressure of the network. In particular, it was observed that the initial feed compositions (for the cases considered) have a minor impact on the pressure and temperature profiles along the pipeline, including the inlet pressure predicted for a given inlet flowrate.

The variation of the feed flowrate was observed to also have a minor impact on the delivery compositions. It was also observed that higher flowrates produce higher pressure drops in the pipeline network, as would be expected.
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[bookmark: _Toc414537435]9.2.1 HETEROGENEOUS TWO-PHASE MODEL

As mentioned above, the development of a heterogeneous flow model accounting for phase slip between the constituent phases with the presented boundary conditions for ESDVs may be a useful extension of this work. This will require the formulation of separate conservation equations for each constituent phase and their coupling through the appropriate empirically determined source terms. 

[bookmark: _Toc414537436]9.2.2 MULTIPARAMETER ESDV SPACING OPTIMISATION

As was described earlier, Chapter 7 studied the impact of ESDV spacing optimisation for a specific pipeline scenario. A more rigorous problem would be to study the spacing of ESDVs varying pipeline transportation conditions such as the feed temperature and pressure, flowrate and the pipeline length and diameter. The solution obtained would be a more universal answer to ESDV spacing along pipelines.

[bookmark: _Toc414537437]9.2.3 INTRODUCTION OF A CFD DISPERSION MODEL

It was seen in Chapter 6 that the predictions of a simplified quasi-3D model to predict effluent concentration contour areas was inconsistent with the experimental data it was compared against. Although this was largely attributed to the lack of information regarding the ground surface roughness, it should be noted that a CFD based dense-gas dispersion model, which accounts for mass, momentum and energy conservation in all directions, might provide more accurate predictions of effluent concentrations. These predictions coupled with the outflow model in this thesis could produce better predictions for the optimal ESDV spacing in pipelines.





[bookmark: _Toc414537438]9.2.4 DEVELOPMENT OF A PIPELINE NETWORK OUTFLOW MODEL

As mentioned in Chapter 9, most pipelines are usually part of large networks. The impact of the presence of multiple feed sources on the release properties due to pipe segment failure (FBR/Puncture) could be significant. Furthermore, the model presented in Chapter 9 for steady-state flow in pipeline networks, is only applicable for situations when there is one sink location. Thus, when multiple delivery locations are present, there might be the possibility of flow reversal which needs to be accounted for in the steady-state solution, when the pressure at one of the delivery locations is significantly lower than the others. 
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	m
	Mass concentration

	u
	Velocity of fluid

	F
	Momentum equation source term/Force

	e
	Internal energy

	Q
	Heat transferred/Volumetric flowrate

	α
	Phase fraction/Overall heat transfer coefficient

	σ
	Source term

	Cd
	Valve discharge coefficient

	s
	Specific entropy

	E
	Total specific energy

	D
	Internal diameter of pipeline/Independent variables domain

	θ
	Angle with respect to the horizontal axis/Vector of independent variables

	χ
	Liquid mass fraction

	Z
	Compressibility factor

	R
	Universal gas constant/Radius of ball valve

	ρ
	Density

	C
	3D concentration

	U
	Velocity of the cloud/Heat transfer coefficient

	a
	Speed of sound

	
	

	V
	Molar volume

	aV
	Modified Peng-Robinson parameter

	bV
	Modified Peng-Robinson parameter

	K
	Interaction parameter/Equilibrium constant

	κ
	Modified-Peng Robinson parameter

	ω
	Accentric factor/Percentage of valve area open

	G
	Gibbs free energy

	µ
	Chemical potential

	B
	Cloud half width

	b
	Cloud half width parameter

	h
	Cloud height/Specific enthalpy

	Cp
	Specific heat

	T
	Temperature

	P
	Pressure

	fpc
	Energy due to phase change

	ft
	Ground heat flux

	Vg
	Horizontal crosswind gravity flow velocity

	fu
	Downwind friction force

	fvg
	Crosswind friction force

	fw
	Vertical friction force/Friction factor

	β
	Cloud half width parameter/Vapour phase fraction

	Ve
	Horizontal entrainment rate

	We
	Vertical entrainment rate

	Ws
	Vertical source injection rate

	M
	Molecular weight

	Rc
	Universal gas constant

	Ze
	Source height

	y
	Co-ordinate/Mole fraction

	φ
	Fugacity coefficient

	Af
	Area of flow

	x
	Co-ordinate/Mole Fraction/Linear length traversed by valve

	J
	Objective function vector

	d
	Valve spacing

	CE
	Valve annual equipment cost

	VPN
	Single valve cost

	n
	Valve life-time

	r
	Discount rate

	L
	Length of pipeline

	f
	Darcy friction factor

	Re
	Reynolds number

	ε
	Wall roughness

	λ
	Thermal conductivity

	δ
	Thickness

	
Subscripts


	a
	Air

	s
	Source

	da
	Dry air

	wv
	Water vapour

	sl
	Source (liquid)

	ae
	Air-emission mixture

	ev
	Emission vapour

	wa
	Water-air mixture

	wd
	Water liquid droplet

	ed
	Emission liquid droplet

	wl
	Water (liquid)

	h
	Heat

	amb
	Ambient

	f
	Fluid

	g
	Gas

	l
	Liquid

	c
	Critical

	I
	Phase I

	II
	Phase II

	i
	Phase/Node/Objective function/Component iterate

	j
	Component iterate/Node point

	SP
	Stationary point

	p, +
	Positive characteristic

	n, -
	Negative characteristic

	0
	Pathline characteristic/Exterior of the pipeline

	01
	Release plane

	w
	Wall

	ins
	Insulation

		
Superscripts


	M
	Mass

	Q
	Heat

	ex
	Phase exchange quantity

	int
	Interface
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