SUPERDIMENSIONAL METAMATERIAL RESONATORS FROM
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Abstract. We introduce a fundamentally new method for the design of metamaterial arrays. These behave superdimensionally, exhibiting a higher local density of resonant frequencies, giant focusing of rays, and stronger concentration of waves than expected from the physical dimension. This sub-Riemannian optics allows planar designs to function effectively as 3- or higher-dimensional media, and bulk material as dimension 4 or higher. Valid for any waves modeled by the Helmholtz equation, including scalar optics and acoustics, and with properties derived from the behavior of waves in sub-Riemannian geometry, these arrays can be assembled from nonresonant metamaterial cells and are potentially broadband. Possible applications include antenna design and energy harvesting.
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1. Introduction. The advent of transformation optics has resulted in numerous theoretical designs allowing extreme manipulation of waves, including cloaks [5, 16, 6, 7, 27, 28, 35, 38, 42], field rotators [13], electromagnetic wormholes [19, 22], and illusion optics [33], among many others; see also [21, 25]. The ongoing development of metamaterials has allowed some of these plans to be implemented in at least a reasonable approximation to the theoretically perfect ideal [46, 40]. Since a variety of physical waves may be modeled by one partial differential equation, a single theoretical transformation optics design may in principle be implemented for a number of distinct wave phenomena. Thus, a Helmholtz equation design can be applied to scalar optics [38], electromagnetism in cylindrical geometry, acoustics [15, 26, 34], small amplitude water waves [14], and even matter waves in quantum mechanics [20, 52, 23, 24]. The possibility of realizing such devices then depends on the ability to fabricate suitable metamaterial (MM) cells for the wave type and wavelengths of interest and the feasibility of assembling these into the array required by the design. The mathematical theory of the subwavelength resonators, such as plasmonic nanoparticles, Helmholtz resonators, and Minnaert bubbles, that could be used as the...
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building blocks of metamaterials, has been recently investigated in [1, 2, 3, 4].

In this paper, we propose a new method for designing MM arrays, modeled by Helmholtz-type equations, where some eigenvalues of the material parameter tensor may be zero. We refer to this as sub-Riemannian optics (SRO), since it is based on the behavior of spectral asymptotics, Green’s functions, and rays for sub-Riemannian (SR) geometries [48, 43]. We introduce SRO by examining some axially symmetric designs, both planar and bulk, analysis of which is based on the quantum harmonic oscillator in dimension 1 (1D) and its degenerate variants. The resulting novel properties hold for any wave phenomena modeled by a Helmholtz equation; the designs most easily realizable using currently available metamaterials would be for acoustics and polarized electromagnetism (EM).

SRO media are notable for their superdimensionality: power laws for various physical properties mimic those of a larger dimension than the physical dimension. We focus on two such properties: (i) very high density of resonant frequencies over finite but large frequency bands, a density much larger than that dictated by Weyl’s law [49] for conventional media (Figure 1), and (ii) giant focusing of rays and concentration of waves (Figure 2).

![Fig. 1. Superdimensional density of resonant frequencies. The figure shows the logarithms of the eigenfrequency count functions \( \log N(\omega) \) (on the vertical axis) as a function of \( \log \omega \) (on the horizontal axis) for five 2-dimensional (2D) media: The lower black line is the eigenfrequency count function \( N(\omega) \) for homogeneous material \((r=0)\), and the other curves are the functions \( N(\omega) \) for the approximate SRO resonators (9) satisfying the Dirichlet boundary condition (BC) in rectangle \( R \), with \( r = 4 \) (upper black line), \( r = 3 \) (red), \( r = 2 \) (blue), and \( r = 1 \) (green). (Approximation parameter \( a = 0.1 \) for all.) The various \( N(\omega) \) display superdimensional behavior for \( 0 < \omega < \Omega_{r,a} = \sqrt{r/a} \), with high density of frequencies near \( \Omega_{r,a} \), and the usual 2D growth in the high frequency regime \( \omega > \Omega_{r,a} \).](image)

SRO media are highly inhomogeneous and anisotropic. Ideal designs use smoothly spatially varying and anisotropic material parameters with infinitely slow wave propagation at some points and in some directions. Recall that the metamaterials required for many transformation optics designs involve parameters at or close to zero and
Fig. 2. Superdimensional wave concentration. Green’s functions for $r = 2$ with pole at $p = (0,0)$. Frequency $\omega = 0$: as a graph showing strongly anisotropic peak at pole (a) and values along $x$ and $y$ axes (b). (c), (d) exhibit $\omega = 4$ in same manner.

are inherently dispersive (for EM), or have negative index and are lossy. In contrast, SRO designs, since they do not require superluminal phase velocity, are potentially broadband. We define and analyze both ideal and approximate SRO designs, the latter being more physically realistic and implementable (at the price of a quantifiable degradation in performance), yet retaining the characteristic features of ideal SRO.

Transformation optics designs which strongly concentrate EM waves have also been obtained previously by [39]. However, the analysis and geometry which are the basis for SRO and produce superdimensionality for several distinct phenomena make it a fundamentally new approach. Devices with anomalous resonant frequency distributions have also been described previously, e.g., fractal antennas [51] and wire media [36, 47]. However, in contrast to the former, SRO devices have smooth material parameters and are not self-similar, while wire media exploit axial symmetries different from those of SRO and are not related to sub-Riemannian geometry.

MM arrays approximately implementing SRO designs can be realized using simple, nonresonant MM cells (meta-atoms) composed of rectangles of low speed material on a square substrate of roughly unit speed material, with increasing vertical fill ratios as $x \to 0$. Since the MM atoms used are nonresonant, standard effective medium approximations used to derive the effective parameters should be valid over a broad band. See Figure 3, the effective medium theory in section 4, and a discussion of possible implementations in section 6.
Fig. 3. SRO metamaterial. Schematic top view of a 2D SRO medium for electromagnetism at subwavelength scale $d$ near the axis $x = 0$. MM cells are grouped to form $x$-directed strips of varying width $w(x)$ and high permittivity (red), embedded in background material with relative permittivity $\varepsilon_r = 1$ (blue). The inhomogeneity in $x$ of the strip widths is crucial for the various superdimensional properties of the material. Color is available online only.

For simplicity, the models we describe are homogeneous parallel to the axis of degeneracy, but that symmetry is not required for the novel properties of SRO materials: property (i) above results from the hypoelliptic nature of the PDE governing wave propagation, and (ii) is a consequence of the focusing behavior of the rays in the high frequency limit, controlled by the associated sub-Riemannian geometry [48, 43]. This opens up a fundamentally new and flexible approach to the design of MM arrays.

2. Ideal planar SRO. We start by considering model SRO designs based on a family of quantum oscillators in 1D. Fix an integer $r \geq 1$ and consider a Helmholtz equation in 2D at frequency $\omega > 0$ for a wave $u(p)$ on a rectangle $R = \{ p = (x, y) : |x| \leq 1, -\frac{1}{2} \leq y \leq \frac{1}{2} \}$,

\[
\left( \omega^2 + \left( \partial_x^2 + x^{2r} \partial_y^2 \right) \right) u(p) = 0.
\]

Elliptic for $x \neq 0$ but degenerate on the axis $x = 0$, (1) was first studied by Grushin [29] (for $\omega = 0$). We impose the Dirichlet BC on the boundary of $R$, $u(x, y) = 0$ for $|x| = 1$ or $|y| = \frac{1}{2}$, representing, e.g., a sound-soft BC in acoustics, but similar results hold for a Neumann or mixed BC.

2.1. Superdimensionality of frequency count. For waves propagating in homogeneous, isotropic material in $d$ dimensions, modeled by $(\nabla^2 + \omega^2)u = 0$, Weyl’s law states that the number of resonant frequencies $\omega_j$ grows as $N(\omega) := \# \{ \omega_j : \omega_j \leq \omega \} \sim c \cdot \omega^d$ [49]. Here and below, we denote $N(\omega) \sim c \cdot \omega^{d_1}$ when $N(\omega) = c \cdot \omega^{d_1} + O(\omega^{d_2})$, as $\omega \rightarrow \infty$, with some $d_2 < d_1$. This also holds for general nondegenerate media, for which the mass-density or analogous tensor is nonsingular and thus the wave is modeled by an elliptic PDE. There is also a mathematical literature on spectral asymptotics for degenerate-elliptic equations such as (1), e.g., [41], but here we derive them directly from eigenvalues and eigenfunctions of quantum oscillators, harmonic for $r = 1$ and degenerate for $r \geq 2$. 
For solutions to (1) of the form

$$u(x, y) = \psi_n(x) \sin \left( n\pi \left( y + \frac{1}{2} \right) \right), \quad n = 1, 2, \ldots,$$

on $|x| \leq 1$ the $\psi_n$ satisfy

$$L_n \psi_n := \left( \frac{d^2}{dz^2} - \pi^2 n^2 \rho^{2r} \right) \psi_n = -\omega^2 \psi_n, \quad \psi_n(\pm 1) = 0.$$  \hfill (2)

For now, omit the BC and consider the same equation on the entire real line. The operator $L := \frac{d^2}{dz^2} - \pi^2 n^2 \rho^{2r}$ has eigenvalues $\{-\lambda_n\}_{n=1}^\infty$ and $L^2$-normalized eigenfunctions $\{\phi_n\}_{n=1}^\infty$. For $r = 1$, $\lambda_n = 2l + 1$ and the $\phi_n$ are the Hermite functions [49]. For $r \geq 2$, the $\lambda_n$ and $\phi_n$ are less explicit, but it is known that $\lambda_n \sim c_n l^{\frac{r}{r-1}}$ and

$$|\phi_n(z)| \leq c_{n,\epsilon} \exp \left( -\frac{|z|^{r+1}}{r+1} (1 - \epsilon) \right)$$

for any $\epsilon > 0$; see [37, 50]. Letting

$$\tilde{\psi}_{l,n}(x) = (\pi n)^{1/r} \phi_l \left( (\pi n)^{1/r} \ x \right), \quad |x| \leq 1,$$

$\tilde{\psi}_{l,n}$ satisfies the ODE in (2) with $\omega = \tilde{\omega}_{l,n} := (\pi n)^{1/r} \lambda_l^{\frac{1}{2}} \sim c_n l^{\frac{r}{r-1}} n^{\frac{1}{r}}$, but with boundary values $\tilde{\psi}_{l,n}(\pm 1)$ of magnitude

$$|\tilde{\psi}_{l,n}(\pm 1)| \leq c_{n,\epsilon} \exp \left( -\left( \frac{\pi n}{r+1} - \epsilon \right) \right)$$

for any $\epsilon > 0$. By standard perturbation theory [32], near $\tilde{\psi}_{l,n}(x), \tilde{\omega}_{l,n}$ there exist exact eigenfunctions and eigenfrequencies $\psi_{l,n}(x), \omega_{l,n}$ satisfying (2) and which are exponentially close (in $n$) to $\tilde{\psi}_{l,n}(x), \tilde{\omega}_{l,n}$; for the purpose of counting resonant frequencies of (1), we may thus work with the $\omega_{l,n}$ to estimate $N(\omega)$. Ignoring constants, $n^{\frac{1}{r}} \leq \omega$ if $n \leq \omega^{r+1}/l^r$, and the constraint $n \geq 1$ forces $l \geq \omega^{r+1}/r^r$, so one has

$$N(\omega) \geq \sum_{l=1}^{\omega^r/l^r} \omega^{r+1} \sum_{l=1}^{\omega^{r+1}/l^r} \frac{1}{l^r},$$

which satisfies $N(\omega) \sim \omega^2 \cdot \log \omega$ if $r = 1$ and $N(\omega) \sim \omega^{r+1}$ if $r \geq 2$. For $r = 1$, compared with the classical Weyl power law (the growth rate of $N(\omega) \sim \omega^2$ for a 2D nondegenerate medium), the ideal SRO medium exhibits a logarithmic gain, while for $r \geq 2$, the rate is polynomially greater; in fact it is the same as Weyl’s law for $\nabla^2$ in dimension $r + 1$ (Figure 1).

In summary, the resonant frequency count for a 2D SRO medium has the same growth rate as for an $(r+1)$-dimensional resonator. However, this is just one of the ways in which an SRO medium is superdimensional.

2.2. Anisotropic concentration of waves. SRO media also exhibit superdimensionality in the singularity strength of their Green’s functions. For $\omega = 0$, the Green’s function for (1) is known analytically [8, 9] and understood from a geometrical point of view for a more general class of equations [45]. In dimension 2, the Newtonian
potential $N(p)$ for a homogeneous, isotropic medium ($r = 0$), $N(p) = \frac{1}{2} \log |p|$, is both rotation and translation invariant; fixing the pole at $p = 0$, the singularity is logarithmic and the level curves are circles. In contrast, for $r \geq 1$, the Green’s function $G(p, q)$ for the SRO medium in (1) reflects both the inhomogeneity of the medium and the degeneracy along $x = 0$. Avoiding mathematical details and extracting from the literature only the structure needed here, the coefficient tensor of the operator in (1) is the inverse of a singular metric $g$ in the rectangle $R$, with distance element

$$ds^2 = dx^2 + |x|^{-2r} dy^2.$$  

This in turn corresponds to the optical length distance, $d(p, q)$, for the wave propagation and defines a family of anisotropic “discs,”

$$B(p, \delta) = \{ q \in \mathbb{R}^2 : d(q, p) < \delta \},$$  

with center $p$ and “radius” $\delta$. The anisotropic discs are comparable to Euclidean discs away from $x = 0$, but flatten as one approaches the degeneracy axis $x = 0$, and those centered along the axis are comparable to $\delta \times \delta^{r+1}$ rectangles. Analysis shows that in the disc $B(0, 1)$, of radius 1 centered at the origin, one can pack $\sim \delta^{-(r+1)}$ pairwise disjoint discs of radius $\delta$. The Hausdorff fractal dimension [17] of $R$ endowed with the optical length metric is $r + 1$, and the SRO material behaves as if it were a higher-dimensional space.

Consider the implications of this for the Green’s function of (1). Denoting by $A(p, q)$ the Euclidean area of the anisotropic disc $B(p, d(p, q))$, the Green’s function satisfies (see [44]) the estimate

$$|G(p, q)| \sim c. \begin{cases} \log |A(p, q)| + |A(q, p)|, & r = 1, \\ \frac{d(p, q)^2}{A(p, q)}, & r \geq 2. \end{cases}$$

The explicit form of Green’s functions, with a possibly nonzero frequency $\omega$, has been computed, up to a smooth correction term, in the appendix. For $r \geq 2$, $p = (0, p_2)$, and $q = (q_1, q_2)$,

$$|G(p, q)| \sim |q_1| + |q_2 - p_2|^2 \sim r^{-1};$$

see Figure 2(a). Waves for SRO media with point sources are thus both more singular than the logarithmic blow-up for standard media and, for $p$ close to $x = 0$, anisotropically concentrated in highly eccentric sets (Figure 2(b)). Similar behavior of the Green’s function holds for $\omega \neq 0$ (Figure 2(c, d)); this can be derived analytically from [8, 9], but we omit the somewhat involved derivations.

For the numerics, SRO resonators are modeled to occupy a rectangle $R$ of width 2 and height 1 ($R = \{-1 \leq x \leq 1, -0.5 \leq y \leq 0.5\}$). We are looking for the solution to the Helmholtz-type equation with a point source excitation and the Dirichlet BC $u = 0$ on the boundary. The equation considered is of the form

$$\nabla \cdot (\vec{\eta} \nabla u(x)) + \omega^2 u(x) = -\delta(x - x'),$$

where

$$\vec{\eta} = \begin{bmatrix} 1 \\ 0 \\ x^{2r} + a^{2r} \end{bmatrix},$$

The simulations were performed using COMSOL Multiphysics version 4.4, based on the finite element method.
and \( x' = (x', y') \) is the location of the point source, and the minus sign is used for the graphics.

To ensure better numerical convergence and accuracy, especially when \( \omega \) is increased, we only consider the case \( r = 2 \). Furthermore, the singularity in the ideal case cannot be properly captured by numerical methods. Hence we model an approximate SRO medium by setting the parameter \( a = 0.1 \) in (6).

![Figure 4](image_url)

**Fig. 4.** The Green’s function \( u(x) \) inside an approximate SRO resonator with \( r = 2, a = 0.1, \omega = 2, \) and \( x' = (0, 0) \). (a) 3-dimensional (3D) surface plot. (b) Cross-cuts in \( x\)- and \( y\)-planes.

Figure 4(a) presents a 3D surface plot of the Green’s function \( u(x) \) satisfying (5) with \( \omega = 2 \) and \( x' = (0, 0) \). Figure 4(b) shows the cross-cuts of the solution in the \( x\)-plane \( (y = 0, -0.5 \leq x \leq 0.5) \) and the \( y\)-plane \( (x = 0, -0.5 \leq y \leq 0.5) \). The solution \( u(x) \) is clearly seen to be strongly concentrated in the \( y\)-direction.

Figures 5(a), (b) shows similar plots for a higher frequency, \( \omega = 5 \). The profile of the solution in the \( x\)-plane is similar to the previous case, whereas almost all the oscillation is in the \( y\)-direction. Figure 5(c) further shows how the \( y\)-directed cross-sections of the solution change when moving away from the line \( x = 0 \).

### 2.3. Giant focusing of rays.

Next consider the high frequency behavior of the Green’s functions as \( \omega \to \infty \). The rays through a given point can only point in directions that are combinations of \( \frac{\partial}{\partial x} \) and \( x^r \frac{\partial}{\partial y} \); passing through \( x = 0 \), motion is only allowed in the \( x\)-direction. This creates a giant focusing effect: all rays passing through a point \( p \) on the \( x = 0 \) axis focus horizontally at \( p \), having a common tangent vector at \( p \). Moreover, for any two points \( p \) and \( q \) that are on the axis \( x = 0 \), there are infinitely many rays connecting \( p \) and \( q \) [11, 12]. Reducing from the high frequency limit to a finite frequency \( \omega \), a wave produced by a point source at \( p \) still focuses strongly on many points on axis \( x = 0 \) (the focusing depends on the lengths of the connecting rays). At high \( \omega \), this produces strong concentration and large oscillation of the waves near \( x = 0 \) (Figure 2(c), (d)).

Following the analysis of [12], one can analytically solve and plot the rays for the corresponding 2D SRO medium. For an integer parameter \( r \geq 1 \), the standard 2D Grushin operator is

\[
L_r = \frac{1}{2} \left( \frac{\partial^2}{\partial x^2} + x^{2r} \frac{\partial^2}{\partial y^2} \right),
\]
whose Hamiltonian is [12]

\[
H(x, y, \xi, \eta) = \frac{1}{2} (\xi^2 + x^{2r} \eta^2).
\]

Now restricting for simplicity to the case of \( r = 2 \), and considering the variables as functions of an independent variable \( t \), the Hamiltonian system for the rays in phase space is

\[
\begin{align*}
\frac{d}{dt} x(t) &= \xi(t), \\
\frac{d}{dt} y(t) &= \eta(t)x(t)^4, \\
\frac{d}{dt} \xi(t) &= -2\eta(t)^2 x(t)^3, \\
\frac{d}{dt} \eta(t) &= 0,
\end{align*}
\]

which can be solved numerically.\(^2\) The rays are then the spatial coordinates \( x(t) \) and \( y(t) \) of the geodesics solving the system (8) with all possible initial conditions.

\(^2\)For instance, using MuPAD, which is an add-on for the Symbolic Math Toolbox in MATLAB.
Fig. 6. SRO rays \((x(t), y(t))\) with \(-1 \leq t \leq 1\) satisfying the ODE system (8), passing through the point \(x = (0, 1)\). The initial conditions are \(x(0) = 0\), \(y(0) = 1\), and \(\xi(0) = 1\) and \(\eta(0) = 0\) (blue), \(\eta(0) = 1\) (green), \(\eta(0) = -3\) (red), and \(\eta(0) = 5\) (aqua).

Figure 6 shows segments of some of the rays passing through the point \(x = (x, y) = (0, 1)\), and Figure 7 shows rays passing through the point \(x = (0.5, 1)\). The curves are obtained plotting \(y(t)\) with respect to \(x(t)\) with parameter \(-1 \leq t \leq 1\), with initial conditions \(x(0) = 0\), \(y(0) = 1\), and \(\xi(0) = 1\). Different curves present rays with different values for \(\eta(0)\). The behavior of the rays illustrates the strong focusing effect in the Grushin material. As seen in Figure 6, when approaching a point on the \(x = 0\) line, the light rays incident from different directions concentrate on the same path and have a common (horizontal) tangent at the point \((0, y)\).
3. Approximate SRO. The ideal SRO medium of (1), having the infinitely large anisotropy at \( x = 0 \), is not physically realizable. In order to specify, in section 6 below, SRO designs which are realistic for physical implementation, we first describe approximations to the ideal SRO parameters of section 2. For a dimensionless parameter \( 0 < a < 1 \), an approximate SRO medium is modeled by the elliptic PDE

\[
(\partial_z^2 + (a^{2r} + x^{2r})\partial_y^2)u(p) + \omega^2 u(p) = 0, \quad p \in \mathbb{R}.
\]

The maximum degeneracy occurs at \( x = 0 \), and the anisotropy does not vary greatly in the strip \( |x| \leq a \); outside of this strip, the approximate SRO medium is close to the ideal medium (1). Consider the eigenvalues and eigenfunctions of (9) with the Dirichlet BC, \( u = 0 \). Modifying the analysis above, the spectrum for (2) is shifted by \( \pi^2 n^2 a^2 r \), so that (9) has eigenfrequencies \( \tilde{\omega}_{l,n}(a) \) exponentially close to

\[
\tilde{\omega}_{l,n}(a) := (\omega^2 + \pi^2 n^2 a^{2r})^{1/2} \sim (c^2_n n^{2r} l^{2r} + \pi^2 a^{2r} n^2)^{1/2} \sim c_r n^{1/r} l^{1/r} + \pi a^{-r} n.
\]

The condition \( \tilde{\omega}_{l,n}(a) \leq \omega \) constrains both \( a^{2r} n^2 \lesssim \omega^2 \), so that \( n \lesssim a^{-r}(\omega^2 + \pi^2 a^{2r} n^2)^{1/2} \), so that \( n \lesssim \omega^{r+1}/l^r \). (Here, we are using \( \lesssim \) to suppress inessential dependence on constants such as \( \pi \) and \( c_r \).) Hence, temporarily fixing \( \omega \), \( \tilde{\omega}_{l,n} \leq \omega \) implies that \( n \lesssim \min(\frac{\omega}{2^r}, \frac{\omega^{r+1}}{l^r}) \), and the transition between the two takes place when \( \omega = l/a \). In the low frequency regime, \( \omega \lesssim \Omega(a) := a^{-1} \), one has \( \omega a < 1 \) and the counting function \( N(\omega, a) := \#\{\omega_{l,n}(a) : \omega_{l,n}(a) \leq \omega\} \) satisfies

\[
N(\omega, a) \sim n^{1/(r+1)} l^{r/(r+1)} \leq \omega,
\]

which yields the same superdimensional size estimate as in (3) for the ideal SRO medium. On the other hand, for \( \omega \geq \Omega(a) \), decompose the sum in \( l \) into

\[
\sum_{l=1}^{\omega a} \frac{\omega}{a^r} + \sum_{l=\omega a}^{\omega^{r+1}} \frac{\omega^{r+1}}{l^r},
\]

leading to a quadratic lower bound of

\[
N(\omega, a) \geq a^{1-r} \omega^2 + a^{1-r} \omega^2.
\]

Let \( \Omega_{r,a} = \sqrt{c_r} a^{-1} \). For \( r \geq 2 \) and \( \delta > 0 \), the number of \( \omega_{l,n} \) in the band \( (1-\delta)\Omega(a) \leq \omega \leq (1+\delta)\Omega_{r,a} \) is \( \sim \delta \Omega_{r,a}^{-1} \), retaining the superdimensionality of the ideal SRO medium, while in the high frequency limit \( \omega \to \infty \), the growth rate of \( N(\omega, a) \) is quadratic, as is dictated by Weyl’s law in dimension 2.

4. Effective medium theory for SRO metamaterials. The scalar Helmholtz equation considered here, of the form

\[
((\partial_z^2 + (a^{2r} + x^{2r})\partial_y^2) + \omega^2) u(x) = 0,
\]

holds, for example, for the \( z \)-component of the magnetic field of a transverse electric (TE), or more precisely, TE\(_z\)-polarized electromagnetic wave propagating in the approximate SRO medium for approximation parameter \( a \) in the \( xy \)-plane. Here, the permittivity \( \varepsilon \) in the \( xy \)-plane is inhomogeneous and anisotropic,

\[
\varepsilon = \varepsilon_0 \begin{bmatrix} \varepsilon_{xx} & 0 & 0 \\ 0 & \varepsilon_{yy} & 0 \\ 0 & 0 & \varepsilon_{zz} \end{bmatrix},
\]
with
\[
\varepsilon_{xx} = \frac{1}{a^2r + x^2r} \quad \text{and} \quad \varepsilon_{yy} = 1.
\]

The permittivity component \(\varepsilon_{zz}\), perpendicular to the plane, is irrelevant, as the electric field has no \(z\)-component. Also the material is assumed to be nonmagnetic, with permeability \(\mu = \mu_0\), with \(\mu_0\) constant.

For the effective medium theory of the approximate SRO medium, we introduce length scales \(d, D\) such that
\[
d \ll aD \leq D,
\]
where the resonator will be of size \(D \times D\) and the MM cells will be of size \(d \times d\). Thus, we consider the resonator \(\{(x, y) \in \mathbb{R}^2 : |x| < \frac{D}{2}, |y| < \frac{D}{2}\}\) with relative permittivity given by
\[
\varepsilon_{xx} = \frac{1}{a^2r + \left(\frac{x}{D}\right)^2r} \quad \text{and} \quad \varepsilon_{yy} = 1.
\]

For time-harmonic waves with a \(e^{i\omega t}\) time dependence (where \(i = \sqrt{-1}\), Maxwell’s equations become
\[
\begin{align*}
\nabla \times \mathbf{E} &= i\omega \mathbf{B} = i\omega \mu_0 \mathbf{H}, \\
\nabla \times \mathbf{H} &= -i\omega \mathbf{D} = -i\omega \vec{n} \cdot \mathbf{E}.
\end{align*}
\]

Note that \(\omega = 2\pi c_0/\lambda_0\), with \(\lambda_0\) the free-space wavelength, and we now assume that \(D\) is of the same order of magnitude as \(\lambda_0\).

Since the TE\(_z\) wave consists of the fields
\[
\mathbf{E} = u_x E_x + u_y E_y, \\
\mathbf{H} = u_z H_z,
\]
here and below, \(u_x, u_y,\) and \(u_z\) denote the unit coordinate vectors \((1, 0, 0), (0, 1, 0),\) and \((0, 0, 1)\), respectively. Faraday’s law (15) gives
\[
u_z \left( \frac{\partial}{\partial x} E_y - \frac{\partial}{\partial y} E_x \right) = -u_z i\omega \mu_0 H_z.
\]

Then, from Ampère’s law (16), we get
\[
u_x \frac{\partial}{\partial y} H_z - u_y \frac{\partial}{\partial x} H_z = -i\omega \varepsilon_0 (u_x \varepsilon_{xx} E_x + u_y \varepsilon_{yy} E_y),
\]
from which we can solve
\[
E_x = \frac{i}{\omega \varepsilon_0 \varepsilon_{xx}} \frac{\partial}{\partial y} H_z, \\
E_y = \frac{-i}{\omega \varepsilon_0 \varepsilon_{yy}} \frac{\partial}{\partial x} H_z.
\]

Substituting the obtained \(E_x\) and \(E_y\) into (19) gives us the following equation for \(H_z\):
\[
\frac{1}{\varepsilon_{yy}} \frac{\partial^2}{\partial x^2} H_z + \frac{1}{\varepsilon_{xx}} \frac{\partial^2}{\partial y^2} H_z + \omega^2 \varepsilon_0 \mu_0 H_z = 0.
\]
Let \( k = \omega \sqrt{\varepsilon_0 \mu_0} \) be the wave number; then in physical units, (23) becomes

\[
(24) \quad \left( \frac{\partial^2}{\partial x^2} + \left( a^2 r + \left( \frac{x}{D} \right)^2 r \right) \frac{\partial^2}{\partial y^2} + k^2 \right) H_z = 0.
\]

Now consider the approximate material as in (14). A simple possible approach towards an effective material having this kind of anisotropic effective permittivity is to construct the SRO medium as a lattice of subwavelength scale unit cells, where each \( d \times d \) sized cell consists of a strip parallel to the \( x \)-axis, of variable width \( w(x) \), and of extremely high relative permittivity \( \varepsilon_h \) (dimensionless), embedded in background material with relative permittivity \( \varepsilon_r = 1 \) (Figure 8). We choose the width \( w(x) \), and hence the fill ratios, \( w(x)/d \), so that the first equation in (14) is satisfied in the homogenization limit, and then we show that the second is approximately satisfied.

**Fig. 8.** The structure of one MM cell in the lattice that forms the effectively homogeneous 2D SRO material. Each cell consists of a horizontal strip of material with a high permittivity \( \varepsilon_h \varepsilon_0 \), embedded in the background material with permittivity \( \varepsilon_0 \). These cells are assembled horizontally with varying fill ratios \( w(x)/d \), and the resulting strips then stacked vertically.

Based on series and parallel connections of capacitances, the effective permittivities \( \varepsilon_{xx} \) and \( \varepsilon_{yy} \) of a single unit cell can be written analytically as

\[
(25) \quad \varepsilon_{xx}(x) = (\varepsilon_h - 1) \frac{w(x)}{d} + 1, \quad \varepsilon_{yy}(x) = \frac{\varepsilon_h}{1 - \varepsilon_h} \frac{w(x)}{d} + \varepsilon_h.
\]

Note that we do not have enough free parameters to make the permittivities in (25) match exactly those in (14), and a further approximation must be introduced. Fortunately the strip width \( w(x) \) has a much larger effect on \( \varepsilon_{xx} \) than on \( \varepsilon_{yy} \). Therefore, as the distance \( x \) varies, we can set the strip width \( w(x) \) to have the profile

\[
(26) \quad w(x) = \frac{1}{\varepsilon_h - 1} \left( \frac{1}{(x/D)^{2r} + a^{2r}} - 1 \right) d, \quad \text{for } |x| < \frac{D}{2},
\]

which gives us the specifications for a realistic SRO medium:

\[
(27) \quad \varepsilon_{xx} = \frac{1}{(x/D)^{2r} + a^{2r}}, \quad \varepsilon_{yy} = \frac{\varepsilon_h ((x/D)^{2r} + a^{2r})}{(\varepsilon_h + 1)((x/D)^{2r} + a^{2r}) - 1}.
\]

This \( \varepsilon_{xx} \) exactly satisfies (14), and also provides a reasonable approximation to the second equation in (14), as long as \( \varepsilon_h \gg (1/a)^{2r} \). Conversely, for strip material with high relative permittivity \( \varepsilon_h \), we can implement the approximate SRO parameters (14) for \( a \gg 1/\varepsilon_h^{1/2r} \).
5. Parameter constraints. To summarize the discussion so far: In order to specify an effective SRO medium achieving the superdimensional characteristics of an SRO medium of order \( r \), fix

(i) a frequency \( \omega_0 \) defining the band in which one wants to work;
(ii) a length size \( D \) of the desired resonator; and
(iii) the relative permittivity \( \varepsilon_h \gg 1 \) of the material to be used in constructing the MM cells.

Then, if
\[
\varepsilon_h \gg \left( \frac{D \omega_0}{\sqrt{\varepsilon_0 \mu_0}} \right)^{2r},
\]
there is an interval for the parameters \( a \), given by the inequalities
\[
\varepsilon_h^{-1} \ll a^{2r} \lesssim \min \left( 1, \left( \frac{D \omega_0}{\sqrt{\varepsilon_0 \mu_0}} \right)^{-2r} \right),
\]
for which it is possible to construct a resonator effectively implementing the approximate SRO medium of order \( r \) and approximation parameter \( a \) near the frequency \( \omega_0 \).

We now turn to a particular implementation.

6. Implementation. With the goal of constructing a microwave SRO resonator structure as in (27) for \( r = 2 \), the next issue is to find a dielectric material with \( \varepsilon_h \) as large as possible. [31] reported that a barium titanate (BaTiO\(_3\)) ceramic can be prepared so as to exhibit a permittivity with real part as high as \( \varepsilon_h \approx 2700 \) at \( f = 1\text{GHz} \). From [31, Figure 6], it can be seen that the imaginary part has a local minimum close to this frequency. Assuming that one has a material with permittivity \( \varepsilon_h = 2700 \) and neglecting the effects of losses and frequency dispersion, we get an idealized insight of how a superdimensional resonator could be constructed. The size of the resonator is defined by the scaling parameter \( D \), so that the constraint
\[-D < x < D \]
implies that \( -1 < x/D < 1 \). As the free-space wavelength at \( f = 1\text{GHz} \) is \( \lambda_0 = 0.3m \), choose \( D = 0.2m \). Then \( \left( \frac{D \omega_0}{\sqrt{\varepsilon_0 \mu_0}} \right)^{-1} \approx 0.24 \) and, for \( a = 0.23 \), \( r = 2 \), we have \( a^4 \varepsilon_h \approx 7.6 \); i.e., (28) and (29) are satisfied. Moreover, the maximum value for \( \varepsilon_{xx} \) in (27) at \( x = 0 \) becomes \( \varepsilon_{xx} \approx 357 \). In contrast, \( \varepsilon_{yy} \) remains very close to unity, with its maximum value at \( x = 0 \) being \( \varepsilon_{yy} \approx 1.15 \). As for \( w \), it becomes 0 at \( x \approx 0.997D \).

In Figure 9(a) we present the width profile \( w/D \) of the strip as a function of \( x \) while Figure 9(b) shows a schematic of the realization of the resonator. In these figures we take \( a = 0.15 \), so that \( a^4 \varepsilon_h \) is just 1.4; the behavior of \( \varepsilon_{xx} \) and \( \varepsilon_{yy} \) as functions of \( x \) for this \( a \) is presented in Figure 10. Note that now \( \varepsilon_{xx}(0) \approx 1961 \); however, \( \varepsilon_{yy} \) ranges from 1 to 3.7. Nevertheless, simulations performed using CM show that the superdimensional wave concentration still holds; see Figure 11. In summary, the qualitative features of the superdimensionality discussed above persist for an approximation parameter as large as \( a = 0.15 \), demonstrating the robustness of the SRO phenomena.

Also observe that, since the waves can travel much faster in the \( x \)-direction, the resonator is most efficiently excited by a \( u_y \)-oriented (line) dipole. Figures 11(a) and 11(b) show the absolute value of the magnetic field \( |H_z| \) in the resonator, which is excited using a line dipole with \( f = 1\text{GHz} \) at different locations. Again, despite the approximations made in the material parameters, the strong wave concentration effect is observed. The implemented resonator works qualitatively, demonstrating that the SRO phenomenon is robust.
Fig. 9. (a) The ratio between the width of the strip $w$ and the side length of the unit cell $d$ as a function of $x$ throughout the resonator. (b) Schematic drawing of the resonator near $x = 0$.

Fig. 10. (a) The effective homogenized $\varepsilon_{xx}$ compared with the ratio between $\varepsilon_{xx}$ and $\varepsilon_{yy}$. (b) Effective $\varepsilon_{yy}$. The maximum of the anisotropy ratio $\varepsilon_{xx}/\varepsilon_{yy}$ has shifted from $x = 0$ to $|x| \approx 0.025m$. As both permittivity components are symmetric with respect to $x$, they are plotted only with $0 < x < D$.

7. Variations.

7.1. Bulk SRO. Similar ideas allow for the SRO paradigm to be applied in dimension 3. An ideal bulk SRO material in $Q = \{p = (x, y, z) : |x| \leq 1, 0 \leq y \leq 1, 0 \leq z \leq 1\}$ may be modeled by replacing (1) with $u = 0$ on $\partial Q$ and

\[ (\partial_x^2 + x^{2r} (\partial_y^2 + \partial_z^2) + \omega^2) u(p) = 0 \text{ on } Q. \]

For $n = (n_1, n_2) \in \mathbb{Z}_2^+$, eigenfunctions of the form $u(p) = \psi_n(x) \sin(\pi n_1 y) \sin(\pi n_2 z)$, where $\psi_n$ must satisfy (2) with $n^2$ replaced by $n^2 := n_1^2 + n_2^2$. As above, one constructs approximate spectral data $\tilde{\psi}_{l,n}, \tilde{\omega}_{l,n}$, admitting exact solution perturbations $\psi_{l,n}, \omega_{l,n}$, exponentially nearby (in $|n|$), and to estimate $N(\omega)$, it suffices to work with $\tilde{\omega}_{l,n}$. As in the 2D case, we need both $|n|^{1/r} l^{1/r} \leq \omega$, which holds off $|n| \leq \omega^{r+1}/l^r$, \[ }
Fig. 11. (a) Superdimensional electromagnetic resonator with material parameters (27) excited by a $u_y$-polarized line dipole at $(x', y') = (0, 0)$ at $f = 1$ GHz. (b) Same as in (a) but with the dipole located at $(x', y') = (0.05 \text{m}, 0 \text{m})$.

and $|n| \geq 1$, so that $l \leq \omega^{r+1}$. Since $n$ is 2D,

$$N(\omega) \geq \sum_{l=1}^{\omega^{(r+1)/r} \omega^{2(r+1)} / l^{2r}} = c_r \omega^{2r+2},$$

so that this 3D ideal SRO design exhibits a $(2r+2)$-dimensional eigenfrequency count. For the least degenerate case, $r = 1$, this is already 4-dimensional.

As with the 2D case, a more realistic 3D SRO design is an approximate one at length scale $a$, with the $x^{2r}$ in (30) replaced by $a^{2r} + x^{2r}$, and this exhibits the superdimensionality in frequency bands about $\Omega = (c_r)^{1/r} a^{-1}$. The 3D approximate SRO medium produces, as in the 2D case, a frequency shift from the ideal, $\omega \rightarrow (\omega^2 + a^{2r})^{1/2}$. When $a$ is small enough, the Green’s function is close to the ideal Green’s function that has a strong singularity when the source point is at the surface $x = 0$. For high frequencies it exhibits the ideal medium’s strong concentration of rays and waves.

7.2. General SRO designs. The examples presented here are chosen to have symmetries permitting analysis using quantum oscillators in 1D. However, the same principles, and resulting superdimensionality, apply to general SRO designs. A standard Riemannian metric $g(p) = (g_{jk})$ in dimension 3 satisfies

$$c_1 |v|^2 \leq \sum_{j,k=1}^{3} g_{jk}(p)v^j v^k \leq c_2 |v|^2,$$

where $v = (v^1, v^2, v^3)$, for some $0 < c_1 \leq c_2 < \infty$. The dual metric, $g^{-1} = (g^{jk})$, satisfies

$$(c_2)^{-1} |\xi|^2 \leq \sum_{j,k=1}^{3} g^{jk}(p)\xi_j \xi_k \leq (c_1)^{-1} |\xi|^2$$

for all $\xi = (\xi_1, \xi_2, \xi_3)$. For a sub-Riemannian metric, (i) $c_2 = +\infty$ is allowed, so that $g$ is singular and $(c_2)^{-1} = 0$, so that $g^{-1}$ is degenerate, with the velocity in the corresponding directions equal to 0, and (ii) a global condition is imposed that
any two points can be connected to each other by a geodesic (i.e., a ray) of $g$. In SRO media, corresponding to an SR metric, the waves are modeled by the Helmholtz equation,

$$
\sum_{j,k=1}^{3} \partial_j (g^{jk}(p) \partial_k u(p)) + \omega^2 u(p) = 0.
$$

The variety of SR geometries available [43] allows for many asymmetric variations of the SRO designs described here; the extensive mathematical literature, e.g., [41, 18, 45, 44], shows that the superdimensionality of the eigenfrequency count and the concentration of waves will hold for these more general SRO media.

8. Discussion and conclusions. We have described MM arrays exhibiting superdimensional behaviors such as giant focusing and high density of resonant frequencies. Possible applications of SRO include components for antennas that have a high density of resonance frequencies in a desired frequency band, materials in which point sources produce fields having anomalously strong blow-up, and optical materials with giant focusing that either guide light rays together or separate closely propagating rays.

Appendix: Anisotropic singularity of Green’s function. In this appendix we provide the details of the analysis of Green’s functions in an ideal SRO material; see Figures 2 and 4. Let $L = L(x, D_x)$ be the partial differential operator on the square $\Omega = [-1, 1]^2$ in dimension 2,

$$
L(x, D_x)u(x) = (\partial_x^2 + x^4 \partial_y^2)u(x),
$$

where we use coordinates $x = (x, y) \in \mathbb{R}^2$. $L(x, D_x)$ is a special case, for $r = 2$, of the operator family

$$
L_r(x, D_x)u(x) = (\partial_x^2 + x^{2r} \partial_y^2)u(x).
$$

These degenerate elliptic partial differential operators are the so-called Grushin operators [29]. We compute the Green’s function, $G_\omega(x; x') = G_\omega(x, y; x', y')$, $\omega \in \mathbb{R}$, such that

\begin{align}
(31) \quad & (L(x, D_x) + \omega^2)G_\omega(x; x') = \delta(x - x'), \quad x, x' \in \Omega = [-1, 1]^2, \\
(32) \quad & G_\omega(x; x')|_{x \in \partial \Omega} = 0.
\end{align}

For $\omega > 0$, $G_\omega$ is uniquely defined as long as $\omega^2$ is not a Dirichlet eigenvalue of $L + \omega^2$ in $\Omega$.

Next we construct an approximation to $G_\omega^{\text{app}}$ by using an auxiliary 3D problem. Let $g(r; r')$, $r = (x, y, x)$, $r' = (x', y', x') \in \mathbb{R}^3$ be the free-space Green’s function of the 3D equation

\begin{align}
(33) \quad & (\partial_z^2 + x^4 \partial_y^2 + x^4 \partial_x^2)g(x, y, z; x', y', z') = \delta(x - x')\delta(y - y')\delta(z - z').
\end{align}

We define an approximation to $G_\omega^{\text{app}}(x; x') \approx G_\omega(x; x')$ by setting

\begin{align}
(34) \quad & G_\omega^{\text{app}}(x, y; x', y') = \int_\mathbb{R} g(x, y, z; x', y', 0)\phi(z)dz,
\end{align}

and $\phi(z) \in C_0^\infty(\mathbb{R})$ is a function that vanishes outside interval $(-3, 3)$ and satisfies $\int_\mathbb{R} \phi(z)dz = 1$, $\phi(0) = 1$. To obtain convenient formulas below, use a function $\phi$ such that $\phi(z) = e^{\omega z}$ when $z \in (-1, 1)$. 
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Because \( g(\mathbf{r}, \mathbf{r}') \) satisfies (33) and \( \phi(0) = 1 \), it follows that

\[
(L + \omega^2)G_{app} = \delta(x - x')\delta(y - y') + F(x, y; x', y'),
\]

where

\[
F(x, y, x', y') = \int_{\mathbb{R}} g(x, y, z; x', y', 0)a(z)dz
\]

and \( a(z) = (\omega^2 - \partial_z^2)\phi(z) \). One can then write \( G_\omega = G_{app}^\omega + G_{corr}^\omega \), where the correction term \( G_{corr}^\omega \) satisfies the boundary value problem,

\[
(L + \omega^2)G_{corr}^\omega(x, y; x', y') = -F(x, y; x', y'), \quad (x, y) \in \Omega,
\]

\[
G_{corr}^\omega(x, x') = -G_{app}^\omega(x, x') \text{ for } x \in \partial \Omega.
\]

Since \( a(z) = (\omega^2 - \partial_z^2)e^{\omega z} = 0 \) when \( z \in [-1, 1] \), we see that \( F(x, y; x', y') \) is \( C^\infty \)-smooth in the whole space \( \mathbb{R}^2 \times \mathbb{R}^2 \). Since \( L(\mathbf{x}, D) \) is a hypoelliptic operator [30] and \( F \) is \( C^\infty \)-smooth and the above implies that \( x \mapsto G_{corr}^\omega(x, x') \) is a \( C^\infty \)-smooth function in \( \Omega \), then \( x \mapsto G_\omega(x, x') - G_{app}^\omega(x, x') \) is a \( C^\infty \)-smooth function.

In summary, the functions \( G_\omega(x; x') \) and \( G_{app}^\omega(x; x') \) are smooth outside the diagonal \( \{ x = x' \} \) and have the same asymptotics near \( \{ x = x' \} \) to all orders. The function \( G_{app}^\omega \) is defined by formula (34), using the Green’s function \( g(x; x') \) of (33) in \( \mathbb{R}^3 \). This function \( g(x, x') \) has an analytical representation given by Beals, Greiner, and Gaveau [9], who studied the general family of degenerate elliptic operators on \( \mathbb{R}^{n+m} \),

\[
L(\mathbf{u}, \mathbf{t}, D) = L_{nmk} = \sum_{j=1}^{n} \frac{\partial^2}{\partial u_j^2} + |\mathbf{u}|^{2k-2} \sum_{j=1}^{m} \frac{\partial^2}{\partial t_j^2}.
\]

The operator in (33) is a special case of (35) with indices \( n = 2, m = 1, \) and \( k = 3 \), where we group the variables as \( \mathbf{u} = (x, z) \in \mathbb{R}^2, \ \mathbf{t} = y \in \mathbb{R}, \) and \( \mathbf{r} = (\mathbf{u}, \mathbf{t}) \in \mathbb{R}^3 \):

\[
L_{213}(\mathbf{r}, D) = P(\mathbf{u}, \mathbf{t}, D) = (\partial_x^2 + \partial_z^2 + x^2 \partial_y^2).
\]

A free-space Green’s function \( K_{nmk} \) for \( L_{nmk}(\mathbf{r}, D) \), derived in [9, Theorem 2], satisfying

\[
L_{nmk}(\mathbf{r}, D)[K_{nmk}(\mathbf{r}; \mathbf{r}')] = \delta(\mathbf{r} - \mathbf{r}'),
\]

has an exact form,

\[
K_{nmk} = c_{nmk} \frac{F_{nmk}}{R^{\frac{n+m-2}{2}}},
\]

where \( c_{nmk} \) is a constant and \( F_{nmk} \) and \( R \) are functions of \( \mathbf{r} = (x, y, z) \) and \( \mathbf{r}' = (x', y', z') \). Generally following the notation of [9], we define

\[
R = R(\mathbf{r}, \mathbf{r}') = \frac{1}{2}\left(x^6 + z^6 + (x')^6 + (z')^6 + 9(y - y')^2\right)
\]

and

\[
\rho = \rho(\mathbf{x}; \mathbf{x}') = \frac{(x^2 + z^2)^{3/2}((x')^2 + (z')^2)^{3/2}}{R(x, y, z, x', y', z')}
\]

and

\[
v = v(\mathbf{x}; \mathbf{x}') = \frac{xx' + zz'}{(x^2 + z^2)^{1/2}((x')^2 + (z')^2)^{1/2}}.
\]
In terms of $R = R(x; x')$, $\rho = \rho(x; x')$, and $v = v(x; x')$, the function $g(x; x')$ is given by

$$g(r; r') = K_{213}(r; r') = -\frac{3}{8\pi^{3/2}} \frac{F_{213}(v, \rho)}{R(r; r')^{3/2}},$$

where

$$F_{213}(v, \rho) = \frac{1}{\Gamma(1/4)^{2}} \int_{0}^{1} \int_{0}^{1} \frac{F_{223}(v, u_{1}^{1/2} u_{2}^{1/2} \rho)}{u_{1}^{3/4} u_{2}^{1/4} (1-u_{1})^{3/4} (1-u_{2})^{3/4}} \, du_{1} du_{2}$$

and

$$F_{223}(v, s) = \frac{\phi_{-}(s^{2})}{(\phi_{+}(s^{2}) - 2s^{2}v)\sqrt{1-s^{2}}}$$

where

$$\phi_{\pm}(s^{2}) = (1 + \sqrt{1-s^{2}})^{\pm} \pm (1 - \sqrt{1-s^{2}})^{\pm}.$$

In summary, Green’s function $G_{\omega}(x, x')$ is a sum of a function $C_{\omega}^{\text{corr}}(x, x')$ that is $C^{\infty}$-smooth in the $x$ variable and the function

$$C_{\omega}^{\text{pp}}(x, y; x', y') = \int_{\mathbb{R}} g(x, y, z; x', y', 0) \varphi(z) \, dz$$

$$= -\int_{\mathbb{R}} \frac{3}{8\pi^{3/2}} \frac{F_{123}(x, y, z; x', y', 0)}{R(x, y, z; x', y', 0)^{1/2}} \varphi(z) \, dz,$$

and $\varphi(z)$ is a $C^{\infty}$-smooth function that vanishes outside a bounded interval and satisfies $\int_{\mathbb{R}} \varphi(z) \, dz = 1$, $\varphi(0) = 1$, and moreover, $\varphi(z) = e^{\omega z}$ when $z \in (-1, 1)$. This explicit representation shows how anisotropic the singularity of Green’s function $G_{\omega}(x, x')$ is near the critical line $x = 0$.
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