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We used two methods to determine the effective electron-phonon coupling constant ($G_0$) in tungsten. Our first principles calculations predict $G_0 = 1.65 \times 10^{17}$ W m$^{-3}$ K$^{-1}$. The temporal decay of the femtosecond-resolution optical reflectivity for a (100) surface of bulk W was measured using a pump-probe scheme and analysed using $ab initio$ parameterised two temperature model, which includes both the effects of the electron-phonon coupling and thermal conduction into bulk. This analysis gives $G_0 = 1.4(3) \times 10^{17}$ W m$^{-3}$ K$^{-1}$, in good agreement with the theoretical prediction. The described effective method of calculating and measuring $G_0$ in bulk materials can be easily extended to other metals. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4890413]

The effective strength of the electron-phonon (e-p) interaction, $G_0$, controls the energy transfer between electrons and ions and is essential for understanding the behavior of a material in an electron-ion non-equilibrium state. The e-p coupling enters into a variety of non-equilibrium dynamics models based on the two temperature (2T) model and is also central to the theory of superconductivity. A two temperature state with hot electrons and relatively cold ions can be generated during fusion neutron irradiation, swift heavy ion impact, and ultra-short (femtosecond) laser pulse photoexcitation and typically lasts around $\tau_{el} = 1–100$ ps.

In general, an accurate knowledge of $G_0$ enables the interpretation of the femtosecond electron diffraction measurements, theoretical studies of the dynamics of laser ablation and melting, and photochemical processes, and puts an upper time bound on the dynamics of non-thermal phase transitions, such as the one discussed in Ref. 7. Our study focuses on tungsten as it is an important technological material, which plays a central role in fusion power reactor development projects, such as ITER and ASDEX. Determining $G_0$ in W would enable more accurate simulations of primary radiation damage that incorporate the effects of electronic excitations, such as bombardment of a surface by keV ions and MeV neutron radiation cascade simulations with continuum-atomistic 2T schemes. In fact, it has been shown that the residual cascade damage in α-Fe is highly sensitive to the choice of $G_0$ and a similar effect is expected in W.

The e-p coupling constant, $G_0$, for metals can be calculated $ab initio$ (see Refs. 11–13 for exemplar studies), however, despite the importance of the constant, such calculations are still rare. Indeed, there are no $ab initio$ calculations of $G_0$ for W. In addition, there is large uncertainty in the experimental values, based on measurements of transient reflectivity of a laser-excited solid, as these vary by almost an order of magnitude.

In this Letter, we present a combined state of the art experimental and theoretical determination of the electron-phonon coupling constant in tungsten. We verify our first principles prediction of $G_0$ by analysis of pump-probe reflectivity measurement for a (100) W surface.

From a theoretical standpoint, the electron-phonon coupling strength in metals is commonly discussed via the value of $\lambda$ (the e-p coupling constant), or $G_0$ (the effective e-p coupling constant). Both of these can be obtained via the measurable Eliashberg spectral function, $D(\omega)$, combining the electron and phonon densities of states and the coupling matrix. This function can be directly calculated using different $ab initio$ codes. The e-p coupling constant is defined as:

$$\lambda = 2 \int_0^\infty d\omega \frac{D(\omega)}{\omega},$$

(1)

and the effective e-p coupling constant as:

$$G_0 = \frac{1}{V_e} \left( \frac{2\pi k_B}{h} \right)^2 \lambda(\omega^2) \times g(\omega),$$

(2)

where $k_B$ is the Boltzmann’s constant, $h$ the reduced Planck’s constant, $V_e$ the volume of the unit cell, $g(\omega)$ the electronic density of states (e-DOS) at the Fermi level. The second moment of the Eliashberg function, $\lambda(\omega^2)$, is given by

$$\lambda(\omega^2) = 2 \int_0^\infty d(\hbar\omega) \times (\hbar\omega) \times D(\omega),$$

(3)

We note that Eq. (2) is justified for low electronic temperatures or at all temperatures where the e-DOS is only weakly energy dependent.

To evaluate the Eliashberg function for tungsten in its ground state from $ab initio$ calculations, we used the ABINIT plane wave density functional theory (DFT) code. We use a $24 \times 24 \times 24$ k-points grid, a $8 \times 8 \times 8$ q-points grid, and 60 Ha cutoff energy. The obtained $\lambda = 0.28$ and $\lambda(\omega^2) = 108$ meV$^2$ are both in good agreement with previous theoretical estimates. Combining this result with the calculated e-DOS obtained with the same set of parameters through Eq. (2), we obtain the effective electron-phonon coupling constant of $G_0 = 1.65 \times 10^{17}$ W m$^{-3}$ K$^{-1}$. 
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We compare this theoretical prediction with the analysis of the results of the e-p coupling measurements using pump-probe femtosecond spectroscopy, where an initial pulse (pump) which excites the electrons is followed by a delayed series of probe pulses. The analysis of experimental measurements of transient reflectivity of a laser-excited solid is based on the two-temperature model\(^1,2\) briefly described below.

The 2T model (2TM) assumes a temporal hierarchy of the different relaxation processes—namely, a rapid thermalisation of electrons (\(\tau_{ce} \sim 100\) fs for most metals\(^{23}\)), following laser excitation that occurs much quicker than the electron-ion equilibration. The 2TM (and its later variations for semiconductors\(^{22}\) and magnetic materials\(^{23}\)) further assumes that distinct temperatures can be defined in the electronic (\(T_e\)) and ionic subsystems (\(T_i\)) and that these are governed by two separate coupled diffusion equations linked by the energy transfer proportional to the effective electron-phonon coupling, \(G\), i.e.,

\[
C_e(T_e) \frac{\partial T_e}{\partial t} - \nabla \cdot (\kappa_e \nabla T_e) = -G(T_e - T_i) + S(z,t),
\]

\[
C_i(T_i) \frac{\partial T_i}{\partial t} - \nabla \cdot (\kappa_i \nabla T_i) = G(T_e - T_i).
\]

Here, \(C_{e,i}\) denote heat capacities and \(\kappa_{e,i}\) thermal conductivities for the electronic and ionic systems, respectively. The constant \(G\) in the 2T model\(^1\) is, by construction, the same parameter as in the Allen’s formulation (i.e., Eq. (2)) in ground state at \(T_e = 300\) K.\(^{5,16,17}\) The \(T_e\) dependence of \(G\) for the range of \(T_e\) achieved is very weak. It is nonetheless included in the 2T model for completeness: \(G(T_e) = G_0 \times f(T_e)\), where we have calculated \(f(T_e)\) according to the method described in Refs. 17 and 24. Finally, \(S\) represents the laser source term and is defined later through Equation (7).

As shown in Ref. 14, by knowing \(T_e\) versus the time delay \((t)\) from the 2T model, one can determine the e-p coupling with no free parameters. However, this is based on several assumptions: (i) The effects of electron and heat diffusion can be neglected, or are well-known. This is usually the case for a thin film, where the optical penetration depth (or ballistic electron range in the case of s- and d-block metals) is greater than the film’s thickness. (ii) The reflectivity of a material can be well parameterised with respect to \(T_e\) and \(T_i\), either theoretically\(^{25}\) or experimentally\(^{14,26}\) (iii) The electronic and ionic specific heat capacities in the 2TM are known.

Alternative experimental methods of e-p coupling constant determination are based on tunnelling (for superconductors), heat-capacity or transient angle-resolved photoemission spectroscopy (ARPES) measurements, or on indirect estimates from fits of the experimental damage threshold across laser pulse widths to the 2TM solutions. Here, we use an \textit{ab initio} parameterised 2TM to verify our theoretical predictions of \(G_0\) by analysing experimental reflectivity measurements of laser-excited tungsten.

In our experimental setup, a single-crystal W of \(L = 1\) mm thickness at \(300\) K was excited by \(\lambda_p = 400\) nm \(t_p = 90\) fs (fwhm) laser pulse at various intensities. The optical reflection changes \((R(t)/R_0)\) were measured as a function of time delay between pump and probe pulses. The probe light is the white light pulse generated by a sapphire plate by a part of the fundamental beam. The incident angle of the probe light is \(2^\circ\) from the (100) surface normal, while the pump pulse excites the sample with an incident angle of \(4^\circ\). Changes in reflection intensities at the probe wavelengths \(\lambda_{obs} = 450–1200\) nm were detected using spectrometer detectors. The incident fluences \((F_{inc})\) of pump laser were changed from 0.209 to 5.22 mJ/cm\(^2\). We use the experimentally determined reflectivity at 400 nm \((R = 0.42)\) to arrive at the corresponding absorbed fluences \((F)\) of 0.121 to 3.03 mJ/cm\(^2\).

In Fig. 1, temporal evolution of the reflection changes \((R(t)/R_0)\) at \(\lambda_{obs} = 875\) nm (1.42 eV) and 1000 nm (1.24 eV) are shown, where the reflection intensities are enhanced by excitation. The rapid changes in the intensity within 1.5 ps after excitation are followed by gradual decreases in the range of 1.5–5 ps. We have measured the reflectivity until 10–20 ps, after which \(R(t)/R_0\) evolution becomes significantly slower. Within this timeframe, the reflectivity changes due to the elevated \(T_e\) \((t \sim 0–5\) ps), and \(T_i\) \((t \sim 10\) ps) can be separated.

We use an iterative two-step analysis method to reproduce the measured \(R(t)/R_0\) evolution and, thus, extract \(G_0\). We first construct the reflectivity function at a particular probe wavelength, \(\Delta R(T_e, T_i)\) from a subset of the experimental data, assuming a value for \(G_0\) in the 2TM model. As the second step, we calculate \(R(t)/R_0\) evolution from the 2TM model via the previously calculated \(\Delta R(T_e, T_i)\) by comparing it with the experimental measurements for \(R(t)/R_0\). We repeat the procedure, adjusting \(G_0\) and \(t_0\) (time when the pump pulse maximum arrives on the sample surface), to find the best fit for \(R(t)/R_0\) using the least-squares method across a time domain \(0.1–4.0\) ps. A similar fitting method has also been employed for the temporal reflectivity analysis in thin films, where the thermal conduction details can be neglected.\(^{14}\) In the case of bulk materials, the initial rapid \(R(t)/R_0\) peak decay is caused, however, by both components:\(^{26}\) the electron-phonon coupling and the electronic energy dissipation into the depth of the sample, which is mainly related to the spatiotemporal dynamics of \(T_e\) as the ions remain relatively cold.

More specifically, we achieve the parameterisation of \(\Delta R(T_e, T_i)\) by correlating the
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peak of the reflectivity change ($\Delta R_{\text{max}}$) with the corresponding $T_e$ maxima from the 2T calculations over different fluence measurements. We can assume that at this point $T_e$ is unperturbed, since the pump duration is extremely short ($t_p = 90$ fs; also the initial peak $T_e$ is negligibly different when setting $G_0 = 0$ in the 2T model). Similarly, $\Delta R(T_e)$ is correlated with $T_e$ calculated from the 2T model at $t_\ell = 10$ ps, when the fast transient component related to $T_e$ has decayed away. An example of a $\Delta R(T_e, T_i)$ fit is presented in Fig. 2. By construction, this iterative method always reproduces two reflectivity points—namely, the maximum and a point at selected $T_e$. However, the goodness of a fit for $R(t)/R_0$ is governed by $G_0$ and the details of the energy dissipation into the bulk. We note that we use only the highest incident fluence ($F_{\text{inc}} = 5.22$ mJ/cm$^2$) $R(t)/R_0$ data to fit $G_0$, having constructed $\Delta R(T_e, T_i)$ independently from the lower fluence data.

The technical details of 2TM are as follows. The electronic specific heat capacity is obtained from $ab$ $initio$ using the method developed in Ref. 17 and $C_i$ from Ref. 27. The total thermal conductivity ($\kappa = \kappa_e + \kappa_r$) at $T = 300$ K is $\kappa = 174$ W m$^{-1}$ K$^{-1}$ (Ref. 27) and $\kappa_r/\kappa_e = 0.75$ (Ref. 28). We assume that $\kappa_r$ is independent of temperature, while $\kappa_e$ depends on both $T_e$ and $T_i$ according to the Drude model:

$$\kappa_e(T_e, T_i) = \kappa_e(0) \times \frac{C_e(T_e)}{C_e(T_0)} \times (T_0/T_i)^{-n},$$

where $n = 1.5$ has been fitted to reproduce the decrease of $\kappa$ as a function of the equilibrium (i.e. $T = T_i$) temperature, $T$, from $T = 300$ K to 2500 K from data in Ref. 27. Subsequent parameter sensitivity tests have shown that the 2T model does not depend critically on the choice of $n$. The $C_e(T_0)/C_e(T_0)$ term dominates the $\kappa_e(T_e, T_i)$ variation since the changes in $T_e$ are much greater than in $T_i$. $S(z, t)$, the laser source term (pump), is assumed to be a Gaussian distribution in time $t$ with fwhm, $t_p = 90$ fs and exponentially attenuated in the $z$ direction, i.e.,

$$S(z, t) = \frac{2F}{tp \sqrt{\ln 2}} \exp \left( \frac{-4 \ln(2)(t - t_0)^2/tp^2}{\pi} \right) \times \exp(-z/tp).$$

The penetration depth in tungsten, $l_p = 12.5$ nm, is obtained from the imaginary part of the index of refraction (i.e., extinction coefficient), $k = 2.54$ (Ref. 29), at $\lambda_p = 400$ nm. The optical reflectivity is calculated using $T_e$ and $T_i$ from the 2T model averaged over the penetration depths for the different probe wavelengths of $\lambda_{\text{obs}} = 875$ and 1000 nm ($l_p = 23.4$ and 23.7 nm, respectively). The ballistic range of electrons is not included, as in transition metals it is of the same order or smaller than the penetration depth.

We solve the 2T model in continuum using an explicit Euler’s scheme in one dimension and assume no lateral energy redistribution as the pump laser spot size was much larger than the probe. The length of the sample is $L = 600$ nm with $T_0$ Dirichlet boundary condition at $z = L$ for both $T_e$ and $T_i$. We checked that the choice of boundary conditions and $L$ does not change the results significantly. We took space-time steps of $\Delta z = 2.5$ nm and $\Delta t = 0.4$ fs, respectively. The simulations are typically run for $t = 10$ ps, past which $R(t)/R_0$ temporal changes are minimal and $T_e$ and $T_i$ equilibrate.

Fitting the 2TM self-consistently for two probe wavelengths treating the electron-phonon coupling as a free parameter, we obtain $G_0 = 1.4(3) \times 10^{17}$ W m$^{-3}$ K$^{-1}$, which is in a very good agreement with our theoretical prediction. The error stems from the uncertainty in the $\Delta R(T_e, T_i)$ parameterisation and a variation between the two $\lambda_{\text{obs}}$ results. A set of example $R(t)/R_0$ fits with varying $G_0$ combining the 2TM analysis and experiment is presented in Fig. 3.

We note that the $G_0$ value for W obtained here is slightly smaller than the value of $2.0 \times 10^{17}$ W m$^{-3}$ K$^{-1}$, obtained by combining experimental and theoretical optical reflectivity data for thin films and much smaller than the experimentally determined $G_0 = 5-10 \times 10^{17}$ W m$^{-3}$ K$^{-1}$ (Ref. 15). However, the latter experiment was performed for bulk W,
where the electronic conduction was neglected, and, hence, the e-p value is very likely to be overestimated. This is in contrast with the results of Ref. 14, where all the samples were optically thin so that the pump-laser energy was distributed uniformly over the depth of the film. Furthermore, we note that the electronic energy diffusion into the sample can dramatically affect the reflectivity decay time and, hence, the electron-phonon coupling estimate from the 2TM in bulk samples. Our initial analysis neglecting the \( T_e \) diffusion gave \( G_0 \approx 8.0 \times 10^{17} \text{Wm}^{-3} \text{K}^{-1} \), a factor of five overestimation in line with the results of Ref. 15 for bulk W. We also observe that, while the 2TM reproduces the temporal decay of \( R(t)/R_0 \) very well, this decay is retarded by approximately 10 fs with respect to \( R_{\text{max}} \). This may be either due to the experimental uncertainty, or may reflect a much weaker \( G_0 \) value for non-thermalised electrons, as suggested in Ref. 32.

In summary, we have determined the electron-phonon coupling constant in tungsten from \textit{ab initio} calculations and high-resolution pump-probe reflectivity measurements analysed with the 2TM model. The very good agreement between the theory and experiment, adds a confidence in the high-resolution pump-probe reflectivity measurements analysis. However, once this effect is accounted for, the results of these measurements analysed with the 2TM give an accurate value for \( G_0 \). Both the reflectivity measurements analyzed with the 2TM and \textit{ab initio} methods of calculating the e-p coupling constant can be readily applied to a wide range of bulk metals (which are considerably easier to prepare than thin films). The accurate determination of \( G_0 \) presented here will empower the multi-scale radiation damage and laser ablation in W studies leaving no adjustable parameters in most of the 2T-based models.
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