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Abstract

This thesis concerns the motion of oceanic vortices and comprises two parts. Part I examines the dynamics of point vortices in a two-layer fluid near large amplitude, sharply varying topography, e.g. continental shelf regions. Topography takes the form of an infinitely long step change in depth and the two-layer stratification is chosen such that the height of topography in the upper layer is a small fraction of the overall depth, enabling quasi-geostrophic theory to be used in both layers even though the topography is large amplitude. An analytic expression for the dispersion relation of free topographic waves in this system is found. Weak lower-layer vortices are studied using linear theory and, depending on their sign, are able to produce significant topographic wave radiation in their wakes. Upper-layer vortices produce relatively small amplitude topographic wave radiation. Contour dynamics results are used to investigate the nonlinear regions of parameter space. For lower-layer vortices linear theory is a good approximation, but for upper-layer vortices complicated features evolve and linear theory is only valid for weak vortices. The motion of hetons (two vortices, one in each layer) and dipoles are also studied.

Part II involves the investigation and prediction of the motion of Loop Current Eddies (LCE's) in the Gulf of Mexico. By incorporating the major features of LCE's into a simple eddy model it is attempted to discover if it is possible to deduce the characteristics of a distant eddy from a set of measured velocities at a fixed location and further, predict the subsequent motion of the eddy. First, a circular model for the eddy shape is adopted and the Helmholtz equation is solved in the far-field. Second, a more sophisticated, precessing, elliptical model is developed, the solution involving Mathieu functions. In both cases comparison with actual current meter data is used to demonstrate the validity of the models.
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Chapter 1

Overview

The theme central to this research is the motion of vortices (sometimes termed eddies) and the interaction of these vortices with the surrounding fluid. Vortices and patches of vorticity are rotating, often large, long lived, structures common in both the oceans and the atmosphere. For instance, the Loop Current system in the eastern Gulf of Mexico periodically sheds large, anticyclonic vortices called Loop Current Eddies. These Loop Current Eddies are on average, approximately 300 km in diameter and have a life span of about one year, see Elliott [1982] (Loop Current Eddies will be discussed in more detail in part II.). Similarly, the Agulhas Retroflection produces warm eddies which drift into the south Atlantic off the south coast of Africa. The so called Agulhas Rings have been observed to have diameters of 400 km and have residence times in the south Atlantic of 3–4 years (Byrne et al. 1995). Figure 1.1 shows evidence of Agulhas Rings in the Atlantic Ocean from satellite sea surface altimeter data. The figures on the contours indicate the depth (in metres) of the upper layer of the ocean. Several large, localised, relatively deep upper-layer regions are indicative of Agulhas Rings which correspond to significant velo-
ity signatures up to 700 m into the ocean. The area shown also encompasses large and significant topographic features, e.g. the Walvis ridge runs roughly north-south along a longitude of 5°E.

Figure 1.1: Agulhas Rings depicted in the layer thickness derived from altimeter data (TOPEX/POSEIDON and ERS) and World Ocean Atlas (1998) hydrographic data during September 26, 1999.

An example of an atmospheric vortex is the wintertime polar vortex (McIntyre 1995). This vortex is situated in the stratosphere, and can affect the chemistry of ozone depletion.

This thesis will concentrate on the motion of oceanic vortices. These vor-
tices are extremely important as they possess the ability to self-propagate and can, therefore, transport vast quantities of heat, salt and momentum, large distances throughout the oceans. For example, typical Agulhas Rings transport $2.2 \times 3.3 \times 10^{20}$ J yr$^{-1}$ of heat and $14 \times 10^{12}$ kg yr$^{-1}$ of salt and are responsible for a mass transfer of $2.6 \times 3.8 \times 10^{6}$ m$^3$ s$^{-1}$ from the Indian to the Atlantic Ocean (Duncombe Rae et al. 1996). A number of factors affect the propagation speed and direction of vortices. These include the effects of the curvature of the rotating Earth (the $\beta$-effect), the local topography, the influence of other nearby vortices and advection by the surrounding mean flow. Loop Current Eddies and Agulhas Rings generally translate westward, owing to the $\beta$-effect (McDonald 1999), at a rate of between approximately 2 and 10 cm s$^{-1}$ ($\approx 2$–9 km day$^{-1}$, Hamilton et al. 1999 and Byrne et al. 1995). Note that the translation speed of Agulhas Rings varies significantly when they encounter the topography of the Walvis ridge (Byrne et al. 1995). Such variations in vortex behaviour owing to topography are crucial in determining their transport properties and are a motivation for this study.

Knowledge of the motion of vortices is therefore of great importance. Predicting the paths of oceanic vortices and the large currents they can induce has applications to the shipping and off-shore oil industries where there is potential for environmental disaster and loss of life. Also, since oceanic vortices redistribute large amounts of salt and heat, they play a significant role in determining the weather and have been linked to climate change. For example, de Ruijter et al. [1999] postulate that the shut off of production of Agulhas Rings may have led to a cessation of important Atlantic circulations and subsequent climate change. More obviously, intense atmospheric vortices such as tropical cyclones, can be devastating natural phenomena.
CHAPTER 1. OVERVIEW

This thesis consists of several parts. Part I comprises chapters 2 to 7 and is concerned with the motion of various vortex configurations near large amplitude topography in a two-layer fluid. As already mentioned, the local topography is an important factor in determining the trajectories of vortices. In such regions the effects of the local planetary curvature can be neglected in favour of those of the sharply varying topography. The motion of isolated vortices and different combinations of two vortices in two fluid layers are considered. Further, the effects of the presence of the vortices on the fluid overlying the topography is discussed in detail. Included in this part are chapters 3 and 4, which form the basis of a paper that has been accepted for publication in the Journal of Physical Oceanography (White and McDonald 2004).

Part II consists of chapters 8 to 11 and investigates the modeling and prediction of the motion of Loop Current Eddies in the Gulf of Mexico. The Gulf of Mexico is a particularly oil rich region and therefore predicting the motion of these large current inducing vortices is of great practical importance to the day-to-day running of offshore oil recovery operations. Models are developed to simulate a Loop Current Eddy and applied to actual Gulf of Mexico data to test their validity.
Part I

The motion of some point vortex configurations near large amplitude topography in a two-layer fluid
Chapter 2

Introduction and review

This chapter aims to give an overview of some of the literature that forms the basis of this part of the research, namely the motion of configurations of point vortices near large amplitude topography in a two-layer fluid. The fundamental principles governing large scale rotating flows are introduced and the main concepts explained before a review of preceding work more specific to the problem considered here is presented.

The Coriolis force and governing equations

The dynamics of fluid motions on the Earth are best described in a reference frame fixed relative to the surface of the rotating Earth. The effect of the rotation gives rise to the apparent force known as the Coriolis force. This force acts at right-angles to the direction of the fluid velocity and the Coriolis parameter, $f$, measures its variation with the sine of the latitude, $\phi$. This thesis studies fluid dynamics near mid-latitudes. In such regions the Coriolis parameter is approximated by a constant based on some mean latitude, $\phi_0$, 
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plus a linear variation in the local north-south \((y)\) coordinate, i.e.

\[
f \approx f_0 + \beta y, \tag{2.1}
\]

where \(f_0 = 2\Omega_E \sin \phi_0\), \(\Omega_E\) being the angular velocity of the Earth and

\[
\beta = \frac{2\Omega_E}{r_E} \cos \phi_0, \tag{2.2}
\]

where \(r_E\) is the radius of the Earth. This approximation is called the \(\beta\)-plane approximation and the motions it gives rise to, the \(\beta\)-effect. In this work the \(\beta\)-effect will be negligible compared to other factors but it will be useful to compare the motion of vortices near topography to that of vortices on the \(\beta\)-plane, since their dynamics are, in many instances, analogous. An overview of vortex motion on a \(\beta\)-plane is given in McDonald [1999]. In general, vortices tend to drift in the westward direction. In both hemispheres, the \(\beta\)-effect causes the westward drift of anticyclonic and cyclonic vortices. This mechanism is described later (see also McDonald 1999 for a physical explanation). The evolution of an intense finite area vortex can be described in three distinct stages. In the first stage the vortex is accelerated westward by the \(\beta\)-effect. In the second stage the vortex decelerates due to secondary circulations and finally the vortex is distorted so much by these secondary circulations that it is destroyed. Characterising time scales in this way, Reznik et al. [2000] analytically and numerically estimate the lifetime of intense vortices and show why large time vortex motion can be well approximated by simply examining the initial \(\beta\)-effect stage.

The fluid motions considered in this part (and also in part II) occur over large length scales compared with the depth of the ocean. For instance, Loop Current Eddies may travel the entire width of the Gulf of Mexico, a distance of some 650 km, the depth of which is a maximum of about 3500 m. On such
CHAPTER 2. INTRODUCTION AND REVIEW

length scales, the ocean can be thought of as a thin rotating shell on a solid rotating sphere and the traditional equations of motion can be approximated by the shallow water equations, see Pedlosky [1987] for a derivation of these equations. In a homogeneous, inviscid fluid the shallow water equations are

$$\frac{\partial u}{\partial t} + (u \cdot \nabla) u + f k \times u = -g \nabla h,$$

and

$$\frac{\partial H}{\partial t} + \nabla \cdot (uH) = 0.$$

Here $u = (u, v)$ is the horizontal component of the velocity and $H(x, y, t) = h(x, y, t) - h_B(x, y)$ is the thickness of the fluid layer, where $h$ is the deviation of the free surface from a flat position and $h_B$ is the bottom topography. The acceleration due to gravity is $-g k$. The independent variables $x, y$, are the horizontal coordinates and $t$ is the time variable.

Cross differentiating the two components of the momentum equation (2.3), subtracting and defining the relative vorticity (to an observer in the rotating frame) by, $\zeta = v_x - u_y$, gives

$$\frac{\partial \zeta}{\partial t} + u \frac{\partial \zeta}{\partial x} + v \frac{\partial \zeta}{\partial y} = - (\zeta + f) \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right),$$

or

$$\frac{D}{Dt} \left( \frac{\zeta + f}{H} \right) = 0,$$

where

$$\frac{D}{Dt} \equiv \frac{\partial}{\partial t} + (u \cdot \nabla),$$

is the advective derivative. The quantity $(\zeta + f)/H$ is called the potential vorticity. Expression (2.6) is central to the work presented in this part and indeed the subject of geophysical fluid dynamics in general. It states that potential vorticity is conserved, i.e. any changes in the depth of the fluid or
the planetary vorticity field must be compensated for by an appropriate change in the relative vorticity. For example, figure 2.1 depicts a perturbed interface between two regions of different (constant) potential vorticity, which may arise from a change in the topography \((H)\) or the background shear in the velocity field. Fluid which has been advected from the region of low potential vorticity to higher potential vorticity must acquire negative relative vorticity to conserve its potential vorticity. This corresponds to a local clockwise circulation, shown by the circular arrow. (Note, throughout this thesis, directions of rotation are described as applied to the northern hemisphere, i.e. clockwise flow coincides with anticyclonic rotation.) Similarly fluid which has been advected into the region of low potential vorticity gains positive relative vorticity and circulates anticlockwise. The initial disturbance is advected by these circulations (as shown by the dashed perturbation) and subsequently propagates with higher potential vorticity to the right as indicated by the arrow. Several types of waves

![Figure 2.1: Mechanism of wave generation by potential vorticity conservation.](image)

The waves propagate with higher potential vorticity to the right.
can be generated by this mechanism, one example of which is the Rossby wave where the $\beta$-effect gives rise to the necessary background potential vorticity gradient. Rossby waves have recently been observed in the ocean, see for example Chelton and Schlax [1996] and Cipollini et al. [1997]. Another class of waves which arise due to the mechanism depicted in figure 2.1 are continental shelf waves (Gill 1982). The background potential vorticity gradient in this case is provided by changes in the bottom topography.

An important parameter in the study of geophysical fluid dynamics is the Rossby number,

$$Ro = \frac{U}{f_0 L}, \tag{2.8}$$

where $U$ is a typical velocity and $L$ is a typical length scale. The Rossby number measures the importance of the Earth's rotation compared with the advective dynamics of the problem under consideration. For example, for Agulhas Rings $Ro \approx 0.1$ (McDonald 1999) and therefore the Earth's rotation plays a significant role in their evolution. The flows considered in this thesis will all have the property that the Rossby number is small. However in most cases, the variation in the background potential vorticity will be contributed to mostly by changes in topography rather than the $\beta$-effect which arises due to variations of the Coriolis force with latitude (see chapter 3). For small Rossby numbers the leading order balance in a rotating fluid is geostrophy, where the horizontal pressure gradient is matched by the horizontal Coriolis acceleration. Small departures from this state will be of interest here and are called quasi-geostrophic dynamics. In this case, the shallow water equations can be rescaled by expanding in a series using the Rossby number as the small parameter, see Pedlosky [1987] for details. This leads to the conservation relation,

$$\frac{DQ}{Dt} = 0, \tag{2.9}$$
where $Q$ is the (here, non-dimensional) quasi-geostrophic potential vorticity (compare with equation (2.6)) expressed in terms of a streamfunction, $\psi$, i.e.

$$Q = \begin{cases} \nabla^2 \psi + sh_B, & \text{in a single layer with a rigid lid,} \\ \nabla^2 \psi - \psi + sh_B, & \text{in a single layer with a free-surface,} \end{cases} \quad (2.10)$$

where the $\beta$-effect is assumed to be negligible and $s$ is a dimensionless parameter quantifying the effect of the topography, $h_B$, on the flow. Note that the work presented in this part concerns fluid that can consist of either one or two layers and the quasi-geostrophic potential vorticity, $Q$, has a different form accordingly, i.e. either, or both, definitions of the potential vorticity in (2.10) are required to describe the flow.

The dynamics of vortices in quasi-geostrophic regimes have been extensively studied. For example, the motion of singular and intense vortices on a $\beta$-plane have been studied analytically by Reznik [1992] and Sutyrin and Flierl [1994] respectively and more recently by Lam and Dritschel [2001] numerically. It should be noted that quasi-geostrophic models are restricted in that the Rossby number must be small and that there exist other models in which this constraint is not required. However, as the previously cited studies indicate, quasi-geostrophic dynamics are useful in modeling vortices and the ocean in general and will be employed in this part of the thesis.

**Previous work on vortex-topography interaction**

The $h_B$ term in equation (2.10) implies that varying topography plays an important role in the dynamics of ocean currents. Near continental margins such as the Gulf of Mexico the topographic gradients are sufficiently sharp as to be the dominant contributor to variations in the local potential vorticity with planetary curvature, or $\beta$-effect, having relatively little impact. This study will
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concentrate on such regions and, in particular, how topography influences the trajectories of vortices, or eddies, and the effects of the radiation of topographic waves on their motion. As stated before, the Loop Current system in the eastern Gulf of Mexico periodically sheds eddies. These Loop Current Eddies propagate westward across the Gulf of Mexico before interacting with the steep topography at the Mexican coast (Hamilton et al. 1999). Similarly, Agulhas Rings off the west coast of Africa have been observed (Gründlingh 1995) to interact strongly with local topography, i.e. features such as the Walvis ridge and the south Atlantic mid-ocean ridge. What follows is a brief review of some of the existing literature regarding the interaction of vortices with potential vorticity gradients such as could arise from changes in topography.

In a single layer of fluid McDonald [1998b] has investigated the behaviour of an intense point vortex near an escarpment and Dunn et al. [2001] have studied numerically the motion of moderate and weak point vortices near escarpments. A vortex is said to be intense if the time scale for vortex circulation is much shorter than the time scale for topographic wave generation, i.e. the topography has a relatively small effect compared to advection. For a weak vortex, the reverse is true and topography inhibits transport across the escarpment. Using quasi-geostrophic theory, asymptotic results for both strong and weak vortices show that, at large times, they propagate parallel to the escarpment and topographic wave generation is possible depending on the direction of this propagation. Both these studies show that such wave radiation also leads to a slow drift of the vortex towards or away from the escarpment depending on the sign of the circulation.

Wang [1992] has investigated the motion of one-layer eddies near escarpments of finite non-zero (i.e. not in the quasi-geostrophic limit) height and con-
continuously varying topography. He finds that cyclones and anticyclones behave differently, i.e. cyclones can cross step-like topography whereas anticyclones are reflected. He shows that it is possible for eddies to generate waves of the type shown in figure 2.1 over the topography.

Stern and Flierl [1987] and Bell [1990] have studied dynamically analogous one-layer problems in which the potential vorticity gradient is provided by a background jet rather than topography. Stern and Flierl [1987] examine the motion of vortices near such jets using quasi-geostrophic theory both analytically and numerically. Distant vortices tend to perturb the edge of the jet. This deformation, in turn, causes the vortex to move parallel but in the opposite direction to the jet. Vortices closer to the jet deform it in a nonlinear way and can capture and wind up the interface of the jet. Further, waves in the wake of the vortex may be excited which cause the vortex to drift towards, or away from, the jet depending on the sign of the vortex circulation. Bell [1990] generalises the vortex-jet interaction problem by solving an initial value problem. Through use of momentum arguments, more complex shear flows can be considered. It is concluded that positive vortices drift in the direction of increasing potential vorticity by radiating Rossby waves.

Numerical simulations of vortex-jet interaction using a three-dimensional, primitive equation model and a one-and-a-half layer fluid with more complex potential vorticity structures have been further considered by Sutyrin et al. [2001] and Vandermeirsch et al. [2003] respectively. Sutyrin et al. [2001] show that meanders in jets grow into waves that can generate eddies at large depths. These deep eddies provide a positive feedback mechanism for the meander growth. However, they also show that the presence of (even weak) topography inhibits the formation of these deep eddies. Vandermeirsch et al. [2003] study
vortex-jet interaction using both quasi-geostrophic and shallow water models. They investigate the effects of increasing the strength of a finite area vortex and extend the work of Stern and Flierl [1987] and Bell [1990] by allowing the vortex to cross the jet. They find, in both models, that weak vortices drift parallel to the jet, stronger vortices cross the jet and tear meanders from it, forming dipoles. Stronger vortices still again cross the jet but only tear a small vortex filament from it.

Zavala Sansón [2002] and Zavala Sansón and van Heijst [2000] have also conducted laboratory experiments of the motion of barotropic vortices near coastal and ridge topography, demonstrating the strong influence of secondary vortex motions induced by potential vorticity conservation. They find marked differences between the behaviour of cyclones and anticyclones. Cyclones drift towards coastal topography situated at a western boundary following a northwesterly path, due to the $\beta$-effect (simulated in the laboratory by a uniformly sloping bottom). They are then deflected southwards by the topography. Anticyclones approach in a southwesterly direction (again due to the $\beta$-effect) but on encountering coastal topography, tend to drag fluid of oppositely signed vorticity (due to potential vorticity conservation) downslope. This fluid forms a dipole with the anticyclone which then reflects back from the topography in an easterly direction. Strong cyclones interact in a complicated way with ridge topography. On encountering the ridge, several anticyclonic cells of fluid are created due to effects of the topography. These cells act to deform the original cyclone and can in severe cases split it in two.

Dipole formation also occurs when vortex patches encounter seamounts. Using a quasi-geostrophic model, McDonald and Dunn [1999] find that sufficiently strong vortices can sweep fluid off a seamount which subsequently
acquires a cyclonic circulation, again due to the conservation of potential vorticity. If the original vortex is an anticyclone it pairs up with the displaced fluid to form a dipole which propagates away from the seamount. Thus the formation of dipoles is a frequently observed phenomenon in investigations of vortex-topography interaction. Dipole formation and their behaviour near topography is studied in the present work (see chapters 4 and 6).

Vortex-topography interaction in a stratified ocean is less well studied. Beismann et al. [1999] numerically studied the motion of Agulhas Rings near ridge-like topography using a two-layer quasi-geostrophic model. They found that only eddies with a significant dynamic signal in the lower layer were influenced by topography. Such eddies, initially propagating in a northwestward direction, slow down on encountering the north-south oriented ridge-like topography and follow a more northerly path before traversing the ridge in a wide curve. Sufficiently strong topographic slopes can even block the northwesterly translation and force eddies to translate parallel to the topography. More recently Herbette et al. [2003] used a shallow water isopycnic model to study the interaction of a surface vortex with a seamount. They found that deep circulations caused by advection by the vortex of deep fluid parcels across isobaths influenced the trajectory of the vortex and could lead to its erosion through filamentation.

The two-layer ocean

As stated earlier this part of the thesis is concerned with vortices in a two-layer fluid. Two layers are chosen as it permits the use of quasi-geostrophic theory near large amplitude topography (chapter 3) and further, oceans in general are well approximated by two-layer models. See, for example, figure 2.2 in which
the temperature, salinity and density of a typical oceanic region are plotted as functions of depth. In each graph a sharp change in gradient can be seen at about 600 m indicating quite distinct upper and lower portions of the ocean, thus motivating the use of two layers. Gill [1982] and Pedlosky [1987] also argue that two-layer models give rise to fluid motions consistent with observed ocean currents. The model used in this part of the thesis, described later, will consist of two regions, one with a single layer and one with two layers. In order to make analytical progress, it will therefore be necessary to decompose some of the variables describing the fluid motion into barotropic and baroclinic modes. In the single homogeneous layer, the fluid is said to be barotropic as there are no density differences and the flow is independent of depth. However,
in the two-layer fluid a baroclinic mode is also required to take into account the fact that there is no net depth integrated flow (Gill 1982).

**Contour dynamics**

The linear theory developed in this part of the thesis is complemented with numerical experiments which are tested by appealing to the linear limit. The contour dynamics algorithm developed by Zabusky et al. [1979] is used to indicate over what region of parameter space, linear theory is a good approximation and further investigate the nonlinear parameter space. Here a brief, general overview of contour dynamics is given. A more detailed description, including specific adaptations relevant to the present work, can be found in chapter 4.

The contour dynamics algorithm integrates the full nonlinear governing equation (2.9). To derive the algorithm, equation (2.9) is restated in a different form. Following Dritschel [1985], the quantity $q$ is defined as

$$q = \mathcal{L}(\psi)$$  \hfill (2.11)

where $\psi$ is the streamfunction and

$$\mathcal{L} = \begin{cases} \nabla^2, & \text{in a single layer with a rigid lid,} \\ \nabla^2 - 1, & \text{in a single layer with a free-surface.} \end{cases} \hfill (2.12)$$

In a two-layer fluid, as will be seen, it is necessary to decompose the upper- and lower-layer streamfunctions into barotropic and baroclinic modes which correspond, respectively, to the $\mathcal{L} = \nabla^2$ and $\mathcal{L} = \nabla^2 - 1$ operators. Equation (2.10) implies

$$Q = q + sh_B,$$  \hfill (2.13)
i.e. as the topography varies, \( q \) and hence (2.11) demands \( \psi \) also changes to conserve potential vorticity (2.9). The streamfunction can be expressed by inverting the operator, (2.12), i.e.

\[
\psi(x, y) = \iint q(x', y')G(r)\,dx'dy',
\]

where \( r^2 = (x - x')^2 + (y - y')^2 \), the integral is taken over the entire fluid domain and \( G \) is the Green's function of \( \mathcal{L} \). In particular,

\[
G(r) = \begin{cases} 
\frac{1}{2\pi}\log(r), & \text{in a single layer with a rigid lid}, \\
-\frac{1}{2\pi}K_0(r), & \text{in a single layer with a free-surface}.
\end{cases}
\]

(2.15)

The velocity field is therefore

\[
\mathbf{u}(x, y) = (u, v) = \left( -\frac{\partial \psi}{\partial y}, \frac{\partial \psi}{\partial x} \right) = \iint q(x', y') \frac{\partial G}{\partial r} \left( -\frac{\partial r}{\partial y}, -\frac{\partial r}{\partial x} \right) \,dx'dy'.
\]

(2.16)

Now suppose that the anomalous potential vorticity distribution, \( q \), is piecewise constant in the regions \( A_k \) which divide the whole fluid domain, i.e. \( q(x, y) = q_k \) if \((x, y) \in A_k\). Then equation (2.16) becomes

\[
\mathbf{u}(x, y) = \sum_k q_k \iint_{A_k} \frac{\partial G}{\partial r} \left( -\frac{y - y'}{r}, \frac{x - x'}{r} \right) \,dx'dy'.
\]

(2.17)

Applying Stokes theorem,

\[
\iint_A \left( \frac{\partial R}{\partial x} - \frac{\partial P}{\partial y} \right) \,dx\,dy = \int_C P\,dx + R\,dy,
\]

(2.18)

where \( C \) is the boundary of region \( A \), to \( u \) with \( P = -G \) and \( R = 0 \), and to \( v \) with \( R = -G \) and \( P = 0 \), gives the velocity field in terms of line integrals,

\[
\mathbf{u}(x, y) = \sum_k \Delta q_k \int_{C_k} G(r_k)\,dx_k,
\]

(2.19)

where \( C_k \) is the (exterior) boundary of \( A_k \), \( x_k = (x_k, y_k) \) is a point on \( C_k \) and \( r_k^2 = (x - x_k)^2 + (y - y_k)^2 \). Further, \( \Delta q_k \) is the jump in the quantity \( q \)
across \( C_k \), see Dritschel [1985]. The \( C_k \) are called contours and enclose fluid of constant potential vorticity. No fluid can cross these contours and it is easy to follow their time evolution since the velocity at each point (or node) on the contours is given by (2.19). Also, this method is much more computationallly efficient than, say, dividing the domain up into a two dimensional grid since there are, at least for relatively simple contours, far fewer nodes.

Figure 2.3 shows how the contours enclose regions of piecewise constant potential vorticity for a flow regime similar to that considered in this part of the thesis. As in figure 2.1, the fluid domain is divided into two areas with different potential vorticities, the boundary denoted by the dashed line. The line of fluid particles (solid line) which initially overlies the divide between these two areas has been perturbed. This line of fluid particles and the boundary between the high and low ambient potential vorticities provide contours enclosing three regions of different (constant) potential vorticity. Fluid in region \( A_1 \) has been advected from a region of high potential vorticity to low potential vorticity and vice versa for region \( A_2 \). Fluid in regions \( A_3 \) has not crossed the boundary and potential vorticity here remains as the initial value. Therefore, only regions \( A_1 \) and \( A_2 \) contribute to the velocity field and the direction around the contours that the integrations in (2.19) should be performed are indicated by the arrows. Computationally this is achieved by a single contour integral along the perturbed interface followed by one along the straight dashed line representing the topography. Since this latter integration is along an invariant line, it is performed only once in the algorithm with the velocities it produces stored for use when required.

A useful addition to the contour dynamics algorithm is that of contour surgery developed by Dritschel [1988] (see also Dritschel and Ambaum 1997),
which allows contours to break and join. This improves computational efficiency by keeping the number of nodes reasonable. For example, long, thin filaments of vorticity are a frequently observed feature in contour dynamics experiments. These naturally occurring filaments have to be described by many nodes but since they are so thin, they enclose only small areas and hence make little contribution to the surrounding flow. Contour surgery therefore allows truncation of the filaments in order to stop them stretching out and introducing more nodes and further allows them to be absorbed by nearby vorticity patches, hence dramatically reducing the total number of nodes in each step of the computation.

Part I of this thesis is organised as follows. Chapter 3 examines analytically the interaction between a single point vortex which may exist in either of the
two layers and its associated waves. In chapter 4 the nonlinear interaction of a point vortex and large amplitude waves is studied using contour dynamics. Chapters 5 and 6 study configurations of two vortices near large amplitude topography. In chapter 5 the particular case where the vortices are located in different layers and have different sign circulations (a heton) is discussed. In chapter 6 the case where the vortices exist in the same layer (a dipole) is investigated. Both lower- and upper-layer dipoles are considered. Applications of some of the above configurations are discussed and finally, conclusions are presented in chapter 7.
Chapter 3

The motion of a point vortex near large amplitude topography in a two-layer fluid

3.1 Introduction

A relatively simple model of a continental shelf is used to investigate the motion of a point vortex near large amplitude topography. In particular, large step-like topography with two-layer fluid on one side of the step and just one layer on the other side (figure 3.1(a)) is studied. The height of topography in the upper layer is small compared to the depth of the upper layer, enabling application of quasi-geostrophic theory (see chapter 2). Thompson [1993] uses a similar arrangement to study two-layer flow over a right circular cylinder. It is emphasised that, even though quasi-geostrophic theory is used, the topography is genuinely large in that it occupies a large fraction of the depth of the two-layer fluid. As will become evident, the dynamics of vortices and
topographic waves in this model is significantly different than that of more conventional (and less relevant to real ocean continental shelf regions) quasi-geostrophic models with topography occupying a small fraction of the depth of the lower layer only.

The aim of the present work is to study the interaction of steep topography with vortices in a two-layer fluid. In order to keep the model relatively simple and allow some analytical progress, following Stern and Flierl [1987], Bell [1990] and Dunn et al. [2001], point vortices near topography which is piecewise flat are studied. A particular aim is to contrast the behaviour of upper- and lower-layer vortices. Note that the use of point vortices is, in many cases, a good model for finite area vortices, see, for example, Johnson and McDonald [2004a,b].

In section 3.2 the structure of two-layer quasi-geostrophic point vortices in the absence of topography is briefly reviewed. In section 3.3 the general expressions for both upper- and lower-layer vortex streamfunctions in the presence of large amplitude step topography are derived. The dispersion relation of freely propagating topographic waves is derived in section 3.4. In section 3.5, the wave-lower-layer vortex interaction problem is studied, including an analytic solution for the limiting case of an infinitely deep lower layer. The case of an upper-layer vortex is considered in section 3.6.

### 3.2 Two-layer quasi-geostrophic vortices

Quasi-geostrophic dynamics of a two-layer fluid with rigid upper- and lower-layer boundaries implies the conservation of the potential vorticities \( q_1 \) and \( q_2 \) by fluid columns in the upper and lower layers respectively, where, in the
absence of topography,

\[ q_1 = \nabla^2 \psi_1 - \frac{1}{1 + \delta} (\psi_1 - \psi_2), \quad (3.1) \]

and

\[ q_2 = \nabla^2 \psi_2 + \frac{\delta}{1 + \delta} (\psi_1 - \psi_2), \quad (3.2) \]

where \( \psi_1 \) and \( \psi_2 \) are streamfunctions in the upper and lower layers respectively and \( \delta = H_1/H_2 \) is the ratio of the undisturbed upper-layer depth, \( H_1 \) to the undisturbed lower-layer depth, \( H_2 \) (see Pedlosky 1987 and the general theory outlined in chapter 2). Note, lengths are scaled by the baroclinic deformation radius, \( L_D = (g' H_1 H_2 / (H_1 + H_2))^{1/2} / f_0 \), streamfunctions by \( Ro f_0 L_D^2 \) and time by \( (Ro f_0)^{-1} \), where \( Ro = U / f_0 L_D \) is the Rossby number (required to be small for quasi-geostrophic dynamics). Here \( U \) is a typical velocity, \( f_0 \) is the constant Coriolis parameter and \( g' \) is the reduced gravity.

Let

\[ \psi_C = \psi_1 - \psi_2, \quad (3.3) \]

and

\[ \psi_T = \frac{\delta}{1 + \delta} \psi_1 + \frac{1}{1 + \delta} \psi_2, \quad (3.4) \]

be the baroclinic and barotropic streamfunctions respectively. Note, the upper- and lower-layer streamfunctions can be recovered from \( \psi_T \) and \( \psi_C \) according to \( \psi_1 = \psi_T + (1/(1 + \delta)) \psi_C \) and \( \psi_2 = \psi_T - (\delta/(1 + \delta)) \psi_C \).

Following Hogg and Stommel [1985], point vortices can be represented by delta-functions in the potential vorticity. Here, unlike the two-layer hetons of Hogg and Stommel [1985], a point vortex exists in only one of the layers. Introducing a point vortex of strength \( s \) in the upper layer gives

\[ \psi_1 = \frac{\delta}{1 + \delta} \frac{s}{2\pi} \log r - \frac{1}{1 + \delta} \frac{s}{2\pi} K_0(r), \quad (3.5) \]
and
\[
\psi_2 = \frac{\delta}{1 + \delta} \frac{s}{2\pi} \log \frac{r}{2\pi} + \frac{\delta}{1 + \delta} \frac{s}{2\pi} K_0(r),
\] (3.6)

where \( r = |(x - x', y - y')| \) and \((x', y')\) is the location of the vortex. The fluid velocities \( u_1 = (u_1, v_1) \) and \( u_2 = (u_2, v_2) \) in the upper and lower layers are given by \( u_{1,2} = -\partial \psi_{1,2}/\partial y \) and \( v_{1,2} = \partial \psi_{1,2}/\partial x \), i.e.

\[
\begin{align*}
    u_1 &= -\frac{s}{2\pi} \frac{\delta}{1 + \delta} \frac{y - y'}{(x - x')^2 + (y - y')^2} \\
    &\quad - \frac{s}{2\pi} \frac{1}{1 + \delta} \frac{(y - y')K_1\left((x - x')^2 + (y - y')^2\right)^{1/2}}{(x - x')^2 + (y - y')^2}^{1/2},
\end{align*}
\] (3.7)

\[
\begin{align*}
    v_1 &= \frac{s}{2\pi} \frac{\delta}{1 + \delta} \frac{x - x'}{(x - x')^2 + (y - y')^2} \\
    &\quad + \frac{s}{2\pi} \frac{1}{1 + \delta} \frac{(x - x')K_1\left((x - x')^2 + (y - y')^2\right)^{1/2}}{(x - x')^2 + (y - y')^2}^{1/2},
\end{align*}
\] (3.8)

\[
\begin{align*}
    u_2 &= -\frac{s}{2\pi} \frac{\delta}{1 + \delta} \frac{y - y'}{(x - x')^2 + (y - y')^2} \\
    &\quad + \frac{s}{2\pi} \frac{\delta}{1 + \delta} \frac{(y - y')K_1\left((x - x')^2 + (y - y')^2\right)^{1/2}}{(x - x')^2 + (y - y')^2}^{1/2},
\end{align*}
\] (3.9)

\[
\begin{align*}
    v_2 &= \frac{s}{2\pi} \frac{\delta}{1 + \delta} \frac{x - x'}{(x - x')^2 + (y - y')^2} \\
    &\quad - \frac{s}{2\pi} \frac{\delta}{1 + \delta} \frac{(x - x')K_1\left((x - x')^2 + (y - y')^2\right)^{1/2}}{(x - x')^2 + (y - y')^2}^{1/2}.
\end{align*}
\] (3.10)

Alternatively, introducing a point vortex in the lower layer gives
\[
\psi_1 = \frac{1}{1 + \delta} \frac{s}{2\pi} \log \frac{r}{2\pi} + \frac{1}{1 + \delta} \frac{s}{2\pi} K_0(r),
\] (3.11)

and
\[
\psi_2 = \frac{1}{1 + \delta} \frac{s}{2\pi} \log \frac{r}{2\pi} - \frac{\delta}{1 + \delta} \frac{s}{2\pi} K_0(r).
\] (3.12)
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So the fluid velocities in the upper and lower layers are

\[ u_1 = \frac{s}{2\pi} \frac{1}{1 + \delta} \frac{y - y'}{(x - x')^2 + (y - y')^2} \]

\[ + \frac{s}{2\pi} \frac{1}{1 + \delta} \frac{(y - y')K_1 \left( ((x - x')^2 + (y - y')^2)^{1/2} \right)}{((x - x')^2 + (y - y')^2)^{1/2}} \]

\[ \text{, (3.13)} \]

\[ v_1 = \frac{s}{2\pi} \frac{1}{1 + \delta} \frac{x - x'}{(x - x')^2 + (y - y')^2} \]

\[ - \frac{s}{2\pi} \frac{1}{1 + \delta} \frac{(x - x')K_1 \left( ((x - x')^2 + (y - y')^2)^{1/2} \right)}{((x - x')^2 + (y - y')^2)^{1/2}} \]

\[ \text{, (3.14)} \]

\[ u_2 = -\frac{s}{2\pi} \frac{1}{1 + \delta} \frac{y - y'}{(x - x')^2 + (y - y')^2} \]

\[ - \frac{s}{2\pi} \frac{\delta}{1 + \delta} \frac{(y - y')K_1 \left( ((x - x')^2 + (y - y')^2)^{1/2} \right)}{((x - x')^2 + (y - y')^2)^{1/2}} \]

\[ \text{, (3.15)} \]

\[ v_2 = \frac{s}{2\pi} \frac{1}{1 + \delta} \frac{x - x'}{(x - x')^2 + (y - y')^2} \]

\[ + \frac{s}{2\pi} \frac{\delta}{1 + \delta} \frac{(x - x')K_1 \left( ((x - x')^2 + (y - y')^2)^{1/2} \right)}{((x - x')^2 + (y - y')^2)^{1/2}} \]

\[ \text{, (3.16)} \]

### 3.3 Bottom topography and general solution

Consider a two-layer fluid in which there is a step at \( x = 0 \) with shallow water for \( x < 0 \) and deep water for \( x > 0 \) (figure 3.1(a)). The shallow water, \( x < 0 \), is homogeneous, while the deep water for \( x > 0 \) comprises of a two-layer stratification.

When the fluid is at rest, the non-dimensional potential vorticity is \( q = 1/h \), where \( h \) is the layer depth. Hence, the upper-layer potential vorticity, \( q_1 \)
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Figure 3.1: Bottom topography and free waves notation. (a) Side view, and (b) top view, showing displacement of the line of fluid particles in the upper layer which initially overlay the step $x = 0$.

is larger for $x < 0$ and smaller for $x > 0$. Therefore, the non-dimensional potential vorticity jump, $s$, across $x = 0$, can be defined by

$$s = q_1^\alpha - q_1^\beta > 0.$$  \hfill (3.17)

Further, the topography is assumed to be such that on the right, the height of topography in the upper layer is a small fraction of overall depth, again see figure 3.1(a). This ensures that the demands of quasi-geostrophic theory are satisfied and therefore that (3.1) and (3.2) are valid for $x > 0$. Thompson [1993] considered a similar arrangement in which a large amplitude circular seamount penetrated only a small depth of the upper layer of a two-layer fluid, enabling quasi-geostrophic theory to be used in both layers.

Consider the effects of anomalous vorticity on either side of the step generated by a disturbance, $\eta(y, t)$, in the material line separating the two regions of constant potential vorticity in the upper layer which initially overlays $x = 0$. This is done, using the method of Green’s functions, so that the anomalous
vorticity regions are taken to be delta-functions in the first instance.

The boundary conditions are

\[ u_2 = 0 \text{ at } x = 0, \]  

(3.18)

and

\[ u_1, v_1 \text{ continuous at } x = 0. \]  

(3.19)

First, consider a point vortex in the upper layer at \((x', y')\) with \(x' > 0\) (figure 3.1(b)). The vorticity of the vortex may be thought of as having arisen from a fluid column crossing from \(x < 0\) to \(x > 0\) and therefore, by potential vorticity conservation, has strength \(s\). A velocity field with zero potential vorticity is then added so that the velocities at the step \((x = 0)\) satisfy the boundary conditions, (3.18) and (3.19). The streamfunctions \(\psi'_{1,R}, \psi'_{1,L}\), in the upper layer for \(x > 0\), \(\psi'_{2,R}\), in the upper layer for \(x < 0\) and \(\psi'_{2,L}\), in the lower layer, due to a point vortex located at \(x' > 0\) can then be deduced. (Note, the ‘\(L\)’ and ‘\(R\)’ subscripts stand for left- and right-hand side.)

Now consider a vortex at \((x'', y'')\) with \(x'' < 0\) (figure 3.1(b)). Again, the boundary conditions are satisfied by adding a zero potential vorticity field to the vortex generated velocities. This gives streamfunctions \(\psi''_{1,R}, \psi''_{1,L}\), in the upper layer for \(x > 0\), \(\psi''_{2,R}\), in the upper layer for \(x < 0\) and \(\psi''_{2,L}\), in the lower layer, due to a point vortex located at \(x'' < 0\).

Note, in the above arguments and what follows, quantities with a single dash arise due to the presence of the point vortex at \((x', y')\) with \(x' > 0\), and all quantities with double dashes arise due to the influence of the vortex at \((x'', y'')\) with \(x'' < 0\).

The streamfunctions owing to the vortices and zero potential vorticity fields are combined to give the total streamfunctions in the upper layer due to a displacement, \(\eta(y, t)\), of the contour which initially overlays the step. The Green's
function method is now used to obtain the response for a continuous distribution of vorticity associated with a wave-like disturbance shown in figure 3.1(b). For $x \geq 0$,

$$\psi_{1,R}(x, y, t) = \int_{\eta > 0}^{\eta(y', t)} \psi_{1,R}'(x, x', y - y') dx' dy' + \int_{\eta < 0}^{0} \psi_{1,R}''(x, x'', y - y'') dx'' dy'', \tag{3.20}$$

where the first integral is over $y'$ values such that $\eta > 0$ and the second integral is over $y''$ values such that $\eta < 0$. Similarly, for $x \leq 0$

$$\psi_{1,L}(x, y, t) = \int_{\eta > 0}^{\eta(y', t)} \psi_{1,L}'(x, x', y - y') dx' dy' + \int_{\eta < 0}^{0} \psi_{1,L}''(x, x'', y - y'') dx'' dy''. \tag{3.21}$$

Further, the lower-layer streamfunction is given by,

$$\psi_{2,R}(x, y, t) = \int_{\eta > 0}^{\eta(y', t)} \psi_{2,R}'(x, x', y - y') dx' dy' + \int_{\eta < 0}^{0} \psi_{2,R}''(x, x'', y - y'') dx'' dy''. \tag{3.22}$$

Thus, the streamfunction due to an upper-layer disturbance of the potential vorticity contour initially overlaying the step is determined by (3.20), (3.21) and (3.22). The quantities $\psi_{1,R}'$, $\psi_{1,R}''$, $\psi_{1,L}'$, $\psi_{1,L}''$, $\psi_{2,R}'$ and $\psi_{2,R}''$ are now derived.

### 3.3.1 Calculation of zero potential vorticity fields

The zero potential vorticity equations for this system are,

$$\nabla^2 \psi'_{T_{zero}} = 0, \tag{3.23}$$

and

$$\nabla^2 \psi'_{C_{zero}} - \psi'_{C_{zero}} = 0, \tag{3.24}$$
for the two-layer fluid region, \( x \geq 0 \), and

\[
\nabla^2 \psi'_{1, \text{zero}} = 0,
\]

(3.25)

for the single-layer fluid region, \( x \leq 0 \). The zero potential vorticity equations are solved using Fourier transforms. Throughout, Fourier and inverse Fourier transforms are defined by,

\[
F^*(k) = \int_{-\infty}^{\infty} F(y) e^{-iky} dy,
\]

(3.26a)

and

\[
F(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F^*(k) e^{iky} dk.
\]

(3.26b)

Hence the solution of (3.23) which remains bounded as \( x \to \infty \) can be written,

\[
\psi'_{\text{zero}}(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} A(k) e^{-|k|z+iky} dk.
\]

(3.27)

Similarly the solution of (3.24) is,

\[
\psi'_{\text{zero}}(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} B(k) e^{-z(k^2+1)^{1/2}+iky} dk,
\]

(3.28)

where \( A(k) \) and \( B(k) \) are, for the moment, arbitrary functions. The solution of (3.25) which remains bounded as \( x \to -\infty \) is

\[
\psi'_{1, \text{zero}}(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} C(k) e^{ik|z-iky} dk,
\]

(3.29)

where \( C(k) \) is another arbitrary function to be found.

By differentiating (3.27), (3.28) and (3.29), writing the velocities at \( x = 0 \) due to a point vortex at \( x' > 0 \) in terms of its Fourier transform and substituting into the boundary conditions, three equations for the unknowns, \( A, B \) and \( C \) are found. These may be solved to give,

\[
A(k) = \frac{s \delta e^{-iky'}}{2(1+\delta)} \left( \frac{e^{-|k|x'}}{|k|} - \frac{e^{-z'(k^2+1)^{1/2}}}{(k^2 + 1)^{1/2}} - \frac{2\delta e^{-|k|z'}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} \right.
\]

\[
+ \frac{e^{-z'(k^2+1)^{1/2}}}{(k^2 + 1)^{1/2}} \left( \frac{(2\delta + 1)|k| - (k^2 + 1)^{1/2}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} \right),
\]

(3.30)
The upper-layer streamfunction for \( x > 0 \) due to a point vortex at \( x' > 0 \) is given by,

\[
\psi'_{1,\text{R}}(x, y) = \psi'_{\text{Tzero}}(x, y) + \frac{1}{1 + \delta} \psi'_{\text{Czero}}(x, y) + \psi'_{1,\nu}(x, y),
\]

where \( \psi'_{1,\nu} \) is the streamfunction due to a point vortex in the upper layer at \((x', y')\) (with \( x' > 0 \)). \( \psi'_{1,\nu} \) is calculated by transforming the fluid velocity in the upper layer, \( u_1 \) (or \( v_1 \)), to Fourier space and back and integrating. Through the use of identities in Gradshteyn and Ryzhik [1994],

\[
\psi'_{1,\nu}(x, y) = -\frac{s}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ik(y-y')}}{1 + \delta} \left( \frac{\delta e^{-|k||x-x'|}}{2|k|} + \frac{e^{-|x-x'|((k^2+1)^{1/2})}}{2(k^2 + 1)^{1/2}} \right) dk.
\]

Therefore substituting (3.27) and (3.28) (through use of (3.30) and (3.31)) into (3.33) gives an explicit form for \( \psi'_{1,\text{R}} \) (not shown), the upper-layer streamfunction for \( x > 0 \) due to a point vortex at \( x' > 0 \). Similarly, using the fact that the streamfunction in \( x < 0 \) due to a point vortex at \( x' > 0 \) is given simply by,

\[
\psi'_{1,\text{L}}(x, y) = \psi'_{1,\text{Tzero}}(x, y),
\]

substituting (3.29) (through use of (3.32)) into (3.35), gives,

\[
\psi'_{1,\text{L}}(x, x', y-y') = -\frac{s}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ik(y-y')} + |k|x}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} dk.
\]

Furthermore, in the lower layer,

\[
\psi_{2,\text{R}}(x, y) = \psi'_{\text{Tzero}}(x, y) - \frac{\delta}{1 + \delta} \psi'_{\text{Czero}}(x, y) + \psi'_{2,\nu}(x, y),
\]
where $\psi_{2,v}'$ is the lower-layer streamfunction due to a point vortex in the upper layer at $(x', y')$ (with $x' > 0$), which in Fourier space is

$$
\psi_{2,v}'(x, y) = \frac{s}{2\pi} \int_{-\infty}^{\infty} \frac{\delta e^{ik(y-y')}}{2(1+\delta)} \left( \frac{e^{-|k||x-x'|}}{|k|} + \frac{e^{-|x-x'|((k^2+1)^{1/2})}}{(k^2+1)^{1/2}} \right) dk. \tag{3.38}
$$

Again, substituting (3.27) and (3.28) into (3.37) gives an explicit form for the lower-layer streamfunction for $x > 0$ due to a point vortex at $x' > 0$.

Consider, now, the case in which the point vortex is located at $(x'', y'')$ with $x'' < 0$. In the same way, the zero potential vorticity equations (3.23),(3.24) and (3.25) can again be solved giving,

$$
\psi''_{T_{sero}}(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} D(k)e^{-|k|x''+iky} dk, \tag{3.39}
$$

$$
\psi''_{C_{sero}}(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} E(k)e^{-x(k^2+1)^{1/2}+iky} dk, \tag{3.40}
$$

for fluid with $x \geq 0$, and

$$
\psi''_{L_{sero}}(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(k)e^{iky} dk, \tag{3.41}
$$

for fluid with $x \leq 0$. Here $D$, $E$ and $F$ are arbitrary functions. Satisfying all boundary conditions in a similar manner to the case for a vortex at $(x', y')$, $x' > 0$ gives three equations relating $D$, $E$ and $F$ with solution,

$$
D(k) = \frac{s\delta e^{-iky''+|k|x''}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}}, \tag{3.42}
$$

$$
E(k) = \frac{s(\delta + 1)e^{-iky''+|k|x''}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}}, \tag{3.43}
$$

$$
F(k) = \frac{se^{-iky''+|k|x''}}{2|k|} \left( \frac{|k| - (k^2 + 1)^{1/2}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} \right). \tag{3.44}
$$

Thus the streamfunction in the upper layer for $x > 0$ due to a point vortex located at $x'' < 0$ is,

$$
\psi''_{1,R}(x, y) = \psi''_{T_{sero}}(x, y) + \frac{1}{1+\delta} \psi''_{C_{sero}}(x, y), \tag{3.45}
$$
and using (3.39), (3.40), (3.42) and (3.43) this can be written as,

\[
\psi''_{1,R}(x, x'', y - y'') = \frac{s}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ik(y-y'')}+|k|x'' \left( \delta e^{-|k|x} + e^{-\pi(k^2+1)^{1/2}} \right)}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} dk. \tag{3.46}
\]

Similarly, the streamfunction for \(x < 0\) due to a point vortex at \(x'' < 0\) is

\[
\psi''_{1,L}(x, y) = \psi''_{1,L_{\text{zero}}}(x, y) + \psi''_{1,V}(x, y), \tag{3.47}
\]

where \(\psi''_{1,V}\) is the (single-layer) streamfunction due to a point vortex at \((x'', y'')\) (with \(x'' < 0\)), which in Fourier space is equivalent to

\[
\psi''_{1,V}(x, y) = \frac{s}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ik(y-y'')} - |k||x-x''|}{2|k|} dk. \tag{3.48}
\]

Finally, in the lower layer,

\[
\psi''_{2,R}(x, y) = \psi''_{2,R_{\text{zero}}}(x, y) - \frac{\delta}{1 + \delta} \psi''_{C_{\text{zero}}}(x, y). \tag{3.49}
\]

Hence (using (3.39) and (3.40)),

\[
\psi''_{2,R}(x, x'', y - y'') = \frac{s}{2\pi} \int_{-\infty}^{\infty} \frac{\delta e^{ik(y-y'')} + |k|x'' \left( e^{-|k|x} - e^{-\pi(k^2+1)^{1/2}} \right)}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} dk. \tag{3.50}
\]

Therefore, all the quantities in (3.20), (3.21) and (3.22) are known explicitly. From these expressions for the streamfunctions, the behaviour of vortices and associated topographic waves near the chosen topography can be described.

### 3.4 Linear topographic waves

An analytic expression for the topographic wave dispersion relation can now be derived. The topography shown in figure 3.1(a) supports topographic waves owing to the jump in potential vorticity across the step. Let the waves have
amplitude given by $\eta(y, t)$ and linearise (3.33) for small amplitude disturbances (i.e. $x' \to 0$) about $x = 0$ giving,

$$
\psi_{1,R}^l(x, 0, y - y') = -\frac{s}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ik(y-y')} \left( \delta e^{-|k|z} + e^{-x(k^2+1)^{1/2}} \right)}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} dk. \quad (3.51)
$$

Now, letting $x'' \to 0$ in (3.46) and making the dummy variable substitution $y' = y''$ in (3.51) gives,

$$
\psi_{1,R}^l(x, 0, y - y'') = -\psi_{1,R}^l(x, 0, y - y''). \quad (3.52)
$$

With $x' = x'' = 0$, (3.20) becomes

$$
\psi_{1,R}(x, y, t) = \int_{\eta > 0} \eta(y'', t) \psi_{1,R}^l(x, 0, y - y'') dy''
- \int_{\eta < 0} \eta(y'', t) \psi_{1,R}^l(x, 0, y - y'') dy''. \quad (3.53)
$$

Substitution of (3.52) into (3.53) and using (3.46), yields

$$
\psi_{1,R}(x, y, t) = -\frac{s}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\eta(y'', t) e^{ik(y-y'') \left( \delta e^{-|k|z} + e^{-x(k^2+1)^{1/2}} \right)}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} dk dy''. \quad (3.54)
$$

Similarly

$$
\psi_{1,L}(x, y, t) = -\frac{s}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\eta(y'', t) e^{ik(y-y'') + |k|z}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} (\delta + 1) dk dy''. \quad (3.55)
$$

For completeness, and for use in section 3.5, the lower-layer streamfunction is, under the linear assumption,

$$
\psi_{2,R}(x, y, t) = -\frac{s}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\eta(y'', t) \delta e^{ik(y-y'')} \left( e^{-|k|z} - e^{-x(k^2+1)^{1/2}} \right)}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} dk dy''. \quad (3.56)
$$

A linear plane wave with small amplitude, $\varepsilon$, wavenumber $\alpha$ and frequency $\omega(\alpha)$ has the form

$$
\eta = \varepsilon e^{i(\alpha y - \omega(\alpha)t)}, \quad (3.57)
$$
and satisfies

\[ \frac{\partial \eta}{\partial t} = u_1 \text{ on } x = 0. \] (3.58)

The Fourier transform of (3.58) gives

\[ \frac{\partial \eta^*}{\partial t} = u_1^* = \left( -\frac{\partial \psi_1(0, y, t)}{\partial y} \right)^* = -ik\psi_1^*(0, k, t), \] (3.59)

using the properties of the Fourier transform. From (3.54) (or (3.55)),

\[ \psi_1^*(0, k, t) = \frac{-s(\delta + 1)}{(2\delta + 1) + (k^2 + 1)^{1/2}} \int_{-\infty}^{\infty} \eta(y'', t) e^{-iky''} dy''. \]

\[ = \frac{-s(\delta + 1)\eta^*(k)}{(2\delta + 1) + (k^2 + 1)^{1/2}}. \] (3.60)

In Fourier space the plane wave has the form

\[ \eta^* = \varepsilon e^{-iw(k)t}, \] (3.61)

and hence (3.59) and (3.60) finally give the dispersion relation

\[ \omega(k) = -\frac{ks(\delta + 1)}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}}, \] (3.62)

where \( k \) is the wavenumber.

The phase and group velocities (figure 3.2) of these waves are

\[ c_p = \frac{\omega}{k} = -\frac{s(\delta + 1)}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}}, \] (3.63)

and

\[ c_g = \frac{\partial \omega}{\partial k} = -\frac{s(\delta + 1)}{(k^2 + 1)^{1/2} \left( (2\delta + 1)|k| + (k^2 + 1)^{1/2} \right)^2}. \] (3.64)

From (3.63), since \( s > 0 \), the waves travel in the negative \( y \)-direction (in the Northern hemisphere), i.e. with shallow water (high potential vorticity) to their right, as is typical of vorticity waves.

In the limit \( \delta \to 0 \), the dispersion relation (3.62) takes the form,

\[ \omega(k) = -\frac{ks}{|k| + (k^2 + 1)^{1/2}}. \] (3.65)
Figure 3.2: Phase speed (dashed) and group speed (solid) for topographic waves with \( s = 1 \) and \( \delta = 0 \).

This limit corresponds to an infinitely deep lower layer and, to the author’s knowledge, has no analog in the literature. In this case, in section 3.5, the properties of topographic waves generated by moving vortices are examined analytically. On the other hand, the limit \( \delta \to \infty \) (vanishing lower-layer depth) corresponds to a one-layer barotropic fluid with a step change in depth, and (3.62) becomes

\[
\omega(k) = -\frac{s}{2} \text{sgn} k,
\]

which is, as expected, the same as the dispersion relation derived by Bell [1990] who studied barotropic waves existing on a piecewise constant potential vorticity distribution. Further, in the limit \( k \to \infty \), the dispersion relation (3.62) also takes the form of (3.66). Physically, this implies that very short waves do not ‘feel’ the lower layer. Finally, observe (figure 3.2) that it is possible for \( c_p = c_y \). In this case \( k \to 0 \) and \( \omega \to -ks(\delta + 1) \), i.e. very long waves are non-dispersive. This, as will be shown later, has implications for the behaviour of vortices near such topography. For example, in a system
forced by, say, a vortex moving at the long wave phase speed, energy will not
be able to escape the system and the contour displacement will grow without
bound leading to a breakdown in linear theory. This scenario is investigated
in section 3.5.

3.5 Linear initial value lower-layer vortex prob-
lem

This section considers the initial value problem of a lower-layer vortex being
'switched on' at time $t = 0$ in the vicinity of the step topography (figure 3.3).
The vortex is able to propagate parallel to the wall relatively quickly due to
its 'image' and topographic waves may be generated. This is in contrast to
the case of a vortex in the upper layer (Dunn et al. 2001) which propagates
only slowly (since there is no image effect owing to a wall). This problem is
of particular interest because there is some evidence (e.g. Hamilton 1992) for
the existence of intense deep-sea vortices that propagate near sharply vary-
ing topography such as continental shelf regions (see also Armi and D'Asaro
1980). Such deep vortices may give rise to significant on-shelf currents owing
to excitation of topographic waves (see chapter 7).

The lower-layer vortex is initially centred on the point $(x', y') = (L, 0)$,
$L > 0$, and has circulation $\Gamma$. Note that the parameters $s$ and the magnitude
$\Gamma$ are not independent (see Dunn et al. 2001) since the quasi-geostrophic po-
tential vorticities (3.1) and (3.2) have been non-dimensionalised by the Rossby

\footnote{This is not an image in the conventional sense of a vortex with equal and opposite
circulation located on the other side of the step. Rather, owing to the particular geometry
here, it is more of a partial image effect. However, in the limit $\delta \to 0$, the image effect tends
to the conventional equal and opposite case.}
number, $Ro$, which effectively measures the magnitude of $\Gamma$. However, in this work $\Gamma$ is retained as its sign is important and also because, in some cases, it is convenient to treat $s$ as fixed and vary $\Gamma$.

The nonlinear interaction of vortices and waves will be studied in chapter 4; however, some progress can be made assuming linear dynamics, $|\eta(y, t)| \ll 1$ (i.e. a weak vortex inducing only small disturbances at the step $x = 0$).

![Figure 3.3: Initial value vortex problem. A lower-layer vortex forcing is shown.](image)

The velocity field in the $x$-direction in the upper layer can be split into two parts:

$$ u_1 = u_{1,v} + u_{1,s}, \quad (3.67) $$

where $u_{1,v}$ is the fluid velocity generated by the vortex at $(L, 0)$, and $u_{1,s}$ is the self-induced velocity of the type discussed in section 3.3, owing to potential vorticity conservation as upper-layer fluid is forced across the change in depth at $x = 0$ by the vortex.

The vortex-induced velocity at the step is calculated using

$$ u_{1,v}(0, y) = -\frac{\partial \psi'_1,_{L,zero}(0, y)}{\partial y}, \quad (3.68) $$
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and, for a lower-layer vortex, it can be shown using (3.11) and (3.12) that

\[
 u_{1,v}(0, y) = -\frac{i\Gamma}{2\pi} \int_{-\infty}^{\infty} \frac{ke^{iky}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} \left( e^{-L(k^2 + 1)^{1/2}} - e^{-|k|L} \right) dk.
\]

(3.69)

By differentiating (3.54), the self-induced velocity, \( u_{1,s} \), in the limit of small amplitude contour displacements can be deduced:

\[
 u_{1,s}(0, y, t) = \frac{i\delta}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\eta(y', t)ke^{ik(y-y')}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} (\delta + 1) dkd'y',
\]

(3.70)

which, in terms of the dispersion relation, (3.62), can be written

\[
 u_{1,s}(0, y, t) = \frac{i}{2\pi} \int_{-\infty}^{\infty} \eta^*(k, t)\omega(k)e^{iky} dk.
\]

(3.71)

Thus, taking the transforms of (3.69) and (3.71) and substituting into the Fourier transform of (3.67) gives,

\[
 u_{1}^*(0, k, t) = -i\Gamma k \left( \frac{e^{-L(k^2 + 1)^{1/2}} - e^{-|k|L}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} \right)
 + i\delta \eta^*(k, t) \frac{k(\delta + 1)}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}}.
\]

(3.72)

Finally, the linearised kinematic condition in a frame moving with the vortex is used,

\[
 \frac{\partial \eta}{\partial t} + U \frac{\partial \eta}{\partial y} = u_1 \quad \text{on} \quad x = 0,
\]

(3.73)

where \( V = -U \) is the vortex speed in the \( y \)-direction due to its image. Under the linear assumption the wave effects on the vortex leading to a velocity in the \( y \)-direction are required to be small compared to the along escarpment velocity, \( V \). This is demonstrated explicitly later. Taking the Fourier transform, the kinematic condition becomes, using (3.62) and (3.72),

\[
 \frac{\partial \eta^*}{\partial t} + i\eta^*(-kV + \omega) = ik\phi(k),
\]

(3.74)
where

\[ \phi(k) = -\Gamma \left( \frac{e^{-L(k^2+1)^{1/2}} - e^{-|k|L}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} \right). \]  

(3.75)

The propagation speed, \( V \), of a lower-layer vortex centred on \((L, 0)\) with \( L > 0 \) is given by

\[ V = \frac{\partial}{\partial x} \left( \psi'_{\text{Tzero}} - \frac{\delta}{1 + \delta} \psi'_{\text{Czero}} \right) \bigg|_{(L,0)}, \]

(3.76)

where \( \psi'_{\text{Tzero}} \) and \( \psi'_{\text{Czero}} \) are given by (3.27) and (3.28). This gives

\[
V = \frac{\Gamma}{2\pi} \int_{-\infty}^{\infty} \left( \frac{\delta e^{-|k|L}}{2(1 + \delta)} \left( \frac{|k|e^{-|k|L} - (k^2 + 1)^{1/2} e^{-L(k^2+1)^{1/2}}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} \right) 
+ \frac{e^{-L(k^2+1)^{1/2}}}{(1 + \delta)(k^2 + 1)^{1/2}} \left( -\frac{\delta |k|e^{-|k|L}}{2} + \frac{(2\delta + 1)|k| - (k^2 + 1)^{1/2}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} \right) 
\times \left( \frac{\delta |k|e^{-|k|L}}{2} - \frac{(k^2 + 1)^{1/2} e^{-L(k^2+1)^{1/2}}}{2} \right) \right) dk. \]  

(3.77)

The propagation speed for varying \( \delta \) obtained by numerical computation of (3.77) (figure 3.4) is bounded when \( L > 0 \). As expected the magnitude of the propagation speed decreases as the ratio of the layer depths increases. This is because as \( \delta \) increases, the relative height of the lower layer, \( h_2 \), decreases and therefore the driving vortex is smaller, and hence the image effect is weaker.

In the limit \( \delta \to 0 \), (3.77) becomes

\[ V = -\frac{\Gamma}{4\pi L}. \]  

(3.78)

As expected (3.78) is as if there is an image vortex behind a wall extending through the entire depth of a single-layer fluid since \( \delta \to 0 \) corresponds to a single-layer rigid-lid barotropic fluid. Also in the limit \( \delta \to \infty \), from (3.77),

\[ V \to \frac{-\Gamma}{4\pi} \int_{-\infty}^{\infty} e^{-2L(k^2+1)^{1/2}} dk = -\frac{\Gamma}{2\pi} K_1(2L). \]  

(3.79)
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Note that this is the speed of a one-and-a-half-layer vortex located a distance $L$ from a wall. Therefore, the translational velocity is bounded by that of the equivalent vortex in a one-layer rigid-lid barotropic fluid and the vortex in a one-and-a-half-layer fluid, i.e. $-\Gamma/4\pi L \leq V \leq -\Gamma K_1(2L)/2\pi$. Since $\text{sgn} V = -\text{sgn} \Gamma$, anticyclones propagate in the positive $y$-direction and cyclones propagate in the negative $y$-direction.

3.5.1 Large time behaviour of $\eta(y, t)$

The solution of (3.74), subject to $\eta(y, 0) = 0$, is

$$\eta^*(k, t) = \left( \frac{\phi}{-V + \omega k^{-1}} \right) \left( 1 - e^{-ik(-V + \omega k^{-1})t} \right).$$

(3.80)

As $t \to \infty$, solutions to (3.74) reach the steady state,

$$\eta^*(k) = \frac{\phi(k)}{-V + \omega k^{-1}},$$

(3.81)

provided that the radiation condition that no upstream waves exist is satisfied. If $V = \omega/k$, (3.81) has poles in the complex plane that correspond, in physical
space, to steady downstream waves. Note that \( \omega/k \) is bounded, i.e. \(-s(\delta+1) \leq c_p = \omega/k < 0 \) (see figure 3.2 and (3.63)). Therefore the poles only exist for values of the vortex propagation speed in the range, \(-s(\delta + 1) \leq V < 0\); that is, the vortex propagation speed must be negative (and thus, the vortex must be a cyclone), but not too large, for poles and therefore waves to exist.

When \( \Gamma < 0 \) the vortex propagates in the positive \( y\)-direction, hence there is no wave-like term and only a localised steady response. Likewise, if \( V < -s(\delta + 1) \), the vortex propagation speed is greater than the phase velocity of topographic waves and poles do not exist and, again, there is only a localised steady response. Note that the radiating solutions are quasi-steady in that the wave drag will induce a drift velocity perpendicular to the step (Dunn et al. 2001). This drift is within the assumptions of linear theory, however, small compared to \( V \). Likewise, the displacement \( \eta \) will induce a velocity parallel to the step, but again this is small compared to \( V \) in the linear limit (see section 3.5.3).

### 3.5.2 Evolution of \( \eta(y, t) \)

To find the response, \( \eta(y, t) \), for arbitrary time, (3.80) is inverted for \( \eta^* \) numerically using the Fast Fourier Transform (FFT) algorithm. All plots shown in this section are moving in a frame with the lower-layer vortex and in each case (unless otherwise stated) the potential vorticity jump across the step is \( s = 1 \).

A typical evolution of \( \eta(y, t) \) for a cyclone is shown in figure 3.5. The vortex initially causes an antisymmetric displacement of the contour which begins to disperse owing to topographic wave radiation. Transient waves are radiated ahead of the vortex, i.e. for negative values of \( y \). As time increases from \( t = 100 \)
to $t = 1000$ the steady downstream wave train ($y > 0$) develops.

![Graphs](image)

Figure 3.5: FFT evaluation of $\eta(y)$ over $x = 0$ with $\Gamma = 1$, $\delta = 0$ and $L = 0.5$. The varied parameter is time, $t$ evaluated at (a) $t = 10$, (b) $t = 100$ and (c) $t = 1000$.

Figure 3.6 shows how the large-time displacement, $\eta(y)$, depends on the strength of the vortex circulation, $\Gamma$, for the case $\delta = 0$. As predicted there is no wake for an anticyclone, $\Gamma = -1$. For $\Gamma > 0$, topographic wave generation is possible and the wake amplitude and wavelength increase with circulation strength for $0 < \Gamma \leq 4\pi L$. In figure 3.6(e), the circulation strength is large enough so that $V < -s(\delta + 1)$ and no downstream wake occurs. Varying the wall-vortex distance, $L$, has the same effect as varying $\Gamma$: the effective strength of the vortex felt at the step is larger for smaller $L$, and hence wake amplitude and wavelength increase.

The wave amplitude decreases as $\delta$ increases (figure 3.7). This can be ex-
Figure 3.6: FFT evaluation of $\eta(y)$ over $x = 0$ with $t = 15000$, $\delta = 0$ and $L = 0.5$. The varied parameter is the circulation (a) $\Gamma = -1.0$, (b) $\Gamma = 0.8$, (c) $\Gamma = 1.0$, (d) $\Gamma = 1.2$ and (e) $\Gamma = 20.0$.

plained through figure 3.8 which shows how the resonant wavenumber, $k_{res}$ (for which $V = \omega(k_{res})/k_{res}$), of the topographic waves varies with the propagation speed. At $V = -s(\delta + 1)$, the resonant wavenumber, $k_{res}$, vanishes and as $|V| \to 0$, $k_{res}$ increases, i.e. large propagation speeds produce long waves. It is known (from figure 3.4) that, as $\delta$ increases the propagation speed, $|V|$, decreases, hence $k_{res}$ increases. The forcing term, $\phi(k_{res})$, (from (3.75)) decays exponentially with $k_{res}$; therefore $\phi(k_{res})$ is smaller for larger values of $\delta$, resulting in a reduced amplitude. Thus, the faster the vortex speed (up to $|V| = s(\delta + 1)$), the bigger the amplitude of the wake.

Figure 3.9 demonstrates that the steady response may grow without bound.
Figure 3.7: FFT evaluation of $\eta(y)$ over $x = 0$ with $t = 15000$, $\Gamma = 1.0$ and $L = 0.5$. The varied parameter is the ratio of layer depths, (a) $\delta = 0.5$ and (b) $\delta = 2.0$.

This resonance occurs when the phase and group velocities are equal, and for the particular case, $\delta = 0$, this requires $V = -s$, (this may be achieved, for example, by choosing $s = 1$, $\Gamma = \pi$ and $L = 0.25$, from (3.78)). To obtain figure 3.9, the parameter $s$ is varied and the parameters $\Gamma$ and $L$ kept constant to show that the increasing response is due to resonance and not vortex characteristics. In figure 3.9(a), $s = 0.9$, and the propagation speed, $V$, is out of the range for which topographic waves exist, hence only the localised disturbance which doesn’t grow with time is seen. In figure 3.9(c), $s = 1.1$, and $V$ is now in the range for which topographic waves exist. The topographic waves downstream of the vortex can be observed. These tend to the steady wake. The localised disturbance has in fact decreased with time here. But
in figure 3.9(b), where $s = 1$ and $c_p = c_g$, the steady response has grown significantly with time. The response will continue to grow in time (typically with algebraic growth in $t$; e.g. Dunn et al. 2001) and ultimately linear theory becomes invalid.

### 3.5.3 The vortex back-reaction

Velocities owing to the displacement of $\eta$ must, in turn, affect the vortex. This is similar to the positive feedback mechanism that occurs between deep eddies and meanders in Gulf Stream jets as described by Sutyrin et al. [2001]. Here the self induced (i.e. due to the topographic waves) velocities, $u_{2,S}, v_{2,S}$ at the vortex are calculated directly. Through the method of section 3.3,

$$
    u_{2,S}^* = \frac{ik s \eta^* \phi (e^{-|k|L} - e^{-L(k^2 + 1)^{1/2}})}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}},
$$

and

$$
    v_{2,S}^* = \frac{s \eta^* \phi (|k|e^{-|k|L} - (k^2 + 1)^{1/2} e^{-L(k^2 + 1)^{1/2}})}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}}.
$$

When $\delta = 0$ these self-induced velocities are zero, i.e. there is no vortex back-reaction. In this case, the lower layer is infinitely deep, thus the vortex is huge.
Figure 3.9: The steady response can grow without bound when $V = -1$, as shown at times $t = 1000$ (solid line) and $t = 10000$ (dashed line). Parameter values are (a) $s = 0.9$, (b) $s = 1$ and (c) $s = 1.1$.

and will respond infinitely slowly since the lower-layer velocities are vanishingly small in this limit. For non-zero depth ratio, (3.82) and (3.83) may be inverted numerically. Figure 3.10 shows the ratio of the magnitude of the back-reaction velocities $(u_{2,S}^2 + v_{2,S}^2)^{1/2}$ to the propagation speed for a range of depth ratios, $\delta$. The ratio is always small, i.e. the propagation speed is at least a factor of 10 larger than the back-reaction velocity, and the back-reaction velocity approaches zero as $\delta \to 0$ or $\delta \to \infty$. However, the back-reaction velocity in the $x$-direction, $u_{2,S}$, may be significant since, though small, it is small compared to zero, leading to a slow drift in the $x$-direction. This is investigated in chapter 4. The ‘noise’ in figure 3.10 is a numerical artefact and can be made arbitrarily small by refining the numerical parameters of the Fourier transform.
inversion procedure.

\[
\frac{\left( u_{2,S}^2 + v_{2,S}^2 \right)^{1/2}}{V}
\]

Figure 3.10: The ratio of the vortex back-reaction to the vortex propagation speed for a range of depth ratios. Parameters used are \( \Gamma = 1 \), \( L = 0.5 \) and \( t = 10000 \).

### 3.6 Linear initial value upper-layer vortex problem

For completeness, the problem of an upper-layer vortex being 'switched on' at time \( t = 0 \) is studied. The vortex is initially centred at \( (x_0, 0) \), where the vortex may be situated on either side of the step and, indeed, may cross the step.

The solution of (3.74) for \( \eta^* \) is (3.80) where it can be shown that the forcing
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term, \( \phi(k) \), is given by

\[
\phi(k) = \begin{cases} 
\Gamma \frac{e^{-x_0(k^2+1)\sqrt{\frac{1}{2}}} + \delta e^{-|k|x_0}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} & \text{for } x_0 > 0, \\
-\Gamma \frac{e^{k|x_0|}(\delta + 1)}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} & \text{for } x_0 \leq 0,
\end{cases}
\]

(3.84)

and the upper-layer vortex translational velocity is

\[
V = \begin{cases} 
\Gamma \frac{\int_{-\infty}^{\infty} e^{-2|k|x_0}}{(2(1 + \delta)} \\
+ e^{-|k|x_0}(\delta|k|e^{-|k|x_0} + (k^2 + 1)^{1/2} e^{-x_0(k^2+1)^{1/2}}) \\
+ \frac{(1 + \delta)(2\delta + 1)|k| + (k^2 + 1)^{1/2}}{2} \\
+ \frac{(2\delta + 1)|k| - (k^2 + 1)^{1/2}}{2} \\
\times \frac{\delta|k|e^{-|k|x_0} + (k^2 + 1)^{1/2} e^{-x_0(k^2+1)^{1/2}}}{2} \\
\frac{\Gamma}{2\pi} \int_{-\infty}^{\infty} e^{2|k|x_0} \left( \frac{|k| - (k^2 + 1)^{1/2}}{(2\delta + 1)|k| + (k^2 + 1)^{1/2}} \right) \, dk & \text{for } x_0 > 0,
\end{cases}
\]

(3.85)

Note \( \phi(k) \) depends on \( \text{sgn} (x_0) \) since the vortex-induced velocity in the upper layer is dependent on which side of the step the vortex is located. Similarly, the translational velocity, \( V \), is also dependent on \( \text{sgn} (x_0) \). For \( x_0 > 0 \), (3.84) and (3.85) only vary from the lower-layer driving vortex case by factors of \( \delta \) and \( \pm \) signs.

3.6.1 Evolution of \( \eta(y, t) \)

The evolution of \( \eta(y, t) \) is found numerically by inverting (3.80). The results are similar to the lower-layer vortex case in that varying parameters such as
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the vortex circulation, \( \Gamma \) or the wall-vortex distance, \( L \), has qualitatively the same effect on the displacement, \( \eta(y) \). Obviously, changing the depth ratio, \( \delta \), has the opposite effect.

There are, however, some differences between the upper- and lower-layer vortex cases. First, an upper-layer vortex cannot self-propagate due to an image like the lower-layer vortex can. Therefore the propagation speeds are much lower and topographic waves take much longer to appear (compare evaluation times from figure 3.11 and figure 3.5). Second, since the propagation speeds

![Diagram](image)

Figure 3.11: FFT evaluation of \( \eta(y) \) over \( x = 0 \) with \( \Gamma = 0.2, \delta = 0.2 \) (realistic oceanic value) and \( L = 0.5 \). The varied parameter is time, \( t \), evaluated at (a) \( t = 100 \), (b) \( t = 1000 \) and (c) \( t = 10000 \).

are much smaller for upper-layer vortices, the resonant wavenumber of the topographic waves, \( k_{\text{res}} \), will be larger (figure 3.8) and hence the forcing term, (3.84), will be smaller. Therefore, upper-layer vortices produce significantly
smaller waves than lower-layer vortices in the linear regime.

On the other hand, wave-vortex interaction is potentially much more significant for upper-layer vortices since both the vortex and wave displacement are in the same layer and because there is no rapid drift of the vortex parallel to the step. In the nonlinear limit, it is possible for the vortex to 'wrap up' the contour $\eta(y, t)$, as it does in the single-layer problem studied by Dunn et al. [2001]. Since the back-reaction on the vortex is more significant, especially in the $x$-direction (depending on the sign of the vortex circulation), it is possible for the vortex to drift across the step causing a highly nonlinear response. This is studied using the method of contour dynamics in the next chapter.

3.7 Discussion

This chapter considers the motion of point vortices in a two-layer fluid near large amplitude topography. The topography is such that it separates regions comprising of one layer and two layers respectively and is such that quasi-geostrophy applies everywhere. The dispersion relation for the free topographic waves of this system, which propagate with shallow water to their right, is obtained analytically.

Analytical results were obtained for point vortices in either layer in the linear limit of small amplitude topographic waves. Lower-layer vortices move due to the influence of an image in the topography with cyclones and anticyclones propagating in opposite directions predominantly parallel to the topography. Analytical predictions also revealed that, for cyclones only, steady topographic wave wakes are possible.

Vortices in the lower layer are largely unaffected by the back-reaction resulting from potential vorticity disturbances across the topography. This is
due to their relatively large velocity parallel to the step meaning they rapidly propagate away from any such disturbances. On the other hand, upper-layer vortices, owing to their small translational velocities, may be significantly advected in the direction perpendicular to the step. In problems involving single fluid layers this frequently causes nonlinear behaviour, (i.e. large amplitude deformation of the vorticity contour overlaying the step) see McDonald [1998b], Dunn et al. [2001] and Stern and Flierl [1987]. This is investigated for the present model using a modified contour dynamics algorithm in the following chapter.
Chapter 4

Nonlinear evolution: contour dynamics

4.1 Introduction

The step topography considered in the previous chapter makes the method of contour dynamics particularly suitable for numerical solution since the upper-layer potential vorticity distribution is piecewise constant. The general theory behind the contour dynamics algorithm is outlined in chapter 2. The contour initially lies along $x = 0$, that is, along the step. A vortex is 'switched on' at time $t = 0$, and the contour evolves according to potential vorticity conservation. The algorithm used is a modified version of that used by Dunn et al. [2001], which in turn is an adaptation of the contour surgery algorithm developed by Dritschel [1988] allowing contours to break and join. The refinement made by Dunn et al. [2001] was to represent the topography as an infinitely long step. The contour dynamics algorithm integrates the full nonlinear quasi-geostrophic potential vorticity equations, namely conservation of the
upper- and lower-layer potential vorticities \( q_1 \) and \( q_2 \) given by (3.1) and (3.2) by resolving into barotropic and baroclinic modes, and is valid for arbitrary deformations of the initial contour.

In applying contour dynamics to the present problem special consideration needs to be given to the boundary conditions at \( x = 0 \) owing to the presence of step topography. In particular it is required to ensure that there is no velocity in the \( x \)-direction in the lower-layer at \( x = 0 \) and velocities in the \( x \)- and \( y \)-directions in the upper-layer at \( x = 0 \) are continuous (boundary conditions (3.18) and (3.19) respectively). Hence it is necessary to compute the zero potential vorticity fields required to satisfy these boundary conditions from the velocity jumps at \( x = 0 \) owing to the arbitrary distributions of non-zero vorticity either side of the step, equations (3.27)–(3.29) and (3.39)–(3.41). A similar procedure was used by Thompson [1993] for computing nonlinear two-layer flow past a seamount.

A schematic of the adapted contour dynamics algorithm is shown in figure 4.1, where a typical section of the contour in the region of the topography at \( x = 0 \) (dashed) is viewed from above. Panels 4.1(a)–(e) represent the main stages in the contour dynamics algorithm. The algorithm comprises of two parts since two fluid layers occupy the region \( x > 0 \) and just one for \( x < 0 \).

As remarked on in section 2, note that the contour and the step bound regions of non-zero potential vorticity. The contour dynamics algorithm effectively integrates over these areas by integrating around the boundary of the regions. Thus it is necessary to integrate along the contour and the step.

At each time step the contour is partitioned into \( n \) nodes having locations \((x_i, y_i), i = 1, \ldots, n\). First, to compute the contribution to the velocity field of the non-zero potential vorticity anomalies for \( x < 0 \) (i.e. on the single-layer
Figure 4.1: Schematic of the contour dynamics algorithm (viewed from above). The dashed line represents the topography at \( x = 0 \). The solid curves are the displaced contour along which integrations are performed (the directions of which are indicated by the arrows) by partitioning into the nodes \((x_i, y_i), i = 1, \ldots, n\) represented by the dots.

side, any nodes for which \( x_i > 0 \) are projected back on to the line \( x = 0 \) (figure 4.1(a)). This technique is employed since only nodes for which \( x_i < 0 \) give rise to velocities in the region \( x < 0 \) therefore the projection ensures no spurious velocities from nodes with \( x_i > 0 \) will be included. (Similarly only nodes for which \( x_i > 0 \) give rise to velocities in \( x > 0 \), figure 4.1(c).). Integrations are performed in order to find the barotropic velocity at all nodes due to the \( i^{th} \) node, \( i = 1, \ldots, n \) (figure 4.1(b)). The contribution to the velocity along \( x = 0 \) due to the \( i^{th} \) node is also calculated (for use later when satisfying the boundary conditions). Further, the velocities due to the \( i^{th} \) node at
any vortex centres, \((x_0, y_0)\), are calculated. The topography is also partitioned into a (constant) number of nodes and velocities due to the topography at the \((x_i, y_i), i = 1, \ldots, n\), along the line \(x = 0\) and at any vortices are calculated (This integration and its direction are represented by the vertical line in figure 4.1(b)). Thus velocities in \(x < 0\) due to contour deformations which occupy the region \(x < 0\) have been found. That is, the sum of the projected contour integration and the integration along the topography gives the contribution to the velocity field due to vorticity anomalies located on the \(x < 0\) side.

The same process is conducted for the region \(x > 0\), i.e. any nodes for which \(x_i < 0\) are projected back on to the line \(x = 0\) and similar integrations performed (figures 4.1(c) and (d)). However, this time since there are two layers for \(x > 0\), an integration to calculate baroclinic velocities is also conducted, i.e. both barotropic and baroclinic velocities are computed according to their appropriate Green’s functions.

The resulting velocities (due to the nodes on the contour and the topography) are combined (figure 4.1(e)) according to

\[
\mathbf{u}_1 = \mathbf{u}_T + \frac{1}{1 + \delta} \mathbf{u}_C, \tag{4.1}
\]

and

\[
\mathbf{u}_2 = \mathbf{u}_T - \frac{\delta}{1 + \delta} \mathbf{u}_C. \tag{4.2}
\]

This gives the total velocity at each node of the upper-layer contour and any vortices (which can only be located in the upper-layer for \(x_0 < 0\) but may be located in either layer for \(x_0 > 0\)). However, these velocities will not in general satisfy the boundary conditions (3.18) and (3.19) and thus the zero potential vorticity fields from the velocity jumps at \(x = 0\) must be added, equations (3.27)–(3.29) and (3.39)–(3.41).
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The zero potential vorticity fields are calculated in Fourier space through the use of equations (3.30)–(3.32) and (3.42)–(3.44). These are then transformed to real space and added to the velocities $u_1$ and $u_2$ accordingly.

The algorithm has been rigourously tested. Among many others, tests included simulating the motion of a single-layer vortex near a wall, which gave velocities in accordance with analytical theory. Further, the motion of upper-layer vortices and associated contour deformations and vortex trajectories in the limit of a vanishingly small lower-layer ($\delta \to \infty$) were compared to the equivalent one-and-a-half-layer results of Dunn et al. [2001]. Finally, the effects of decreasing the spatial resolution of the nodes was tested, producing identical results.

The length of time over which the numerical runs are conducted is restricted by the fact that the infinite step and contour must be represented with finite lengths. Waves traveling away from the vortex centre will ultimately produce end effects which may adversely influence the evolution. For strong vortices, $|\Gamma| = 1$, (and a wall of length 200), runs up to $t = 100$ are possible before they become inaccurate. For weaker vortices and therefore smaller displacements, longer runs are possible. Throughout this work, all contour dynamics experiments are conducted using a time step of $\Delta t = 0.1$ and a spatial resolution parameter of $\mu = 0.15$ (Dritschel 1988). Note that to produce the results in this and subsequent chapters, without loss of generality, the parameter $s = 1$ unless otherwise stated.

In what follows, numerical results for lower-layer vortices (both cyclones and anticyclones) and then upper-layer vortices are described.
4.2 Lower-layer anticyclones

The evolution of the contour for a lower-layer anticyclone with $\delta = 0$, $\Gamma = -1$ and initial position $(x_0, y_0) = (0.5, 25)$ is shown in figure 4.2. The vortex causes an initial disturbance in the contour, and the transient waves resulting from this initial disturbance are seen to propagate in the negative $y$-direction and decay as time increases. However, the initial disturbance remains localised near the vortex, both of which propagate in the positive $y$-direction for all time. As explained in section 3.5 there are no steady topographic waves for anticyclonic vortices. Qualitative and quantitative comparison with figure 3.6(a) indicates excellent agreement with the linear theory, since lower-layer vortices propagate quickly and, therefore, cannot induce nonlinear behaviour.

Figure 4.2: Evolution of the contour for a lower-layer anticyclone indicated by the cross. The parameter values used are $\delta = 0$, $\Gamma = -1$ and $(x_0, y_0) = (0.5, 25)$. The position of the step is indicated by the dashed line.
Vortex paths are shown (figure 4.3) for different values of δ, with Γ = −1 fixed. These are similar to the paths described by Beismann et al. [1999] in their large ridge experiments. Anticyclonic vortices are advected by their image in the positive y-direction as predicted. Consistent with linear theory, there is no back-reaction in the δ = 0 case and the path is exactly as would be obtained using (3.78). For non-zero δ there is a small deviation in the x-direction which is due to the effect of the transient waves. As δ increases the vortex propagation speed in the y-direction decreases, and so the vortex spends more time in the vicinity of any transient waves which advect the vortex towards positive x. As the vortex propagates away from the influence of the transient waves, the trajectory approaches a straight line parallel to the step. Note, given the different scales on the axes, that the dominant motion is parallel to the step.

Figure 4.3: Lower-layer anticyclonic vortex trajectories for 0 < t < 40. The parameter values used are Γ = −1, (x_0, y_0) = (0.5, 25), δ = 0 (solid line), δ = 0.1 (dotted line), δ = 0.2 (dashed line) and δ = 0.5 (dot-dashed line).
4.3 Lower-layer cyclones

The evolution of the contour for a lower-layer cyclone with $\delta = 0$, $\Gamma = 1$ and initial position $(x_0, y_0) = (0.5, 25)$ is shown in figure 4.4. A lower-layer cyclonic vortex causes an initial disturbance to the contour of opposite sign to that caused by an anticyclonic vortex. As with anticyclonic vortices, the initial disturbance remains localised near the vortex throughout the evolution. Figure 4.4 shows a steady wave train developing, which is well described by linear theory (cf. figures 3.5(a) and 3.5(b)). This is because a lower-layer vortex has a large propagation speed and will propagate away from disturbances quickly, hence, any nonlinear behaviour is small.

![Graphs showing evolution of contour](image)

Figure 4.4: Evolution of the contour for a lower-layer cyclone indicated by the cross. The parameter values used are $\delta = 0$, $\Gamma = 1$ and $(x_0, y_0) = (0.5, 25)$. The position of the step is indicated by the dashed line.
Again, vortex paths are shown (figure 4.5) for different values of $\delta$, with $\Gamma = 1$ fixed. Like anticyclonic vortices, there is no back-reaction in the $\delta = 0$ case and the displacement of the vortex is exactly modeled by linear theory. As $\delta$ increases the vortex propagation speed decreases and so the vortex spends more time in the vicinity of any transient waves. Thus, the transient waves further advect the vortex for small times causing the oscillatory trajectories. Also the generation of topographic waves will affect the vortex path according to the back reaction velocities, (3.82) and (3.83).

Figure 4.5: Lower-layer cyclonic vortex trajectories for $0 < t < 40$. The parameter values used are $\Gamma = 1$, $(x_0, y_0) = (0.5, 25)$, $\delta = 0$ (solid line), $\delta = 0.1$ (dotted line), $\delta = 0.2$ (dashed line) and $\delta = 0.5$ (dot-dashed line).

4.4 Upper-layer vortices

The evolution of the contour for an upper-layer anticyclone is shown in figure 4.6, where $\delta = 0.2$. The parameter values used are such that direct com-
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Comparison with the lower-layer experiments is possible, i.e. the anticyclone has the same strength, \( \Gamma = -1 \), and starts the same distance from the topography, \((x_0, y_0) = (0.5, 0)\). Therefore, any differences in behaviour are due to the fact that the vortex is located in the upper rather than the lower layer. The response of the contour is much larger than for a vortex in the lower layer since upper-layer vortices have smaller propagation speeds and therefore remain in the vicinity of the displaced contour and are able to 'wrap up' the contour. The back-reaction of the contour on the vortex is also much more pronounced and the vortex and contour interact in a highly nonlinear way. The contour is wrapped around the vortex and eventually part of the contour is pinched off. This forms a dipole and the vortex and separated contour will drift away from the topography. Similar dipole formation was observed in the numerical experiments of Wang [1992] and Dunn et al. [2001] and the laboratory experiments of Zavala Sansón et al. [1999].

The evolution of the contour for an upper-layer cyclone is shown in figure 4.7, where again \( \delta = 0.2 \). As for the upper-layer anticyclone, parameter values are chosen such that comparison with the lower-layer case is possible (\( \Gamma = 1 \) and \((x_0, y_0) = (0.5, 0)\)). The vortex wraps the contour causing the vortex to drift across the step. Again, the evolution is similar to the single-layer experiments of Wang [1992] and Dunn et al. [2001]. Note that upper-layer cyclones are able to pass over the step whereas anticyclones are not. The anticyclone drifts away from the step due to the formation of a dipole with fluid 'torn' from the shallow side of the step. In the cyclonic case, fluid dragged from the shallow region to the deep region has vorticity of the same sign as the vortex. Therefore, rather than forming a dipole which reflects the vortex, the cyclonic structure further advects the vortex across the step. Zavala Sansón
Figure 4.6: Evolution of the contour for an upper-layer anticyclone indicated by the cross. The parameter values used are $\delta = 0.2$ (realistic oceanic value), $\Gamma = -1$ and $(x_0, y_0) = (0.5, 0)$. The position of the step is indicated by the dashed line.

et al. [1999] and Zavala Sansón and van Heijst [2000] describe similar behaviour in their single-layer experiments where the topographic effects outweigh the $\beta$-effect.

Experiments for different intensities, $\Gamma$, have also been conducted (not shown) and the contour evolution is similar to that shown in figures 4.6 and 4.7 with a general trend of larger displacements and a correspondingly faster vortex drift for stronger vortices. Weaker cyclonic/anticyclonic vortices drift comparatively slowly toward/away from the topography, i.e. the topography has a greater effect, inhibiting transport across the escarpment (cf. Zavala Sansón 2002).
Figure 4.7: Evolution of the contour for an upper-layer cyclone indicated by the cross. The parameter values used are $\delta = 0.2$ (realistic oceanic value), $\Gamma = 1$ and $(x_0, y_0) = (0.5, 0)$. The position of the step is indicated by the dashed line.

4.5 Discussion

This chapter complements the analytic work done in chapter 3 by investigating the nonlinear parameter space using a modified contour dynamics algorithm.

Importantly, the lower-layer vortex contour dynamics results agree well with the linear theory, indicating that linear theory is robust and holds over a large region of parameter space. This is because lower-layer vortices have a larger propagation speed than upper-layer vortices and will propagate away from any contour deflections quickly. They are therefore unable to induce non-linearity. Furthermore, lower-layer vortices and upper-layer contour deflections
are located in different layers and therefore their associated velocities have a reduced influence on each other. Conversely, vortices in the upper layer readily exhibit nonlinear behaviour and contour dynamics predict that cyclones propagate towards and may cross the step whereas anticyclones propagate away from the step due to dipole formation. Hence lower-layer vortices produce relatively little on-shelf motion whereas upper-layer vortices can drive much stronger currents which may have significant oceanographic implications such as, for example, mixing on-shelf and off-shelf waters.

The use of quasi-geostrophic theory does have some limitations. For example, in contrast to the upper-layer anticyclone case examined here, dipole formation and subsequent drift away from the topography does not occur if the topography is small in the quasi-geostrophic sense and is wholly contained in the lower layer enabling an anticyclone to pass over the step in the presence of the $\beta$-effect as in Sutyrin et al. [2003]. Also, for large topography wholly contained in the lower layer (which cannot be studied using quasi-geostrophic theory), intense topographic wave radiation may disperse lower-layer circulations. The effects of such radiation depends on the size of the vortex (Thierry and Morel 1999). Further, for large amplitude topography contained in the lower layer, baroclinic dipoles may form (Herbette et al. 2003) which influence the evolution of the vortex.
Chapter 5

The motion of a heton near large amplitude topography in a two-layer fluid

5.1 Introduction

Hogg and Stommel [1985] studied a particular type of baroclinic vortex pair which they called a heton. A heton is a two-layer, quasi-geostrophic vortex configuration in which the vortices are of opposite sign and in different layers (figure 5.1(a)). It is well known that two vortices of opposite sign and equal strength, in the same layer (called a dipole, see chapter 6) advect each other along parallel paths. Similarly, a heton is self-propagating. The vortex in the lower layer induces a velocity on the vortex in the upper layer, while the vortex in the upper layer induces a velocity on the lower-layer vortex (figure 5.1(b)).

The induced velocities will be in the same direction (perpendicular to the line joining the vortex centres) and have a magnitude dependent on the ratio
of the layer depths, $\delta$, the relative sizes of the vortex circulations, $\Gamma_1$ and $\Gamma_2$, and the distance between the vortices or the separation, $d$, where

$$d = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2},$$

(5.1)

and $(x_1, y_1)$ and $(x_2, y_2)$ are the positions of the upper- and lower-layer vortices respectively. In the absence of topography, the self-propagation velocities in the $x$- and $y$-directions of the lower- and upper-layer vortex components of the heton, $(u_2, v_2)$ and $(u_1, v_1)$ (figure 5.1(b)), are given by equations (3.9) and (3.10), and (3.13) and (3.14) where $(x, y) = (x_2, y_2)$, $(x', y') = (x_1, y_1)$, $s = \Gamma_1$ and $(x, y) = (x_1, y_1)$, $(x', y') = (x_2, y_2)$, $s = \Gamma_2$ respectively, i.e.

$$u_2 = \frac{\Gamma_1}{2\pi} \frac{\delta}{1 + \delta} \frac{y_2 - y_1}{(x_2 - x_1)^2 + (y_2 - y_1)^2}$$

$$+ \frac{\Gamma_1}{2\pi} \frac{\delta}{1 + \delta} \frac{(y_2 - y_1) K_1 \left( \frac{(x_2 - x_1)^2 + (y_2 - y_1)^2}{(x_2 - x_1)^2 + (y_2 - y_1)^2} \right)^{1/2}}{\left( \frac{(x_2 - x_1)^2 + (y_2 - y_1)^2}{(x_2 - x_1)^2 + (y_2 - y_1)^2} \right)^{1/2}},$$

(5.2)

$$v_2 = \frac{\Gamma_1}{2\pi} \frac{\delta}{1 + \delta} \frac{x_2 - x_1}{(x_2 - x_1)^2 + (y_2 - y_1)^2}$$

$$- \frac{\Gamma_1}{2\pi} \frac{\delta}{1 + \delta} \frac{(x_2 - x_1) K_1 \left( \frac{(x_2 - x_1)^2 + (y_2 - y_1)^2}{(x_2 - x_1)^2 + (y_2 - y_1)^2} \right)^{1/2}}{\left( \frac{(x_2 - x_1)^2 + (y_2 - y_1)^2}{(x_2 - x_1)^2 + (y_2 - y_1)^2} \right)^{1/2}},$$

(5.3)
and

\[
\begin{align*}
    u_1 &= -\frac{\Gamma_2}{2\pi} \frac{1}{1 + \delta} \frac{y_1 - y_2}{(x_1 - x_2)^2 + (y_1 - y_2)^2} \\
    &\quad + \frac{\Gamma_2}{2\pi} \frac{1}{1 + \delta} \frac{(y_1 - y_2) K_1 \left( \left( (x_1 - x_2)^2 + (y_1 - y_2)^2 \right)^{1/2} \right)}{\left( (x_1 - x_2)^2 + (y_1 - y_2)^2 \right)^{1/2}} , \\
    \end{align*}
\]  

(5.4)

\[
\begin{align*}
    u_1 &= \frac{\Gamma_2}{2\pi} \frac{1}{1 + \delta} \frac{x_1 - x_2}{(x_1 - x_2)^2 + (y_1 - y_2)^2} \\
    &\quad - \frac{\Gamma_2}{2\pi} \frac{1}{1 + \delta} \frac{(x_1 - x_2) K_1 \left( \left( (x_1 - x_2)^2 + (y_1 - y_2)^2 \right)^{1/2} \right)}{\left( (x_1 - x_2)^2 + (y_1 - y_2)^2 \right)^{1/2}} . \\
    \end{align*}
\]  

(5.5)

Equivalently, the magnitudes of the propagation velocities, \(u_2\) and \(u_1\), of each vortex component are given by

\[
|u_2| = \frac{\Gamma_1}{2\pi} \frac{\delta}{1 + \delta} \left( \frac{1}{d} - K_1(d) \right) ,
\]  

(5.6)

and

\[
|u_1| = \frac{\Gamma_2}{2\pi} \frac{1}{1 + \delta} \left( \frac{1}{d} - K_1(d) \right) .
\]  

(5.7)

Note that, in general \(|u_1| \neq |u_2|\) and the hetons follow a curved path as demonstrated by Hogg and Stommel [1985]. However, it is possible for \(|u| \equiv |u_1| = |u_2|\) and hence the heton to travel in a straight line. In this case, the ratio of the layer depths and the heton circulations are related, i.e. equating (5.2) and (5.4) gives

\[
\Gamma_2 = -\delta \Gamma_1 .
\]  

(5.8)

Figure 5.2 shows how the magnitude of this self-propagation velocity, \(|u|\), of a heton (traveling in a straight line) varies with the separation for the case when \(\delta = 1\) and \(|\Gamma| = 1\), where \(\Gamma = \Gamma_1\) or \(\Gamma_2\). Note that this velocity is bounded for a heton whereas the propagation velocity for a dipole increases without bound as the separation is decreased. For the heton, the separation for which
the propagation velocities are a maximum can be found by differentiating either (5.6) or (5.7) with respect to \( d \), analytically. The resulting expression is equated to zero which gives a transcendental equation for \( d \) which is solved numerically. This distance is independent of \( \Gamma \) and \( \delta \) and occurs at \( d \approx 1.11 \).

![Figure 5.2: Self-propagation velocities for a heton (solid) and a dipole (dashed). These were found using equation (5.6) or (5.7) with \( \delta = 1 \) and \( |\Gamma| = 1 \), where \( \Gamma = \Gamma_1 \) or \( \Gamma_2 \).](image)

Vortex pairs (both single layer and hetons) have the ability to trap and transport anomalous fluid large distances and are therefore a potentially important transport mechanism in the ocean. Indeed, Hogg and Stommel [1985] coined the term ‘heton’ since a heton transports heat in the direction of movement of the vortex pair. For example, an anticyclonic (\( \Gamma < 0 \)) vortex in the upper layer will cause the interface between the two layers to be depressed at its centre and can thus be considered a warm anomaly. As stated in section 3.2 point vortices can be thought of as local anomalies (delta-functions) in the potential vorticity. To conserve potential vorticity, equations (3.1) and (3.2), the height of the vortex must be such that it compensates for the change in vorticity. This so called vortex stretching will have the effect of raising/lowering
the interface between the layers accordingly. Associated with the expansion (compression) of the upper layer is a warming (cooling). A cyclonic ($\Gamma > 0$) vortex in the lower layer is also warm as it causes the interface to be pulled down. This is precisely the arrangement of a heton (figure 5.3(a)) and thus the interface deformations or, equivalently, heat is transferred as the heton self-propagates. (Note, there is an analogous cold heton, figure 5.3(b).) Hogg and Stommel [1985] have calculated the relationship between the magnitude of the heat transported by a heton and the heton strengths and separation.

![Figure 5.3: Some heton arrangements and the interface deformations they cause. (a) A hot heton. (b) A cold heton. (c) An anti-heton. Following Hogg and Stommel [1985], the $\pm$ signs represent the sign of the circulation. Warm anomalies are denoted $H$ and cold anomalies, $C$.](image)

Hogg and Stommel [1985] derive coupled ordinary differential equations for the trajectories of pairs of hetons. These are then solved numerically and the behaviour of the trajectories as $\delta$, the heton strength and deformation radii vary, is discussed. They examine the interactions of hot-cold, hot-hot and cold-cold heton pairs. They also examine the dynamics of anti-hetons (figure 5.3(c)). These are a system of two vortices, one in each layer but having the same sign circulation. They tend to rotate about their centre rather than propagate large distances and hence will not be investigated here. Hogg and Stommel [1985] did not consider heton interaction with boundaries although, by symmetry, their hot-cold heton interaction results (their figure 3) could
be used to interpret motion of hetons near an infinitely long wall (occupying both layers) by employing the 'method of images'. This section aims to extend their study by examining heton motion near large scale topography of the type introduced in chapter 3.

Young [1985] also studied the interaction of two and four quasi-geostrophic vortices in a two-layer fluid, including hetons. As well as the trajectories of the component vortices, he examines the flow around hetons and dipoles. Importantly, he notes that an upper-layer (or lower-layer) dipole transports no lower-layer (upper-layer) fluid if \( d < 1.72 \). In contrast, the amount of trapped fluid transported by a heton increases as \( d \) decreases. Young [1985] examines heton collisions and also finds that hetons are able to 'exchange partners'.

Legg and Marshall [1993] use hetons to model the sinking and spreading phase of open-ocean deep convection. They used a 'cloud' of cold hetons to represent a patch of anomalously cold water resulting from open-ocean deep convection. Such 'clouds' were shown to be unstable and rapidly dispersed and thus represent a mechanism for the dispersal of cold water produced by deep convection.

More recent work on hetons has been done by Grynik et al. [2000] who studied three-dimensional hetons embedded in a continuously stratified fluid. Further, Sutyrin et al. [2003] present numerical evidence for deep flows influencing the dynamics of upper-layer vortices. It is of interest therefore to model the behaviour of structures having both upper- and lower-layer vorticity anomalies (e.g. hetons) near topography like that considered here.
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5.2 Problem formulation

The case where the heton self-propagation velocity is initially directed exactly perpendicularly towards the topography is investigated. Hetons which are initially incident at some non-right angle are not considered here. That is, each vortex comprising the heton induces an equal velocity on the other, which is normal to the topography. The depth ratio, δ, and the heton vortex strengths, Γ₁ and Γ₂, must be related through equation (5.8).

Note also, then, that initially v₁ = v₂ = 0 and, in terms of the upper-layer vortex parameters,

\[ u₁ = u₂ = \frac{Γ₁}{2π} \frac{δ}{1 + δ} \left( \frac{1}{2y₁} - K₁(2y₁) \right), \quad (5.9) \]

where without loss of generality y₁ = −y₂. Note that sgn u₁ = sgn u₂ = sgn Γ₁ (see figure 5.2) and so Γ₁ < 0 (or Γ₂ > 0) for u₁ = u₂ < 0, i.e. a heton starting to the right of the topography (x > 0) propagates toward the topography.

In a sense, the following numerical experiments are more natural than those of chapter 4 in that the heton propagates in from infinity and so avoids the question, which arises in the single vortex case, of how the vortex came to be close to the topography in the first instance.

5.3 Results

A similar contour dynamics investigation is performed on the heton as was used for the single vortex case in chapter 4. The algorithm is adapted to include the effects of each vortex on the other (occupying a different layer), namely equations (5.2)–(5.5).

Figure 5.4 shows the heton trajectories for various depth ratios, δ, with Γ₁ = −1. In this case, the upper-layer vortex component of the heton is circulating
clockwise (anticyclonically) and is initially located at \( (x_1, y_1) = (2, 0.25) \) and the lower-layer vortex is circulating anticlockwise (cyclonically) and is initially located at \( (x_2, y_2) = (2, -0.25) \). In the absence of topography this two-layer vortex structure will propagate steadily in the negative \( x \)-direction. The upper-layer vortex path is indicated by the solid line and the filled circles represent the position of the upper-layer vortex at 10 time unit intervals. The lower-layer vortex path is indicated by the dashed line and the empty circles give the position of the lower-layer vortex at the same intervals. For the \( \delta = 0.2 \) case (figure 5.4(a)), runs up to \( t = 100 \) can be performed before end-effects produce inaccuracies. For \( \delta = 1 \) (figures 5.4(b)) runs up to \( t = 70 \) are possible and for \( \delta = 5 \) (figures 5.4(c)), \( t = 40 \) is the maximum before significant end-effects occur.

Figure 5.4: Heton trajectories with \( \Gamma_1 = -1 \) for (a) \( 0 < t < 100, \delta = 0.2 \), (b) \( 0 < t < 70, \delta = 1 \) and (c) \( 0 < t < 40, \delta = 5 \). In all cases, the heton centre is initially located at \( (2, 0) \) and \( d = 0.5 \). The solid line indicates the path of the upper-layer vortex and the dashed line, the lower-layer vortex.

The heton is expected to propagate in the negative \( x \)-direction, towards the topography. As the heton approaches, the effect of the topography increases and the motion of the upper- and lower-layer vortices begins to evolve according to the theory developed in chapter 3. The lower-layer vortex will be mainly
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affected by its image which will cause it to be advected in the negative $y$-
direction. Meanwhile, the upper-layer vortex motion is mostly determined by
the deflected contour. This is clearly seen in figure 5.4(c), the $\delta = 5$ case. Here,
according to equation (5.8), there is a relatively weak (i.e. small circulation)
vortex in the upper layer and a strong (i.e. large circulation) vortex (with
a correspondingly strong image) in the lower layer. The image effect is not
so pronounced on the upper-layer vortex, therefore it remains in the vicinity
of any contour displacements (as mentioned in section 4.4) and will interact
with it in a nonlinear way. (See also figure 5.5 where each successive frame
represents the vortex position as shown by the circles in the vortex path plot.)
In this case, the upper-layer vortex and the deflected contour form a dipole
(figure 5.5, $t = 40$), which propagates in the positive $y$-direction and away from
the topography. The effects of the topography have caused the heton to split
and it can no longer be considered a coherent two-layer structure. The upper-
and lower-layer vortex paths (and to a large extent, the contour displacement)
exhibit similar characteristics to those seen in figures 4.6 and 4.4 respectively.
The heton splitting is also seen in the $\delta = 0.2$ and $\delta = 1$ cases (figures 5.4(a)
and (b)). The splitting takes longer to occur in these two cases because the
heton translation speed is proportional to $\delta/(1 + \delta)$ (equation (5.9)) hence
smaller depth ratios give smaller velocities perpendicular to the topography,
so it takes a longer time for the vortices to reach the region where topographic
effects become noticeable.

As mentioned in section 5.1, these results are similar, at least for the lower-
layer vortex, to those in Hogg and Stommel [1985] (their figure 3), where they
consider the interaction of (initially untilted, i.e. zero separation) hot and cold
hetons of equal strength. In both Hogg and Stommel [1985] and figure 5.4
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Figure 5.5: Contour displacement for $0 < t < 40$, $\delta = 5$ and $\Gamma_1 = -1$. The heton centre is initially located at $(2, 0)$ and $d = 0.5$. The cross indicates the position of the upper-layer vortex and the star, the lower-layer vortex.

the hetons split as they approach each other or the topography. However, the subsequent behaviour of the upper-layer vortex for this experiment differs in that it is reflected via the dipole mechanism.

The polarity of the heton is now reversed. That is, the upper-layer vortex component of the heton is circulating anticlockwise (cyclonically) and is initially located at $(x_1, y_1) = (2, -0.25)$ and the lower-layer vortex is circulating clockwise (anticyclonically) and is initially located at $(x_2, y_2) = (2, 0.25)$. Figure 5.6 shows the heton trajectories for various depth ratios, $\delta$, with $\Gamma_1 = 1$. The initial path of the heton is as in the $\Gamma_1 = -1$ case, namely towards the topography. Also, as before, for the $\delta = 0.2$ case (figure 5.4(a)), runs up to $t = 100$ can be performed before end-effects produce inaccuracies. For $\delta = 1$
and $\delta = 5$ (figures 5.4(b) and (c)) runs up to $t = 70$ and $t = 40$, respectively, are possible before significant end-effects occur.

![Figure 5.6: Heton trajectories with $\Gamma_1 = 1$ for (a) $0 < t < 100$, $\delta = 0.2$, (b) $0 < t < 70$, $\delta = 1$ and (c) $0 < t < 40$, $\delta = 5$. In all cases, the heton centre is initially located at $(2, 0)$ and $d = 0.5$. The solid line indicates the path of the upper-layer vortex and the dashed line, the lower-layer vortex.][1]

Figures 5.6(a), (b) and (c) all exhibit a similar splitting to the $\Gamma_1 = -1$ case. The reasons for this behaviour are also the same. The lower-layer vortex (circulating in the opposite sense to before) is now advected in the positive $y$-direction by the action of its image and the upper-layer vortex remains local to, and is advected by, the contour displacements.

Again, figure 5.6(c) which has the largest value of the depth ratio shows this behaviour most dramatically due to the larger perpendicular speeds. Figure 5.7 shows the contour displacement for this particular run. That is, $0 < t < 40$, $\delta = 5$ and $\Gamma_1 = 1$.

It is worth noting that, in the $\Gamma_1 = -1$ case, the anticyclonic upper-layer vortex tears fluid from the shallow side of the step forming a dipole which back reflects, much like the single vortex experiment of figure 4.6. For $\Gamma_1 = 1$ it therefore might be expected that the upper-layer component of the heton crosses the step as in figure 4.7. However, this is not the case. The upper-
Figure 5.7: Contour displacement for $0 < t < 40$, $\delta = 5$ and $\Gamma_1 = 1$. The heton centre is initially located at $(2, 0)$ and $d = 0.5$. The cross indicates the position of the upper-layer vortex and the star, the lower-layer vortex.

The lower-layer vortex, being a cyclone, tends to propagate parallel to the step rather than cross it. This is because the upper-layer vortex is far enough from the topography as to be unable to wrap up the contour and the linear result of a upper-layer vortex and its associated localised disturbance in the contour propagating in the negative $y$-direction ensues.

Again, this behaviour is similar to that of Hogg and Stommel [1985] in their interaction of a hot and cold heton with equal strengths. Differences between this experiment and theirs arise due to the fact that vortex components don’t have equal strength, i.e. these satisfy (5.8). The trajectories are also influenced by the contour deflections, in particular when the upper-layer vortex is an anticyclone.
5.4 Discussion

Motivated by the work of chapters 3 and 4, where the motion of a point vortex near large amplitude topography in a two-layer fluid was studied, in this chapter, the motion of an arrangement of two vortices (called a heton) near similar topography was investigated. It is emphasised that this arrangement of vortices provides a natural mechanism for vortices to come close to and interact with the step rather than just 'switching on' vortices as was required in chapters 3 and 4.

Studies were restricted to the case where the heton motion is initially perpendicular to the topography. Contour dynamics results showed that the heton splits regardless of the polarity of the heton. Once the heton gets close to the topography, as in chapter 4, the lower-layer vortex moves under the influence of an 'image' in the topography and the upper-layer vortex remains local to disturbances in the potential vorticity across the contour and exhibits nonlinear behaviour. Depending on the polarity of the heton, the upper-layer vortex may form a dipole with fluid torn from the shallow side or propagate parallel to the topography. As expected and required, the motion subsequent to splitting (of the vortices originally comprising the heton) and the evolution of the contour is found to be consistent with that of chapter 4. There are some differences (i.e. the upper-layer vortex in figure 5.7 doesn't cross the step) which are due to the differing vortex strengths.
Chapter 6

The motion of a dipole near large amplitude topography in a two-layer fluid

6.1 Introduction

A configuration of two vortices in the same layer is called a dipole. Dipoles are much studied and interesting structures since they are able to trap and transport fluid large distances, see for example Lamb [1932] and Batchelor [1967]. Moreover, they are relatively stable structures. For example, Gorkhov et al. [2000] demonstrate analytically that dipoles consisting of vortex patches remain coherent when subject to perturbations in the background flow whereas monopoles tend to destruct. Further, as in the numerical experiments of McWilliams [1990b] (see his figure 1), they can arise from ‘chaotic’, turbulent, random, initial conditions and persist for long times (see also McWilliams 1990a). They are, in a sense, attractors of the flow. Dipoles consisting of vor-
tices with the same sign circulation rotate about their centres, whereas dipoles consisting of equal and opposite sign vortices advect each other along parallel paths. The self-propagation velocity of a dipole increases as the separation between the vortices decreases. This has already been demonstrated (in figure 5.2) for a dipole located in one layer of a two-layer fluid.

Given that they have the ability to self-propagate large distances, oppositely signed dipoles will invariably encounter varying topography and barriers. In the absence of viscous effects, Saffman [1979] shows, both analytically and numerically, that a symmetrical dipole consisting of two patches of oppositely signed vorticity propagating towards a plane wall at right angles must approach the wall monotonically, i.e. the velocity of the (centroids of the) vortices towards the wall does not change sign. The vortices begin to separate under the action of the image vorticity in the wall and the motion of their centres asymptote to a straight line parallel to the wall as they propagate in opposite directions. A lower-layer dipole approaching the large amplitude topography studied here is expected to exhibit similar behaviour.

In contrast to the results of Saffman [1979], the numerical investigations of Orlandi [1990] show that dipoles approaching walls may rebound if the effects of viscosity are included. The dipole rebounds due to the creation of vorticity at the wall in a viscous boundary layer, i.e. this vorticity sheet at the wall becomes unstable and detaches from the wall due to the influence of the dipole. The sheet forms two vortices which pair up with the original dipole (each new pair consisting of two oppositely signed vortices) and stop its constituent vortices splitting and propagating away from each other, parallel to the wall. Instead the new pairs form two dipoles which propagate away from the wall. Further motions are discussed in more detail in Orlandi [1990]. Viscosity will not
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be considered in the present study. However, potential vorticity conservation can produce oppositely signed vorticity in inviscid fluids (as in their boundary layer) which will in turn effect the resultant motion of dipoles. For example, the potential vorticity in the numerical and laboratory experiments of Carnevale et al. [1997] is generated by the β-effect. Dipoles approaching a wall advect fluid parallel to the wall (due to image effects) this fluid in turn acquires relative vorticity as potential vorticity is conserved (owing to the β-effect) creating new dipoles which reflect away from the wall. In this work the topography plays an analogous role to the β-effect and the associated potential vorticity conservation will influence the subsequent motion of dipoles.

Experimental studies of dipoles have been conducted by Couder and Basdevant [1986], among others. They find dipoles are produced spontaneously in the turbulent wake field in a thin soap film and can transport energy from one area to another. The study of dipoles (like that of hetons) is therefore relevant and important to transport processes in the ocean.

Oceanic observations of dipoles are described in Merrell and Morrison [1981]. They observed an anticyclone and a cyclone in close proximity in the western Gulf of Mexico near the steep topographical gradients there. This ‘dipole’ was able to transport fluid eastward at the significant rate of $29.7 \times 10^6 \text{ m}^3 \text{s}^{-1}$. Also, Vidal et al. [1994] have observed cyclonic-anticyclonic-cyclonic systems (also in the Gulf of Mexico) which dominate the local circulation. Systems of interacting vortices, including dipoles, are observed and therefore have important oceanic applications.

Recently, Johnson and McDonald [2004c] have studied, analytically and numerically, the motion of dipoles comprising of both singular vortices and vortex patches in a one-layer non-rotating fluid with a rigid-lid (and so differ-
ences between their study and that presented in this chapter are expected. They find that dipoles approaching normally to step topography separate as they cross from deep to shallow water. If, on the other hand, they approach from shallow to deep water the separation between the vortices comprising the dipole decreases and it accelerates. Importantly, they found that point vortices, in most circumstances, well-modeled the trajectories of the centroids of finite area vortex patches.

Further, Richardson [2000] has investigated the motion of dipoles over continuously varying topography in a non-rotating fluid. He finds that isolated vortices propagate along isobaths and the effect of topography on a dipole is to reduce or increase the separation between the component vortices, producing larger (or smaller) propagation speeds depending on whether they are translating from shallow to deep fluid or vice versa, respectively.

In this chapter the motion of vortex configurations near large amplitude topography is further investigated by examining the behaviour of dipoles. Both lower- and upper-layer dipoles incident at right angles to the isobath are considered in sections 6.2 and 6.3 respectively.

6.2 Lower-layer dipoles

In chapter 4 the motion of single point vortices near large amplitude topography was investigated. Vortices were 'switched on' a certain distance away from the topography and the subsequent motion was investigated. The dominant motion was parallel to the step and topographic waves could be radiated depending on the sign of the vortex circulation. Rather than just 'switching on' vortices, the self-propagation of dipoles provides a natural mechanism for vortices to approach topography. It is therefore possible and of interest to
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compare the motion of dipoles approaching topography to the single vortex experiments of chapter 4. The most direct comparison can be made between the motion of lower-layer vortices and lower-layer dipoles since a dipole in the lower-layer is expected to split under the action of its image and the two vortices subsequently propagate independently and parallel to the step as the single vortices of chapter 4 (The motion of upper-layer dipoles which may not split and therefore exhibit different behaviour from single upper-layer vortices will also be compared in section 6.3.).

To, fairly, quantitatively compare single lower-layer vortices and lower-layer dipoles (after splitting) the dipole is required to propagate at approximately the same distance from the topography as does the single-layer vortex of chapters 3 and 4. The initial lower-layer dipole parameters must therefore be carefully chosen. These parameters are calculated by appealing to an approximation of the streamfunction of a lower-layer dipole.

The streamfunction in the lower layer of a lower-layer dipole near large amplitude topography in a two-layer fluid may be approximated by replacing the topography with a wall which extends throughout the depth of both layers. Exact streamfunctions would include effects owing to the deflections of the upper-layer contour. These effects are, however, negligible for small depth ratios (see equations (3.82) and (3.83) and figure 3.10).

The streamfunction for a lower-layer dipole near a wall is given by adding four streamfunctions, two corresponding to the dipole itself and two more due to its image in the topography. In this case, the dipole streamfunction is made up of two vortices with equal and opposite circulation, themselves each satisfying equation (3.12), i.e. each of the four components of the total dipole
streamfunction has the form
\[
\psi_2 = \frac{1}{1 + \delta} \frac{\Gamma}{2\pi} \log \left( \left( (x - x')^2 + (y - y')^2 \right)^{1/2} \right) \\
- \frac{\delta}{1 + \delta} \frac{\Gamma}{2\pi} K_0 \left( \left( (x - x')^2 + (y - y')^2 \right)^{1/2} \right),
\] (6.1)
where \((x', y')\) is the location of the relevant vortex and the circulation, \(\Gamma\), is defined as figure 6.1. Without loss of generality, the dipole centre is assumed

to coincide with the \(x\)-axis. By symmetry, for the \(\delta = 0\) case, the dipole centre will lie on \(y = 0\) for all time and the dipole streamfunction, \(\psi_D\), is given by
\[
\psi_D = \psi_2(\Gamma, x, y, x', y') + \psi_2(-\Gamma, x, y, x', -y') \\
+ \psi_2(-\Gamma, x, y, -x', y') + \psi_2(\Gamma, x, y, -x', -y'),
\] (6.2)
where, due to the choice of topography, \(x' > 0\), again see figure 6.1.

The motion of (each vortex component of) the dipole may now be calculated from (6.2) by examining the gradient of \(\psi_D\) less the singular part of the
streamfunction at the vortex under consideration, all evaluated at the vortex centre, i.e. the gradient of

\[ \psi_D(x', y') = \psi_2(-\Gamma, x = x', y = y', x', -y') + \psi_2(-\Gamma, x = x', y = y', -x', y) + \psi_2(\Gamma, x = x', y = y', -x', -y'). \]  

(6.3)

Using (6.1) this becomes

\[ \psi_D(x', y') = -\frac{\Gamma}{2\pi} \frac{1}{1 + \delta} \left( \log(2x') + \log(2y') - \log(2\sqrt{x'^2 + y'^2}) \right) \]
\[ + \frac{\Gamma}{2\pi} \frac{\delta}{1 + \delta} \left( K_0(2x') + K_0(2y') - K_0(2\sqrt{x'^2 + y'^2}) \right). \]  

(6.4)

Recall that, to compare with the single point vortex experiments, each vortex component of the dipole should end up a distance \( x' = 0.5 \) from the topography. For the \( \delta = 0 \) case the parameters required for this are straightforward to calculate. The method is detailed in Lamb [1932] and reproduced here for completeness. The velocities of the vortex centre are given by differentiating (6.4), i.e.

\[ u' = -\frac{\partial \psi_D}{\partial y'} = \frac{dx'}{dt} = \frac{\Gamma}{2\pi \frac{1}{y'}(x'^2 + y'^2)}, \]  

(6.5)

and

\[ v' = \frac{\partial \psi_D}{\partial x'} = \frac{dy'}{dt} = -\frac{\Gamma}{2\pi \frac{1}{x'}(x'^2 + y'^2)} \]  

(6.6)

Dividing (6.6) by (6.5) yields a separable differential equation for the vortex centre \((x', y')\),

\[ \frac{dx'}{x'^3} + \frac{dy'}{y'^3} = 0, \]  

(6.7)

which has solution

\[ \frac{1}{x'^2} + \frac{1}{y'^2} = K, \]  

(6.8)

where \( K \) is an arbitrary constant. This solution is depicted in figure 6.2 for different values of \( K \) (see also Johnson and McDonald 2004c). As \( t \to \infty \),
$y' \to \pm \infty$ and to compare with the single vortex experiments of chapter 4 it is required that $x' \to 0.5$. Substituting these values into equation (6.8) gives $K = 4$. Therefore, choosing a dipole starting at $x' = 2$, for example, requires initial values of $y'$ given by

$$y' = \pm \frac{1}{\sqrt{4 - (1/2)^2}} = \pm \frac{2}{\sqrt{15}}.$$  \hspace{1cm} (6.9)

If $\delta \neq 0$ the parameters are found by examining the level curve of (6.4) which passes through $x_p = 0.5$. (Recall that this is an approximation of the streamfunction of a lower-layer dipole with the topography replaced by a wall.) In general, the particular level curve of (6.4) that passes through $(x_p, y_p)$ is a solution to the equation

$$\psi_D(x', y') - \psi_D(x_p, y_p) = 0.$$  \hspace{1cm} (6.10)
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Assuming \( |y_p| \to \infty \), (6.10) becomes

\[
\frac{1}{2} \log \left( \frac{x_p^2}{x'^2} + \frac{x_p^2}{y'^2} \right) \\
+ \delta \left( K_0(2x') + K_0(2y') - K_0 \left( 2 \sqrt{x'^2 + y'^2} \right) - K_0(2x_p) \right) = 0. \tag{6.11}
\]

Now given a depth ratio, \( \delta \) and choosing the dipole to start at \( x' = 2 \) and such that each vortex comprising the original dipole asymptotes to a distance \( x_p = 0.5 \) from the topography, the initial dipole separation, \( 2y' \), can be found by solving (6.11) numerically. Figure 6.3 shows the variation of this initial dipole separation as the depth ratio, \( \delta \) is varied given that \( x_p = 0.5 \) and \( x' = 2 \). As \( \delta \to \infty \) the value of \( d \to 1.0024 \) as shown by the dashed asymptote in figure 6.3. Further, observe that, as expected, for \( \delta = 0 \) the initial separation \( d = 4/\sqrt{15} \approx 1.0328 \), which is exactly the same as derived using the method detailed by Lamb [1932], equation (6.9).

Again note, equation (6.11) and figure 6.3 don’t take into account the effect the displacements of upper-layer fluid have on the position of the lower-layer vortices. However, these effects are small (see the vortex back-reaction section 3.5.3) and for the purposes of comparing dipole paths with the single-layer vortex experiments of chapter 4, (6.11) provides an excellent first approximation of \( 2y' \) for a dipole passing through \( x_p \).

Again the contour dynamics algorithm is used to investigate the response in the upper layer as a lower-layer dipole approaches the topography and, in turn, the effects any upper-layer displacements have on the motion of the lower-layer dipole. As in chapter 5, the contour dynamics algorithm has to be modified to include the effects of each vortex on the other (occupying the same the layer), namely equation (6.4).

Figure 6.4 shows the contour evolution for a lower-layer dipole with \( \delta = 0 \)
Figure 6.3: Variation of initial dipole separation, \( d \), required for the vortices to asymptote toward \( x = 0.5 \) with the ratio of the layer depths, \( \delta \). The value of \( d \) corresponding to the limit \( \delta \to \infty \) is represented by the dashed asymptote.

and \( \Gamma = -1 \) (with \( \Gamma \) defined as in figure 6.1). The dipole is initially located at \( x' = 2 \) and self-propagates in the negative \( x \)-direction. It subsequently splits under the influence of its image when sufficiently close to the topography (as the method of images and analytical streamlines (figure 6.2) predict, see also Saffman 1979). The initial separation of the dipole is such that \( x' \to 0.5 \) as \( t \to \infty \) (calculated from (6.11)). In this way, comparison with figures 4.2 and 4.4 is possible. As in figure 4.2 the anticyclonic component of the dipole is advected in the positive \( y \)-direction. It causes a disturbance in the contour which remains localised near the vortex. The cyclonic part causes another disturbance (of opposite sign, as in figure 4.4) which propagates in the negative \( y \)-direction with the cyclonic vortex and a steady topographic wave develops in its wake. Note that, as expected, magnitudes and wavelengths of the initial disturbances and the topographic waves of figures 4.2, 4.4 and 6.4 are in excellent agreement.
Figure 6.4: Evolution of the contour for a lower-layer dipole with \( \delta = 0 \) and \( \Gamma = -1 \). The dipole centre is initially located at \((2, 0)\) and \( d = 4/\sqrt{15} \) such that the vortices end up at \( x_p = 0.5 \).

Figure 6.5 shows lower-layer dipole trajectories for various depth ratios. In each case \( d \) is calculated using equation (6.11) so that the vortices end up at \( x_p \approx 0.5 \). The final \( x \)-displacement (in the \( \delta = 0 \) case) is not exactly 0.5 due to end effects. The lower-layer vortices can be made to asymptote to exactly 0.5 by increasing the length of the topography, however, this increases computing time, hence the compromise shown here. The symbols represent the positions of the lower-layer dipoles at 10 time unit intervals. Figure 6.5 compares well with figures 4.3 and 4.5. As in figure 4.5, the cyclonic component is advected in the negative \( y \)-direction. Also, as \( \delta \) is increased the vortex spends more time in the vicinity of any transient waves causing increasingly significant displacement in the \( x \)-direction. The anticyclonic component is advected in
Figure 6.5: Lower-layer dipole trajectories for $0 < t < 100$. The initial separation $d$ is calculated so that each vortex ends up at $x_p \approx 0.5$. Other parameter values are $\Gamma = -1$, $x' = 2$, $\delta = 0$ (solid line), $\delta = 0.1$ (dotted line), $\delta = 0.2$ (dashed line) and $\delta = 0.5$ (dot-dashed line). The symbols represent the positions of the lower-layer dipoles at 10 time unit intervals.

the positive $y$-direction and behaves in a similar way to those in figure 4.3 as $\delta$ is increased due to the transient wave effects. Note that, in contrast to section 4.2 where anticyclonic vortices are unable to produce, and therefore be affected by, topographic waves, the generation of topographic waves by a dipole (figure 6.4) can affect both the constituent cyclonic and anticyclonic vortex trajectories.

6.3 Upper-layer dipoles

In chapter 4 the length of time over which the contour dynamics experiments could be performed was restricted due to end effects. In contrast, in this section, that time is restricted by the number of nodes. Due to the highly non-
linear nature of the interaction between the contour and upper-layer vortices, the number of nodes quickly becomes unmanageable. Nonetheless, interesting conclusions can be drawn. The behaviour of upper-layer dipoles depends on whether they approach the topography from the deep \((x_0 > 0)\) or the shallow \((x_0 < 0)\) side. Each case is treated separately.

**6.3.1 \(x_0 > 0\)**

Figure 6.6 shows the contour evolution for an upper-layer dipole with initially positive \(x\)-position for the case where \(\delta = 0.2\) and \(\Gamma = -1\) (and defined as in figure 6.1). This value of \(\delta\) is the most realistic for oceanic applications and so it could be expected that dipoles approaching steep topography would be deflected in this way (see also chapter 7). It is observed that the dipole prop-
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Figure 6.6: Evolution of the contour for an upper-layer dipole with \(\delta = 0.2\) and \(\Gamma = -1\). The dipole centre is initially located at \((2, 0)\) and \(d = 0.5\).
agates towards the topography causing displacements of the contour initially overlying the step \((t = 5)\). Once the vortices cross the topography they begin to turn clockwise as they are engulfed by fluid rotating clockwise (due to the conservation of potential vorticity) itself having been advected from the shallow to the deep side of the step \((t = 10)\), see also figure 6.8, which depicts a blow up of this particular frame showing the directions of the rotation of different parts of the fluid. The dipole reverses direction and returns to the shallow region dragging fluid with it. Now, the structure is wrapped again by anticlockwise rotating fluid \((t = 15)\) which acts to deflect the dipole back towards the topography \((t = 20)\). The dipole might be expected to continue oscillating over the step due to the periodic wrapping of the contour, however, in this case the subsequent motion is almost parallel to the topography \((t = 25)\). This is due to the fact that for small \(\delta\), relatively little secondary entrainment occurs once the dipole returns to the shallow region, i.e. little wrapping of ambient fluid about the dipole \((t = 15)\), and the dominant motion of the dipole after returning to the shallow region is due to its self-propagation parallel to the topography.

Figure 6.7 shows the upper-layer dipole trajectories for various depth ratios, \(\delta\), for a dipole approaching from the deep side of the topography \((x_0 > 0)\) also with \(\Gamma = -1\). For the \(\delta = 0.2\) case, runs up to \(t = 30\) only, can be performed until the number of nodes becomes unmanageable. For \(\delta = 1\), \(t = 25\) is the maximum and for \(\delta = 5\), \(t = 20\). The filled circles represent the position of the upper-layer dipole at 5 time unit intervals, i.e. for \(\delta = 0.2\) the circles correspond exactly to the position of the dipole shown in each successive frame of the contour plot, figure 6.6.

In each case the dipole propagates towards the topography and at least one
Figure 6.7: Dipole trajectories with $\Gamma = -1$ for (a) $0 < t < 30$, $\delta = 0.2$, (b) $0 < t < 25$, $\delta = 1$ and (c) $0 < t < 20$, $\delta = 5$. In all cases, the dipole centre is initially located at $(2, 0)$ and $d = 0.5$. The filled circles represent the position of the upper-layer dipole at 5 time unit intervals.

vortex crosses it. They begin to turn clockwise as explained above and reverse direction. For the $\delta = 1$ case (figure 6.7(b)) this process continues, creating the oscillating path alluded to above. As the process continues the oscillations become less dramatic due to the 'shielding' (or reduced net circulation) effect the wrapped up contour has on the dipole. Note that now the dipole remains a coherent structure, i.e. in contrast to the lower-layer example, it does not split. This is especially true for the $\delta = 0.2$ and $\delta = 1$ cases.

As the ratio of the layer depths, $\delta$, increases more fluid can be wrapped around the dipole and hence the dipole will stay in the vicinity of any further contour disturbances. Therefore for small $\delta$ (figures 6.7(a) and 6.6 where $\delta = 0.2$) relatively little secondary wrapping occurs and the dominant motion of the dipole after returning to the shallow region is in the positive $y$-direction, due to self-propagation. For large $\delta$ (figure 6.7(c) where $\delta = 5$) much fluid is entrained and the dipole quickly becomes shielded. Therefore, the subsequent motion is due to a shielded dipole which behaves as if it is circulating in one sense only and hence doesn't self propagate, rather, it remains local to any
further contour displacements.

The oscillatory behaviour of propagating dipoles about potential vorticity gradients has also been observed by Nycander and Isichenko [1990], Hesthaven et al. [1993] and Zabusky and McWilliams [1982]. Nycander and Isichenko [1990] and Hesthaven et al. [1993] describe the motion of (tilted) dipoles in a constant potential vorticity gradient (due to the \( \beta \)-effect) and find oscillations due to the periodic trapping and release of fluid particles by the dipole. Both Nycander and Isichenko [1990] and Hesthaven et al. [1993] consider dipoles consisting of point vortices both analytically and numerically, however Nycander and Isichenko [1990] study the short time oscillatory motion whereas Hesthaven et al. [1993] generalise to investigate the long time behaviour where the oscillations relax to a steady uni-directional propagation. The oscillations are caused by the \( \beta \)-effect in these works and are analogous to the topographic effects in the present study. Consequently, similar oscillatory and the subsequent relaxation behaviour is observed here. Hesthaven et al. [1993] also explain, through conservation of potential vorticity arguments, that eastward propagating dipoles are stable with respect to these oscillations whereas westward propagating dipoles are unstable to small perturbations, i.e. they perform a large loop, changing direction and become eastward propagating dipoles. Zabusky and McWilliams [1982] also find oscillatory motion in their analytical and numerical study of point potential-vortices on the \( \beta \)-plane. They also explain that the motion is due to the conservation of potential vorticity, i.e. they use a ‘modulated’ representation in which the vortices conserve their potential vorticity by allowing the strength of their circulation to vary, causing the oscillations.

Note that all dipoles, regardless of their strength, will turn back towards
the step once they have crossed it. A dipole consisting of vortices with large
circulations, $|\Gamma| \gg 1$, will ‘punch’ into the contour initially overlying the step,
however it will always drag fluid it which acts to turn it clockwise (figure 6.8).
Subsequently the dipole and fluid act as a single clockwise rotating structure.
Note that the effects of this turning may not be seen until large times for such
strong dipoles.

Figure 6.8: The upper-layer dipole and contour with $\delta = 0.2$ and $\Gamma = -1$ at
t = 10 (detail of figure 6.6, t = 10). The dipole turns back towards the step
under the influence of the clockwise rotating fluid (large bold arrow) which
has been advected from deep to shallow water. Note also the fluid rotating
anticlockwise (small bold arrow) which has been advected from shallow to
deep water. The vortex circulations within the dipole are indicted by the
small normal-weight arrows.
6.3.2 \( x_0 < 0 \)

Figure 6.9 shows a typical contour evolution for the upper-layer dipole with initially negative \( x \)-position and with \( \Gamma = 1 \) (referring to the vortex with \( y_0 > 0 \)). This particular figure depicts the \( \delta = 0.2 \) case. Clearly, the behaviour of a dipole with \( x_0 < 0 \) differs to the previous experiment, where \( x_0 > 0 \).

First, the dipole causes displacements of the contour initially overlying \( x = 0 \) \((t = 5)\) of the opposite sign to the \( x_0 > 0 \) case. However, in this case, only one vortex component of the dipole manages to cross the step, \( x = 0 \) \((t = 10)\). The vortex that remains on the shallow \((x < 0)\) side of the step is able to wrap up the contour consisting of fluid initially from the \( x > 0 \) region, this fluid is therefore rotating clockwise and in the opposite sense to the vortex itself. The result is a vortex-like structure with a net circulation less than that of
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the original vortex. This vortex is ‘shielded’ from the other vortex component of the dipole and they have a reduced influence on each other. Consequently the vortex which has crossed the step is also able to wrap up the contour \( t = 15 \), the fluid contained in which is again rotating in the opposite sense to the vortex, creating a further shielding. Thus, the vortices have a reduced net circulation and, therefore, reduced influence on one another, have no great \( y \)-displacement and propagate as if they are separate entities \( t = 20 \). The subsequent behaviour \( t = 25 \) is similar to that shown in chapter 4 in that anticyclones are located in \( x > 0 \) and cyclones in \( x < 0 \) for large times.

Figure 6.10 shows the upper-layer dipole trajectories for various depth ratios, \( \delta \), for a dipole starting on the shallow side of the topography \( x_0 < 0 \) also with \( \Gamma = 1 \) (referring to the vortex with \( y_0 > 0 \)). Again, for the \( \delta = 0.2 \) case, runs up to \( t = 30 \) only, can be performed until the number of nodes becomes unmanageable. For \( \delta = 1 \), \( t = 25 \) is the maximum and for \( \delta = 5 \), \( t = 20 \). Again, the filled circles represent the position of the upper-layer dipole at \( 5 \) time unit intervals.
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Figure 6.10: Dipole trajectories with \( \Gamma = 1 \) for (a) \( 0 < t < 30, \delta = 0.2 \), (b) \( 0 < t < 25, \delta = 1 \) and (c) \( 0 < t < 20, \delta = 5 \). In all cases, the dipole centre is initially located at \((-2, 0)\) and \(d = 0.5\). The filled circles represent the position of the upper-layer dipole at 5 time unit intervals.
Again, the dipoles propagate towards the topography, this time from the shallow side of the step. Only one vortex component of the dipole manages to cross the step \((x = 0)\). The other vortex reflects back and stays in the region \(x < 0\) for all time. The vortex that manages to cross the step performs a loop under the influence of the contour wrapped around it, and eventually the two components of the dipole split and they drift away from each other. After encountering the topography, there is no dominant motion in the \(y\)-direction owing to self-propagation as there is for a dipole approaching the topography from the deep side (figures 6.7(a) and 6.7(b)) since the dipole is no longer a coherent structure.

6.4 Discussion

This chapter further explores the motion of vortices near large amplitude topography in a two-layer fluid. In chapters 3 and 4 single vortices in either layer were investigated and in chapter 5 an arrangement of two vortices, one in each layer (a heton) was considered. Here the motion of dipoles (two vortices in the same layer) has been studied. As with hetons, dipoles are self-propagating and therefore also provide a mechanism for vortices to approach and interact with the step. Indeed, it has been shown that as lower-layer dipoles approach the topography, they split under the influence of their image and their subsequent behaviour is exactly as the single lower-layer point vortices of chapter 4 which were just ‘switched on’.

The motion of upper-layer dipoles, crucially, depends on which direction they approach the topography from. A dipole approaching the topography from the deep side of the step \((x_0 > 0)\) will, on reaching the topography, tend to perform oscillations about the step change while propagating toward the
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positive \( y \)-direction due to conservation of potential vorticity and the wrapping up of the contour. In contrast, a dipole approaching the topography from the shallow side \((x_0 < 0)\) tends to wrap up the contour more quickly and each vortex component of the dipole becomes shielded from the other. The vortices then evolve as separate entities.

The behaviour of the upper-layer dipoles compares well to other studies, notably Nycander and Isichenko [1990] and Hesthaven et al. [1993] for the oscillating \( x_0 > 0 \) case. For dipoles with \( x_0 < 0 \), where shielding is the dominant mechanism, similar effects are described by Valcke and Verron [1997].
Chapter 7

Applications and conclusions

In this chapter some of the results of the previous chapters are briefly applied to the real ocean before conclusions to part I are presented.

Typical on-shelf velocities produced by this model using parameter values appropriate to the western boundary of the Gulf of Mexico are estimated. Depths change from about 500 m to 2500 m in a relatively short distance giving $\delta = 500/2500 = 0.2$. (The upper-layer contour dynamics experiments in chapter 4 used this value of $\delta$.) For the Gulf of Mexico, $g' = 0.02$ m s$^{-2}$ (Gill 1982) and $f_0 = 6 \times 10^{-5}$ s$^{-1}$ giving $L_D = (g'H_1H_2/(H_1 + H_2))^{1/2}/f_0 \approx 50$ km.

A lower-layer eddy is chosen to situate at $L = 0.5 \approx 25$ km away from the step. Note that a typical value for the Rossby number is $Ro = 10^{-1}$ (and so quasi-geostrophic theory is a reasonable approximation), hence model speeds scale as $Ro f_0 L_D \approx 0.3$ m s$^{-1}$. In most of the model experiments, the size of the circulation is $|\Gamma| = 1$ giving single vortex propagation speeds, parallel to the topography, of $V \approx 0.05$ m s$^{-1}$. The velocity field measured at $x = -0.1 \approx 5$ km from the shelf break as the lower-layer vortex propagates past (parallel to the topography) can be calculated. Initially small velocities are measured,
due to the transient waves. Later, larger velocities ($\approx 1 \text{ cm s}^{-1}$) are generated as the vortex passes closest to the measuring station. These velocities are due to the steady localised image disturbance. Subsequently, regularly oscillating velocities ($\approx 0.8 \text{ cm s}^{-1}$) are measured due to the topographic wave in the wake of the eddy. The numerical model gives maximum velocities of $\approx 1 \text{ cm s}^{-1}$.

Thus, lower-layer vortices produce small velocities on the shelf. It is expected that upper-layer vortices will produce much more significant velocities, due to nonlinear interaction.

Loop Current Eddies in the Gulf of Mexico and their associated velocities may be described by this model. Loop Current Eddies initially propagate west across the Gulf owing to the $\beta$-effect whereupon they encounter steep continental shelf topography. Typically they then propagate parallel to the topography and radiate topographic waves much as is described in this part of the thesis. Loop Current Eddies are surface trapped vortices and, although linear theory doesn’t necessarily apply well to upper-layer vortices, the upper-layer model of section 3.6 is used to estimate Loop Current Eddy intensities, i.e. the length scale, $L_D \approx 50 \text{ km}$ is of the same order as the radii of Loop Current Eddies and $\Gamma$ could be chosen such that model eddies propagate at similar speeds to Loop Current Eddies ($0.05 \text{ m s}^{-1}$) and produce typical surface currents ($1-2 \text{ m s}^{-1}$).

Then, nonlinear simulations using contour dynamics could be performed to model subsequent Loop Current Eddy motions and topographic wave generation. As figures 4.6 and 4.7 indicate, large mixing effects in the vicinity of the step will occur as Loop Current Eddies impinge upon shelf topography and that subsequent dipole formation may influence the evolution. Indeed, motion of a Loop Current Eddy similar to that shown in figures 4.2 and 4.6 (i.e. parallel to topography) has been observed by Kirwan et al. [1984a] and
to some extent in the numerical simulations of Sutyrin et al. [2003]. Further, Cooper et al. [1990] have observed Loop Current Eddies that generate currents so strong that equipment has been damaged and lost. This is of concern to the offshore oil industry who have begun to drill in regions affected by Loop Current Eddies and provides motivation for modeling and predicting the motion of Loop Current Eddies detailed in part II.

In conclusion, the motion of single point vortices, hetons and dipoles near large amplitude topography has been studied. A linear theory was developed to describe the interaction of lower-layer vortices with topography. These analytical results are in excellent agreement with numerical experiments when describing the motion of single lower-layer vortices and lower-layer dipoles. An important conclusion is that lower-layer vortices admit topographic waves in their wakes, depending on the sign of their circulation.

The numerical algorithm (contour dynamics) was used to further investigate the nonlinear cases involving vortices in the upper layer, including single upper-layer vortices, hetons and upper-layer dipoles. Single vortices in the upper layer either cross the step or are reflected through a dipole mechanism, again, depending on their sign. In general, hetons split apart and the component vortices subsequently evolve as if they are separate entities. Upper-layer dipoles exhibit different behaviour depending on the direction from which they approach the topography. They either oscillate over the step or (like the hetons) separate.

While these chapters have only considered point vortices, it is worth noting that in the one-and-a-half layer problem of vortex interaction with topography, Dunn et al. [2002] and Dunn [2002] found that the behaviour of point vortices often compares well to that of vortex patches (with constant vorticity). John-
son and McDonald [2004a,b] have also found excellent agreement between the behaviour of barotropic point vortices and vortex patches interacting with non-trivial boundaries such as islands and gaps. Provided that the boundary of a vortex patch does not deviate too far from circular, Johnson and McDonald [2004a,b] are able to explain this close behaviour using ideas based on the vortex Hamiltonian. However, Zavala Sansón and van Heijst [2000], Sutyrin et al. [2001] and Herbette et al. [2003] find that the shape of a vortex patch can be greatly distorted when passing over (rather than close to) topography. Thus, a vortex patch may produce significantly different results to the point vortex experiment of figure 4.7, in particular.

It would be of interest to extend the present study to include the effects of a finite width shelf in the single-layer region and compare the effects of a continuous topography. Notably, Wang [1992] investigates the behaviour of vortices near exponential type topography and finds that many features of the interaction carry over to the continuously varying case. Sutyrin et al. [2003] studied the collision of Loop Current Eddies onto the shelf in the western region of the Gulf of Mexico. In their two-layer shallow water numerical simulations they found that the behaviour of the Loop Current Eddy depended critically on the width of the shelf.

Similarly, it would be of interest to examine the behaviour of hetons made up of patches of vorticity and the effects of different topography, e.g. shelves and continuous topography. Hetons consisting of patches of vorticity might be expected to split as in the point vortex case, the lower-layer component evolving according to its image in the topography. However, the upper-layer component may exhibit significantly different behaviour owing to the fact that it could distort. Also, Chao and Shaw [2000] have numerically examined the
behaviour of heton like structures made up of patches of vorticity on linearly sloping topography. They find that each component of the heton is able to tear the other apart and that the slope enhances this fission. Similar 'tearing' of hetons consisting of vorticity patches might be observed near large amplitude topography like that considered in this study. Further study could also include that of hetons and dipoles approaching the topography at an oblique angle.
Part II

Modeling and predicting the motion of Loop Current Eddies in the Gulf of Mexico
Chapter 8

Introduction and review

One of the dominant semi-permanent features of the circulation in the Gulf of Mexico is the intense Loop Current system in the eastern Gulf. A strong persistent current flows into the Gulf through the Yucatan Strait as the Yucatan Current and exits through the Florida Strait as the Florida Current. The clockwise flow extending into the Gulf to join the two is known as the Loop Current, see figure 8.1. The Loop Current periodically intrudes northward into the eastern Gulf of Mexico. It is suspected that near the maximum northward penetration of the Loop Current an instability occurs and a Loop Current Eddy is shed. These Loop Current Eddies are major warm core features of approximately 150 km in diameter that rotate clockwise (anticyclonically). Figure 8.2 shows one such eddy recently shed from the Loop Current. The eddy can be clearly made out in the contours of sea surface height anomaly. The colours indicate the deviation in height from the mean sea surface level, red being a large positive deviation through to blue, being a large negative deviation. The Loop Current Eddy corresponds to the large positive sea surface height anomaly centred on 27°N, 89°W. Notice that there are many other features,
both anticyclonic (e.g. older Loop Current Eddies) and cyclonic which may affect the motion and structure of Loop Current Eddies. The subsequent motion of a Loop Current Eddy is to follow a largely westward path across the Gulf until they hit the western boundary where they quickly dissipate through interaction with older Loop Current Eddies and the steep topography here (Kirwan et al. 1984a). It is vital to understand the paths that these Loop Current Eddies take as they transport vast quantities of salt, heat and mo-
mentum across the Gulf into the western deep water region. Also, locally, Loop Current Eddies give rise to large velocities which may disrupt offshore oil operations. The Gulf of Mexico is a particularly oil rich region and oil companies have invested much time and money into examining the structure, paths and currents due to Loop Current Eddies\(^1\). This gives the motivation to develop a predictive model of Loop Current Eddies. The aim is to discover

\(^1\)In fact, one such company is partly responsible for sponsoring this thesis.
if it is possible to deduce the characteristics of a distant eddy from a set of velocities measured at a given fixed location (e.g. an offshore oil platform). Further, prediction of the subsequent motion of the eddy and behaviour of the eddy induced currents at the given location is attempted by incorporating the major features of Loop Current Eddies into a simple model.

There exists a large amount of literature concerning Loop Current Eddies and their associated currents and trajectories. Here, a brief overview of some of the present research is given. From these, the major features of Loop Current Eddies can be identified. Further, there have been previous attempts to model eddies (in particular, Gulf Stream Rings and Loop Current Eddies) and a comparison of some of the models used is also presented here.

Using a summary of historical data sets of hydrographic data, Elliott [1982] was the first to track (three) Loop Current Eddies to the western boundary of the Gulf of Mexico. Loop Current Eddy length scales (average radius of 183 km), life spans (~ 1 year) and westward translational velocities (2.1 km day$^{-1}$ on average) are accurately quantified. Thus, Elliott [1982] is the first to document the large sizes of Loop Current Eddies and hence concludes that they must have a profound effect on the circulation of the Gulf of Mexico. Any account of the dynamics of the Gulf must, therefore, consider the effects of these rings.

Kirwan et al. [1984a] use satellite tracked drifters giving continuous data covering the movement and velocity characteristics of a Loop Current Eddy. Surface currents in excess of 50 cm s$^{-1}$, then the strongest measured to date, were observed.

As technology advanced, different and more accurate methods of observing eddies were developed. Vukovich and Crissman [1986] use continuous satellite
infrared data to derive characteristics of Loop Current Eddies. They compare the three westerly paths (figure 8.1) that Loop Current Eddies (observed to have diameters of 300-400 km) take across the Gulf. Temperature sections (deep water isotherms) show that significant currents due to Loop Current Eddies occur up to 800 m in depth. Furthermore they find that the eddy translation velocity across the Gulf of Mexico has distinct ‘sprints’ (8 km day$^{-1}$) and ‘stalls’ (4 km day$^{-1}$). Recently, Hamilton et al. [1999], who summarise measurements and characteristics of many Loop Current Eddies recorded over an extensive period, attribute these stalls to the interaction with vigourous lower continental slope cyclones. Note, in the models of chapters 9 and 10, the translational velocities are assumed to be constant.

As in the present work, Cooper et al. [1990] were motivated by the offshore oil industry who began to drill in areas suspected to be affected by Loop Current Eddies. They measured currents exceeding 2 m s$^{-1}$ which were strong enough to cause damage and loss of equipment. Forristall et al. [1992] extend the work of Cooper et al. [1990] by making further direct current measurements and are the first to observe the Loop Current to shed two eddies, essentially, at the same time.

A simple circular eddy model has been proposed by Flierl [1979] in which an upper layer of constant potential vorticity fluid overlies a stationary lower layer. The flows are not constricted to be quasi-geostrophic, thus the interface between the two layers is allowed to rise to the surface. Using potential vorticity arguments, it is found that the shapes of both warm core and cold core rings agree well with observations (of Gulf Stream Rings), although predicted velocities are too large. This, however, gives encouraging evidence that simple models, such as that developed in this part of the thesis, are useful in
describing oceanic rings such as Loop Current Eddies.

Cushman-Roisin et al. [1985] propose a time-dependent model of elliptical warm-core rings. As in Flierl [1979], a two-layer reduced-gravity model is used and the interface intersects the surface, i.e. warm eddies form lenslike structures embedded in a stationary ocean. The solution of the shallow water equations such that the depth is quadratic function of space and the velocity, a linear function, is chosen. This solution permits two forms for the time dependence. The first is a clockwise rotating, elliptical anticyclonic vortex of fixed shape. (This ‘rodon’ solution is similar to the present, though quasigeostrophic, model proposed in chapter 10 and indeed some properties of the two will be compared.) The second is a pulsating circular eddy. Note also that Cushman-Roisin [1986] use frontal geostrophic dynamics to derive the rodon solution. Young [1986] also obtains the rodon solution and further examines the waves excited in the underlying fluid by size, shape and orientation variations.

Models with more direct application to observed oceanic eddies are developed by Kirwan et al. [1984b] and Glenn et al. [1990]. Kirwan et al. [1984b] develop a model such that characteristics of Loop Current Eddies can be inferred from drifter tracks. They achieve good correlation between model and measured values of translational velocities, eccentricities and current magnitudes. Thus, their study provides evidence that the similar present problem of deducing Loop Current Eddy characteristics from a time series of velocity data should also produce promising results. Glenn et al. [1990] derive a warm core ring feature model and apply it to Gulf Stream Ring data. The data is modeled by an elliptic paraboloid with linearly increasing swirl velocity. Best fit model parameters are deduced and used to interpret the life history of a ring. Similar least squares best fit techniques are used here to deduce model
parameters of Loop Current Eddies.

Thus, the major features of Loop Current Eddies that are incorporated into the present model are a westward translation of a circular or elliptical shaped eddy confined to the upper few hundred metres of the ocean in solid body or near solid body rotation. The westward motion of the Loop Current Eddies across the largely constant depth western Gulf of Mexico is due to the local planetary curvature or $\beta$-effect (i.e. $\beta$ represents the effect of latitudinally varying Coriolis parameter). It is well known that in the absence of topography or advection by mean flow the internal dynamics of rings on a $\beta$-plane induce a translation velocity with a westward component (see McDonald 1999 for a review of this mechanism). Therefore, in the present model an eddy in near geostrophic balance is described by the displacement of the interface between the two layers of a one-and-a-half-layer fluid. In chapter 9 a simple circular model is assumed. Although oceanic rings are almost always observed to have an elliptical shape, the circular model has been shown to give a good first approximation (Warren 1967, Flierl 1979). The more complicated and realistic precessing, elliptic model is developed in chapter 10. The problem then is to construct expressions for the flow of fluid around this eddy. From these expressions the characteristics of the eddy (e.g. translational velocity, position) are derived using the model equations.
Chapter 9

Circular eddies

9.1 Introduction

In this chapter the equations by which the Gulf of Mexico is modeled are introduced. A circular eddy model is developed to simulate velocities generated by a Loop Current Eddy and the results are tested against both synthetically generated and actual data gathered in the Gulf.

This chapter is organised as follows. In the first section, the governing equations are stated and the model is formulated. The problem of determining the characteristics of this model from remotely measured data is examined in sections 9.3 and 9.4. The robustness of the model with respect to noise in the data is investigated in section 9.5, followed by application to actual Loop Current Eddy data in section 9.6. Finally, conclusions are presented in section 9.7.
9.2 The eddy model

The upper layers of the Gulf of Mexico in which Loop Current Eddies reside are assumed to be well approximated by a one-and-a-half-layer ocean model where an upper layer of fluid overlies a deep motionless lower layer. In the far-field, the non-dimensional equations governing the motion of an eddy in a reduced-gravity fluid on the $\beta$-plane are

$$u' + (u' \cdot \nabla) u' + k \left(1 + \beta y \right) \times u' = -\nabla \eta', \quad (9.1)$$

$$\eta' + \nabla \cdot [(1 + \eta') u'] = 0, \quad (9.2)$$

where $u' = u'e_x + v'e_y$ is the velocity field, and $\eta'$ is the displacement of the interface between the two layers from the background depth of unity, see Pedlosky [1987]. Variables have been made non-dimensional using the inverse of the Coriolis parameter, $f$, as the time scale, and the deformation radius, $L = (g'H)^{1/2}/f$, as the length scale, where $g'$ is the reduced gravity and $H$ is the undisturbed layer depth. The non-dimensional parameter $\beta$ is defined by $\beta = \beta L/f$. These equations are identical to (2.3) and (2.4) stated in the introduction to part I. Hence the model used in this chapter (and chapter 10) is also quasi-geostrophic in the far-field, where $u'$ is small, and the theory developed in chapter 2 is valid accordingly. Note that, in this and subsequent sections, it will be necessary to compare non-dimensional model parameters to real oceanographic data. In particular, the reduced gravity has a value of $g' = 0.02 \text{ m s}^{-2}$, the Coriolis parameter, $f = 6 \times 10^{-5} \text{ s}^{-1}$ and $\beta = 2.3 \times 10^{-11} \text{ m}^{-1} \text{s}^{-1}$ at Gulf of Mexico latitudes. The undisturbed layer depth is $H = 300 \text{ m}$. Hence, parameters are made dimensional by multiplying by the appropriate time scale, 0.2 days, length scale, 40 km, and speed scale, 2.5 m s$^{-1}$. 
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Figure 9.1 shows a sketch of the proposed eddy model. Here $r$ is the coordinate describing the radial distance of some measuring station, located at $(x_{ms}, y_{ms})$, from the centre of the propagating eddy $(x_i, y_i)$, at time $t_i$, i.e.

$$r^2 = (x_{ms} - x_i(t_i))^2 + (y_{ms} - y_i(t_i))^2. \quad (9.3)$$

The other parameters are $U$, the (westward) eddy translational velocity and $\eta_0$, the maximum displacement of the interface between the two fluid layers, which occurs at the centre of the eddy. This displacement can be regarded as the maximum depth of the eddy or equivalently the depth beyond which the eddy has no significant velocity signature. Note that the effects of $\beta$ are not explicitly included but, rather, are implicit in that a constant westward translational velocity is imposed.

Figure 9.1: The eddy model parameters at time $t_i$. (a) Side view showing a typical deformation of the interface between the two fluid layers which has a maximum, $\eta_0$, at the eddy centre $(x_i, y_i)$. (b) Top view, where the (fixed) measuring station located at $(x_{ms}, y_{ms})$ is also indicated.

In the interior region of the eddy, $0 < r < R$, velocities are assumed to be $O(1)$, as are interface displacements and quasi-geostrophic theory no longer applies. Therefore an appropriate interior solution, valid for $0 < r < R$, is to
be developed. This interior solution is based on observations of Loop Current Eddies and is matched to the far-field, quasi-geostrophic solution across \( r = R \).

The eddy is assumed to translate solely in the westward direction (Elliott 1982). Implicit in this is the neglect of any mean flow and eddy-eddy interaction, i.e. the eddy is truly isolated and propagates due to the \( \beta \)-effect only. Also, for anticyclones (such as Loop Current Eddies), the translational speed, \( U' \), is always greater in magnitude than the long Rossby wave speed so that Rossby waves are not radiated (Cushman-Roisin et al. 1990). As in McDonald [1998a] this condition is satisfied if \( U' < -\beta \) and shallow water anticyclones like the present model eddy are considered to be steady.

The shallow water equations (9.1) and (9.2) are expanded in the small nondimensional parameter \( \hat{\beta} \). (Note, for Gulf of Mexico latitudes \( \hat{\beta} \) is indeed small, i.e. \( \hat{\beta} \approx 0.015 \).) The appropriate expansion is to let \( u' = \hat{\beta} u + \hat{\beta}^2 u_2 + \cdots \), \( U' = \hat{\beta} U + \hat{\beta}^2 U_2 + \cdots \) and \( \eta' = \hat{\beta} \psi + \hat{\beta}^2 \psi_2 + \cdots \), where \( \psi \) is the geostrophic streamfunction (McDonald 1998a, Benilov 1996). In a frame of reference moving steadily with the eddy at velocity \( \hat{\beta} U \), time derivatives in (9.1) and (9.2) can be replaced by \(-\hat{\beta} U \partial / \partial x \). Hence, in component form, (9.1) and (9.2) become

\[
\hat{\beta} (-U \frac{\partial u}{\partial x} + uv_x + vu_y) + (\psi + \hat{\beta} \psi_2)_x = (1 + \hat{\beta} y) v + \hat{\beta} v_2, \tag{9.4}
\]

\[
\hat{\beta} (-U v_x + uv_x + vu_y) + (\psi + \hat{\beta} \psi_2)_y = -(1 + \hat{\beta} y) u - \hat{\beta} u_2, \tag{9.5}
\]

\[
\hat{\beta} U \psi_x + [(1 + \hat{\beta} \psi) u + \hat{\beta} u_2]_x + [(1 + \hat{\beta} \psi) v + \hat{\beta} v_2]_y = 0, \tag{9.6}
\]

where terms of \( O(\hat{\beta}^2) \) have been neglected. Examining \( O(1) \) terms gives the standard geostrophic equations,

\[
\psi_x = v, \tag{9.7}
\]

\[
\psi_y = -u, \tag{9.8}
\]
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\[ u_x + v_y = 0. \]  \hspace{1cm} (9.9)

Examining \( O(\hat{\beta}) \) terms gives,

\[ -Uu_x + uu_x + vu_y + \psi_{2,x} = yv + v_2, \]  \hspace{1cm} (9.10)

\[ -Uv_x + uv_x + vv_y + \psi_{2,y} = -yu - u_2, \]  \hspace{1cm} (9.11)

\[ -U\psi_x + \psi u_x + \psi_x u + u_{2,x} + \psi v_y + \psi y v + v_{2,y} = 0. \]  \hspace{1cm} (9.12)

Differentiating (9.11) with respect to \( x \) and (9.10) with respect to \( y \) and subtracting yields,

\[ U(u_{xy} - v_{xx}) - uu_{xy} + uu_{xx} - uu_{yy} + vv_{xy} = -v - u_{2,x} - v_{2,y}, \]  \hspace{1cm} (9.13)

after cancellation through substitution of equations (9.7)-(9.9). Now, using the geostrophic equations (9.7) and (9.8) again, note that

\[ \nabla^2 \psi \equiv \psi_{xx} + \psi_{yy} = v_x - u_y, \]  \hspace{1cm} (9.14)

hence

\[ -U(\nabla^2 \psi)_x = Uu_{xy} - Uv_{xx}. \]  \hspace{1cm} (9.15)

Similarly, the Jacobian may be written,

\[ J(\psi, \nabla^2 \psi) \equiv \psi_x (\nabla^2 \psi)_y - \psi_y (\nabla^2 \psi)_x \]

\[ = v(v_x - u_y)_y + u(v_x - u_y)_x = vv_{xy} - uu_{yy} + uu_{xx} - uu_{xy}. \]  \hspace{1cm} (9.16)

Also equation (9.12) can be simplified using (9.7) and (9.8) to give,

\[ -U\psi_x + u_{2,x} + v_{2,y} = 0. \]  \hspace{1cm} (9.17)

Substituting (9.15), (9.16) and (9.17) into equation (9.13) gives,

\[ U\psi_x - U(\nabla^2 \psi)_x + J(\psi, \nabla^2 \psi) + \psi_x = 0. \]  \hspace{1cm} (9.18)
This equation can be written as

\[ J [\psi + Uy, \nabla^2 \psi + (U + 1)y] = 0, \]  

(9.19)

which has solution

\[ \nabla^2 \psi + (U + 1)y = F(\psi + Uy), \]  

(9.20)

where \( F \) is some arbitrary differentiable function. A mathematically convenient choice for \( F \), for which (9.20) becomes homogeneous is \( F(z) = (U + 1)z/U \). In this case \( \psi \) satisfies the linear Helmholtz equation,

\[ \nabla^2 \psi - \frac{(U + 1)}{U} \psi = 0. \]  

(9.21)

As discussed previously, \( O(\hat{\beta}^2) \) terms can be neglected and so the anticyclonic model eddy has a velocity, \( U' = \hat{\beta}U < -\hat{\beta} \), i.e. \( U < -1 \). Thus it is valid to let \( b^2 = (U + 1)/U = (U'\hat{\beta}^{-1} + 1)/U'\hat{\beta}^{-1} \) and the equation for the streamfunction \( \psi \), (9.21), becomes

\[ \nabla^2 \psi - b^2 \psi = 0. \]  

(9.22)

This then gives the form of the streamfunction for the flow in the far-field of the eddy, i.e. sufficiently far from the eddy centre so that \( |u| = O(\hat{\beta}) \) and \( \eta = O(\hat{\beta}) \). From expressions for the streamfunction it is possible to calculate fluid velocities in this region due to the model eddy. Demanding that the interface height anomaly vanish at infinity gives the boundary condition

\[ \psi \to 0 \text{ as } r \to \infty. \]  

(9.23)

The radially symmetric solution to (9.22) subject to (9.23) is

\[ \psi = CK_0(br), \]  

(9.24)

where \( K_0 \) is the zero'th order modified Bessel function. The value of the constant, \( C \), is found by matching to the interior of the eddy at \( r = R \).
(see figure 9.1). Forristall et al. [1992] find that velocities near the centre of Loop Current Eddies are well described by simple solid body rotation models. (Note, similar solid body rotation models have been successfully applied to Gulf Stream Rings, see Joyce 1984.) In such geostrophic models the interior velocities are a linear function of the radial coordinate, $r$, and the interior streamfunction has a parabolic form. However, in the present model, the interior and exterior streamfunctions and velocities are required to match continuously across the radius $r = R$. In particular, the interior velocities won't match smoothly with those derived from the exterior solution, (9.24), if a parabolic profile is chosen for the interior streamfunction. Therefore, in the interior, the eddy interface (which can be regarded as a streamfunction) is chosen to have the form,

$$\eta = \eta_0 e^{-r^2},$$

(9.25)

where $\eta_0$ is the unknown maximum depth of the interface between the two fluid layers. Implicit here is the assumption that the parameter associated with the decay length scale is unity. This assumption is made since it is undesirable to introduce another parameter into the problem and moreover, it is consistent with the (non-dimensional) eddy scale being unity. This Gaussian profile and the associated velocities will match continuously with the exterior solution, (9.24), across $r = R$ and further, in the limit $r \to 0$,

$$\eta \to \eta_0 \left(1 - r^2\right),$$

(9.26)

i.e. the streamfunction is parabolic. Therefore the interior streamfunction, (9.25), will produce velocities that at least tend to solid body rotation (in the limit $r \to 0$) like those observed in Loop Current Eddies by Forristall et al. [1992]. Note that $\eta_0 = O(1)$, and in the far-field $\psi = O(\hat{\delta})$, therefore the Bessel function solution for $\psi$ (which does indeed grow large as $r \to 0$) is extended
back into the non-quasi-geostrophic region so that $\psi = O(1)$ when matching at $r = R$. Matching the streamfunctions and the tangential velocities across $r = R$ gives,

$$\psi|_{r=R} = CK_0(bR) = \eta_0 e^{-R^2} = \eta|_{r=R}, \quad (9.27)$$

$$v^+ = \left. \frac{\partial \psi}{\partial r} \right|_{r=R} = -CbK_1(bR) = -2R\eta_0 e^{-R^2} = \left. \frac{\partial \eta}{\partial r} \right|_{r=R} = v^- \quad (9.28)$$

Equations (9.27) and (9.28) can be combined to give,

$$2RK_0(bR) = bK_1(bR). \quad (9.29)$$

Since $b = b(U)$, equation (9.29) can be rewritten,

$$g(R, U) = 0, \quad (9.30)$$

where $g = 2RK_0(bR) - bK_1(bR)$. Therefore, given the translational velocity, $U$, the roots $g = 0$ determine the 'matching radius', $R$, where the eddy profile changes from Gaussian to a Bessel function structure. Due to the nature of equation (9.29), these roots must be found numerically. Figure 9.2 shows how the function $g$ varies with the matching radius, $R$, for the following values of the translational velocities; (a) $U = -1.1$ (or $b \approx 0.3$), which, through multiplying by the dimensional speed scale derived at the beginning of this section, corresponds to $\approx 0.04$ m s$^{-1}$. Note that this is a realistic value for the translational velocity of a Loop Current Eddy (Vukovich and Crissman 1986); (b) $U = -2.5$ (or $b \approx 0.77$) that is $\approx 0.1$ m s$^{-1}$, an approximate lower bound for Loop Current Eddy translational velocities (Hamilton et al. 1999) and (c) $U \to -\infty$ (or $b \to 1$). Figure 9.2 suggests that faster eddies have larger matching radii, and are therefore, in a sense, 'bigger'. Note that since the translational velocity is constrained to lie in the range $-\infty < U < -1$, so $0 < b < 1$ and the matching radius, $R$, will be correspondingly bounded.
Solving (9.29) numerically it is found that \( 0 < R < 0.7709 \). Note, the matching radii are found to be \( R = 0.487 \) and \( R = 0.680 \) for figures 9.2(a) and (b) respectively.
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**Figure 9.2:** Plots of \( g(R, U) \) as a function of \( R \) for (a) \( U = -1.1 \), (b) \( U = -2.5 \) and (c) \( U \to -\infty \). The roots \( g = 0 \) determine the matching radius, \( R \) for the given value of \( U \).

In summary, a circular model of a Loop Current Eddy satisfying the governing equations in the far-field and capable of producing \( O(1) \) velocities in the interior has been developed. Thus, expressions for the streamfunction and velocities are given everywhere. Therefore it is now possible, in principal, to investigate whether, given a time series of remotely measured velocity data, the parameters of the model eddy can be determined and then used to predict the subsequent motion of the eddy and forecast the velocities it will produce. This task is tackled in the following sections.

### 9.3 The time series problem

A measuring station located at \((x_{ms}, y_{ms})\) will measure fluid velocities \( u \) and \( v \) in the \( x \)- and \( y \)-directions respectively due to the presence of an eddy centred
at \((x_i, y_i)\). These velocities are obtained by differentiating (9.24) or (9.25) depending on the distance, \(r\) (equation (9.3)), between the measuring station and the eddy centre, i.e.,

\[
u = \begin{cases} 
- \frac{\partial \psi}{\partial y}_{(x_{ms}, y_{ms})}, & \text{if } r > R, \\
- \frac{\partial \eta}{\partial y}_{(x_{ms}, y_{ms})}, & \text{if } r < R,
\end{cases}
\]  
\tag{9.31}

i.e.

\[
u = \begin{cases} 
\frac{bC(y_{ms} - y_i)K_1 \left( b\sqrt{(x_{ms} - x_i)^2 + (y_{ms} - y_i)^2} \right)}{\sqrt{(x_{ms} - x_i)^2 + (y_{ms} - y_i)^2}}, & \text{if } r > R, \\
2\eta_0(y_{ms} - y_i)e^{-\left( (x_{ms} - x_i)^2 + (y_{ms} - y_i)^2 \right)}, & \text{if } r < R,
\end{cases}
\]  
\tag{9.32}

and

\[
v = \begin{cases} 
\frac{\partial \psi}{\partial x}_{(x_{ms}, y_{ms})}, & \text{if } r > R, \\
\frac{\partial \eta}{\partial x}_{(x_{ms}, y_{ms})}, & \text{if } r < R,
\end{cases}
\]  
\tag{9.33}

i.e.

\[
v = \begin{cases} 
- \frac{bC(x_{ms} - x_i)K_1 \left( b\sqrt{(x_{ms} - x_i)^2 + (y_{ms} - y_i)^2} \right)}{\sqrt{(x_{ms} - x_i)^2 + (y_{ms} - y_i)^2}}, & \text{if } r > R, \\
-2\eta_0(x_{ms} - x_i)e^{-\left( (x_{ms} - x_i)^2 + (y_{ms} - y_i)^2 \right)}, & \text{if } r < R.
\end{cases}
\]  
\tag{9.34}

Plots of typical time series of \(u\) and \(v\) velocities measured at \((x_{ms}, y_{ms})\) as the eddy propagates by (given by equations (9.32) and (9.34)) are shown in figures 9.4(a) and (b). The parameter values used are \(U = -1.1\), \((x_0, y_0) = (3, -0.2)\) and \(C = 1\). The position of the eddy, relative to the measuring station, at selected times during the model evolution, which generated the velocities shown in figure 9.4, is also shown in figure 9.3. Figure 9.4 describes velocities measured at \((x_{ms}, y_{ms})\) (which is here and in all subsequent plots taken to be the origin, without loss of generality) due to an eddy which is
initially located in the far-field ($r > R$, corresponding to figure 9.3, $t = 0$ days), travels in a straight line, due westward, at a constant speed towards the measuring station, ‘hits’ it ($r < R$, figure 9.3, $30 < t < 37$ days), and continues on into the far-field (figure 9.3, $t = 60$ days). The plots in figure 9.4 have been made dimensional according to the scalings introduced in section 9.2. In this case, the velocity in the $x$-direction is always positive since the position of
Figure 9.4: Typical velocity profiles of a model eddy passing through a measuring station, (a) \( u \) velocity and (b) \( v \) velocity. The dashed vertical lines represent the boundaries \( r = R \) where the velocities switch from Bessel type to Gaussian, i.e. when the eddy radius \( r = R \) hits the measuring station. The parameter values used to create these data are \( U = -1.1 \), \( (x_0, y_0) = (3, -0.2) \) and \( C = 1 \).

The centre of the clockwise rotating eddy is always south of the measuring station, i.e. \( y_i = -0.2 < 0 = y_{ms} \). This \( u \) velocity increases until \( t = 34 \) days at which point the eddy centre has the same longitude as the measuring station and is therefore at its closest proximity, thus producing maximum \( u \) velocities. Similarly, the velocity in the \( y \)-direction increases as the eddy approaches. Once the eddy hits the measuring station, the equations used to determine measured velocities change and equation (9.34) \((r < R)\) requires the \( v \) velocities to decrease. When the eddy centre is at the same longitude as the measuring station, clearly (from (9.34)), the \( v \) velocity is zero. Once the eddy passes this point, \( v \) velocities become negative as such model anticyclonic eddies advect fluid to the east (west) of their centres so that the fluid velocity has a negative (positive) \( y \)-component. The velocities decrease as the eddy propagates away from the measuring station.
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An application of this model is to predict the local velocities at a fixed point owing to the passage of a nearby Loop Current Eddy. A time series of velocities measured at the measuring station could be used to determine the eddy parameters $U$, $(x_0, y_0)$ and $C$, and subsequently predict its motion. A particular case of interest involves the offshore oil industry in which prediction of currents at the measuring station is important in the day-to-day running of operations. In this case it would be useful to know if, on the basis of a limited data set, observed increasing local currents are due to an approaching eddy and if so, if and when the eddy passes closest to the measuring station causing maximal currents. Loop Current Eddies are capable of producing sufficiently large currents (e.g. 1–2 m s$^{-1}$, Kirwan et al. 1984a, Cooper et al. 1990) to cause damage to risers. It is, therefore, desirable to have advanced warning of such events so that operations can be suspended averting danger to equipment and, potentially, the environment. It is hoped that the application of this model can provide such an early warning system.

Concentrating on this situation, the algorithm is developed assuming measured velocities used for prediction are only of the Bessel type given by equations (9.32) and (9.34) (otherwise the eddy centre has already passed closest to the measuring station and the largest currents have been recorded). This is the natural situation to consider as the eddy is initially in the ‘far-field’ with respect to the measuring station. Since the eddy is assumed to translate solely in the westward direction, the $y$-coordinate of the eddy centre remains constant, i.e. $y_i = y_0$ and the $x$-coordinates are given by $x_i = x_0 + U t_i$. Therefore, given a set of velocity measurements, a system of equations in the four unknowns, $C$, $U$, $x_0$ and $y_0$ can be constructed. For example, suppose the velocities $(u_i, v_i)$ are measured at time $t = t_i$, then equations (9.32) and (9.34)
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yield

\[ \frac{bC(y_{ms} - y_0)K_1 \left( b\sqrt{(x_{ms} - x_0 - Ut_i)^2 + (y_{ms} - y_0)^2} \right)}{\sqrt{(x_{ms} - x_0 - Ut_i)^2 + (y_{ms} - y_0)^2}} - u_i = 0, \]  
(9.35)

\[ \frac{bC(x_{ms} - x_0 - Ut_i)K_1 \left( b\sqrt{(x_{ms} - x_0 - Ut_i)^2 + (y_{ms} - y_0)^2} \right)}{\sqrt{(x_{ms} - x_0 - Ut_i)^2 + (y_{ms} - y_0)^2}} - v_i = 0. \]  
(9.36)

Recall that \( b = b(U) \). Equations (9.35) and (9.36) can be solved for the westward eddy translational velocity, \( U \), the location of the eddy centre at time \( t_0 = 0 \), \((x_0, y_0)\) and the constant \( C \). Then, using the assumption that the eddy moves westward only at the constant speed \( U \), the eddy position can be predicted for all time.

Equations (9.35) and (9.36) can be simplified even further. Dividing (9.36) by (9.35) gives

\[ \frac{x_{ms} - x_0 - Ut_i}{y_{ms} - y_0} = -\frac{v_i}{u_i}, \]  
(9.37)

for any time \( t_i \). Evaluating (9.37) at the times \( t_i \) and \( t_j \), \( i \neq j \) gives two equations between which the unknown \( x_0 \) can be eliminated giving,

\[ y_{ms} - y_0 = \frac{U (t_j - t_i) u_iu_j}{u_i v_j - v_i u_j}, \]  
(9.38)

which, in turn, implies (from (9.37)) that

\[ x_{ms} - x_0 = \frac{v_i U (t_j - t_i) u_iu_j}{u_i v_j - v_i u_j} + Ut_i. \]  
(9.39)

Note that an explicit equation for the parameter \( C \) can be easily deduced from, say, (9.35), i.e.

\[ C = \frac{u_i \sqrt{(x_{ms} - x_0 - Ut_i)^2 + (y_{ms} - y_0)^2}}{b(y_{ms} - y_0)K_1 \left( b\sqrt{(x_{ms} - x_0 - Ut_i)^2 + (y_{ms} - y_0)^2} \right)}, \]  
(9.40)
which can be restated in terms of the translational velocity only, by substituting (9.38) and (9.39),

\[
C = \frac{\sqrt{u_i^2 + v_i^2}}{bK_1 \left( b \sqrt{\frac{(U(t_j - t_i)u_i)}{u_i v_j - v_i u_j}} \right) ^2 (u_i^2 + v_i^2)}. \tag{9.41}
\]

Substituting this equation for \( C \) into (9.35) evaluated at the time \( t_j \) together with equations (9.38) and (9.39), gives one equation for the unknown translational velocity, \( U \),

\[
\begin{align*}
\text{sgn}(u_i) \sqrt{u_i^2 + v_i^2} K_1 & \left( b \sqrt{\frac{U (t_j - t_i) u_i}{u_i v_j - v_i u_j}} \right) ^2 (u_i^2 + v_i^2) \\
-\text{sgn}(u_j) \sqrt{u_j^2 + v_j^2} K_1 & \left( b \sqrt{\frac{U (t_j - t_i) u_j}{u_i v_j - v_i u_j}} \right) ^2 (u_i^2 + v_i^2) &= 0. \tag{9.42}
\end{align*}
\]

Equation (9.42) needs to be solved numerically due to the fact that the unknown appears in the argument of the Bessel function, \( K_1 \). A least squares approximation is used, the method of which is outlined in the following section.

Let \( F_{i,j}(U) \) represent the left-hand side of (9.42). Some plots of the function \( F_{i,j}(U) \) for three different values of \( i, j \) (i.e. three different pairs of velocities) are shown in figure 9.5. The solid, short-dashed and dashed lines correspond to each different \( i, j \) pair. The data used to plot the typical velocity profiles shown in figure 9.4 has here been used to create figure 9.5(a). In this case the solution of (9.42) is \( U = -1.1 \) for all \( i, j \). This is to be expected since, in each case, the velocities \((u_i, v_i)\) and \((u_j, v_j)\) were calculated from (9.32) and (9.34) using this value \((U = -1.1)\) for the translational velocity. If, however, the velocity data is noisy, as in figure 9.5(b), the solutions for \( U \) vary and indeed may not have roots within a reasonable range (dashed line). Noise and the consequent effects on the eddy model are discussed in section 9.5.
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Figure 9.5: Typical plots of the function $F_{i,j}(U)$, defined by equation (9.42) for (a) synthetic data and (b) noisy data. The solid, short-dashed and dashed lines correspond to each different $i,j$ pair.

9.4 Least squares solution

The method of least squares is particularly suitable for solving equation (9.42) for the translational velocity since the measuring station will record velocities continuously building up a time series of velocity data. Suppose the measuring station records $n$ velocities, $(u_i, v_i)$, at times $t_i$, $i = 0, \ldots, n - 1$. Let $u_{i,j}$ represent the pair of velocities $(u_i, v_i)$ and $(u_j, v_j)$, $i \neq j$. Then, any velocity pair, $u_{i,j}$, may be substituted into (9.42) in order to solve for $U$. However, the velocities measured will not, in general, be exactly described by the proposed model due to assumptions made in formulating the eddy model and ‘noise’ in the actual measurements. Therefore it is better to calculate an ‘average’ translational velocity from solving (9.42) using all possible velocity pairs from the time series.

Essentially this is what the least squares method does. It solves a system having more equations than unknown variables and for this reason is appropriate for solving (9.42). Since there are more equations than variables, the solution will not be exactly correct for each equation, rather the process minimises the square of the difference between the model solution and the observed
values (Press et al. 1992). The equations are nonlinear therefore an initial guess (or guesses) at the unknown is required. Note that, in this system, there are $C^m_2$ equations (since $i \neq j$ and $F_{i,j}(U) = F_{j,i}(U)$) and just the one unknown, $U$.

Let $k_{i,j}$ represent the right-hand side of (9.42). Further, let $\mathbf{K}$ be the residual vector (the difference between $k_{i,j}$ and equation (9.42) calculated using the estimate for the sought parameter, $F_{i,j}(U)$), i.e.

$$
\mathbf{K} = [k_{0,1} - F_{0,1}(U), \ldots, k_{n-2,n-1} - F_{n-2,n-1}(U)].
$$

where

$$(9.43)$$

In this model $k_{i,j} = 0$ for all $i,j$ and the residual is,

$$
\mathbf{K} = [-F_{0,1}(U), \ldots, -F_{n-2,n-1}(U)].
$$

where

$$(9.44)$$

Next seek, in turn, a value of $U$ such that the square of each component of $\mathbf{K}$ is a minimum. A method of steepest descent is used in which an initial guess at the translational velocity, $U$, is required (see, for example, Press et al. 1992). This is a numerical procedure as opposed to an analytical method of steepest descent. An initial estimate is specified, and the method tries to get progressively more accurate approximations to a minimum. To improve computational efficiency upper and lower bounds on the translational velocity are given and the search for a minimum is stopped if the approximation ever falls outside this range. The result is guaranteed to correspond to at least a local minimum of the function (the square of each component of $\mathbf{K}$) in that range. However, it is important to understand that the result may not be the global minimum point. Analogously, the function can be though of as defining the height of a surface. The method essentially starts at the point specified, then follows the path of steepest descent (using derivatives) on the surface. Except in pathological cases, this path always leads to at least a local
minimum of the function on the surface.

In this way the value of $U$ which minimises the square of the difference between the model solution and the $k_{i,j}$ for each equation is found. An average of these translational velocities is then taken to obtain the final value for $U$.

This algorithm is tested using synthetic data generated from equations (9.32) and (9.34). Choosing the parameters $C = 1$, $U = -1.1$ and $(x_0, y_0) = (3, -0.2)$, a velocity time series may be generated by evaluating (9.32) and (9.34). It is decided to record, say, $n = 101$ velocities measured at times $t_i = t_0 + i dt$, $i = 0, \ldots, n - 1$, where $t_0 = 0$ and $dt = 3$ (again, with the presumption that the measuring station, $(x_{ma}, y_{ma})$, is located at the origin).

Now, assume the parameters $C$, $U$ and $(x_0, y_0)$ are unknown. The following demonstrates that it is possible to deduce these parameters from the given time series.

An initial guess (and range) for the translational velocity, $U$ is required. As argued in section 9.2, shallow water anticyclones have $|U|$ large enough so that Rossby waves are not radiated, i.e. $U < -1$. Hence $-1$ is an upper bound for the parameter $U$ and $U = -1 - \delta$, where $0 < \delta \ll 1$, is a natural initial guess for $U$. Indeed, it can be seen from figure 9.5 that there is an asymptote in the functions $F_{i,j}$ (the square of which are being minimised to find $U$), at $U = -1$. The (most suitable) minimising routine employed (the method of steepest descent) requires a range for the parameter $U$. Therefore a lower bound for $U$ is also required. This is deduced from historical data, i.e. the translational velocity of a Loop Current Eddy is never likely to exceed $\approx 0.1 \text{ m s}^{-1}$ (see chapter 1, Hamilton et al. 1999 and the text accompanying figure 9.2), in non-dimensional units this corresponds to $U \approx -2.5$ being a suitable lower bound. Thus, the routine searches for the minimum in the
range \(-2.5 < U < -1\) with \(U = -1 - \delta\) as the initial guess.

For the synthetic data, the residual vector, \(\mathbf{K}\), is calculated according to (9.44), squared and the minimum is found to be at \(U = -1.1\) for every velocity pair (as expected, see figure 9.5(a)). Therefore, the mean translational velocity gives the correct value, \(U = -1.1\), used to generate the original velocity time series. It remains to deduce the other three parameters \(C\) and \((x_0, y_0)\). Given a velocity pair, \(u_{4,j}\), they can be easily calculated using equations (9.38), (9.39) and (9.41). However, it is undesirable to use just one velocity pair to calculate these parameters since, when noise is introduced, certain velocity pairs may give inaccurate values. It is better then to employ the least squares method again on each of the equations (9.38), (9.39) and (9.41). However, since equations (9.38), (9.39) and (9.41) are linear in the unknown variables \(x_0\), \(y_0\) and \(C\), respectively, and there is only one unknown per equation, the least squares method reduces to taking an average of the observations. This method does indeed yield the remaining parameters, \(C = 1\) and \((x_0, y_0) = (3, -0.2)\) for the synthetic test data, exactly, as required.

In the next section the effects of noise on the data are examined. It can be seen from figure 9.5(b) that some measured velocity pairs can be so ‘noisy’ such that equation (9.42) doesn’t have a root in the prescribed range. In this case the minimum found will just be the lower bound. Such velocity pairs will be discarded as they give unrealistic translational velocities and would skew the solution.

### 9.5 Measurement noise

Noise or deviation from the expected measurements is almost inevitable when analysing real data. This noise may be due to many different effects and take
a number of forms. For example, fluctuations due to some ubiquitous background signal, measuring inaccuracies and physical factors not described by the model (in the present work these could, for example, be tides, the presence of other eddies or topographic waves) are some ways in which noise may be produced, each of which may have a very different signature. Consequently, there are several different ways to model the effects of noise in a data set.

Measurement noise is usually taken to be independent at each time point. Whereas dynamical noise, arising from, for example, the aforementioned physical factors not described by the present model, will propagate in time in a much more complex fashion. In the interests of simplicity, time independent measurement noise is added to the model to test its robustness.

In this section, in an attempt to mimic real data, this measurement noise is simulated and the eddy model applied to the generated synthetic noisy data to see whether it still produces reasonable results. If the algorithm is successful the model can be confidently applied to real Loop Current Eddy data. The following equation is most appropriate for modeling measurement noise in the velocity measurements for this system,

\[ u = u_v + \varepsilon u_n, \]  

(9.45)

where \( u_v \) is the measured velocity due solely to the eddy and \( u_n \) is a randomly generated velocity field representing the noise. The components of \( u_n \) are \( O(1) \) and \( \varepsilon \) is a scale factor which determines the size of the noise relative to the eddy velocities. The velocities \( u_v \) are of \( O(1) \) (see, for example, figure 9.4) and typically measurement noise will introduce inaccuracies of an order of magnitude less than the measured velocities (mathematically rigorous evidence supporting this statement can be found in Bevington and Robinson 2003). In this way a value for the scale factor \( \varepsilon \) can be estimated and synthetic data with high
frequency fluctuations due to measurement noise can be generated. Further, by restricting attention to $\varepsilon \ll 1$, only isolated eddies are being considered, i.e. the velocity field is due to a single eddy. If $\varepsilon = O(1)$, then two or more eddies could be contributing to the velocity field at the measuring station - this case is precluded.

Note that when noise is introduced it is possible for equation (9.42) to have no roots (see figure 9.5(b)). The algorithm is tested on noisy data generated by equation (9.45), where $u_\nu$ is the synthetic data used in section 9.4 and figure 9.4 (recall the parameters used to create these data were $U = -1.1$, $(x_0, y_0) = (3, -0.2)$ and $C = 1$). The scale factor used is $\varepsilon = 0.1$ and figure 9.6 shows a typical velocity time series of noisy data generated using these parameters. Again the velocities are recorded at the discrete times $t_i = t_0 + idt$, $i = 0, \ldots, n-1$ where $t_0 = 0$, $dt = 3$ and $n = 101$. In dimensional space $dt \approx 0.579$ days and therefore the time series runs over $\approx 60$ days as shown in figure 9.6.

Figure 9.6: Noisy data generated by equation (9.45). The exact eddy velocities, $u_\nu$, are represented by the short-dashed line, (a) $u$ velocity and (b) $v$ velocity. The dashed vertical lines represent the boundaries $r = R$ where the velocities switch from Bessel type to Gaussian.

The ultimate aim is for the algorithm to calculate the governing parameters
of an approaching eddy and thus predict when the eddy passes closest to a measuring station, producing the largest velocities. Therefore it is assumed that the present time is \( t_p = t_0 + \pi dt \) where, in this case, \( p = 47 \) and only velocities measured previous to this are known. The algorithm is run on the noisy data for \( t_0 < t_i < t_p \) and only those velocity pairs for which roots for the translational velocity exist in the initial guess range for \( U \) are used. (The effects of varying the time, \( t_p \), are investigated in section 9.6 where the algorithm is applied to the Loop Current Eddy data.) The parameters are found to be \( U = -1.07605 \), \( C = 1.25188 \) and \( (x_0, y_0) = (2.9014, -0.185399) \). These are then used to forecast subsequent velocities due to the eddy using equations (9.32) and (9.34), assuming that the eddy translates solely in the westward direction. The results are shown in figure 9.7. The solid vertical line indicates the present time, \( t_p \), which corresponds to \( t \approx 27 \) days in dimensional units. Notice that the maximum velocity of the whole time series occurs at \( t_i > t_p \). The percentage

![Graphs showing velocity data](image)

Figure 9.7: Predicted data generated by the algorithm (dashed). The original noisy data is given by the solid line, (a) \( u \) velocity and (b) \( v \) velocity. The dashed vertical lines represent the boundaries \( r = R \) where the velocities switch from Bessel type to Gaussian. The solid vertical line represents the time \( t_p \).

errors in using this algorithm to calculate the translational velocity, \( U \), and the
initial position of the eddy centre, \((x_0, y_0)\), are 2% and (3%, 7%) respectively. The percentage error in the estimation of the constant, \(C\), is somewhat larger at 25%. However, this constant only affects the velocities in the outer solution and the error in \(C\) is also compensated for by the estimated magnitude of the translational velocity being smaller than the actual value. Therefore the predicted eddy data and the original noisy data agree qualitatively extremely well, e.g. the plots of the original synthetic noisy data and the predicted data (figure 9.7) follow the same trends and the times at which the maximum \(u\) and \(v\) velocities occur coincide. Quantitatively the results are also good. The predictions slightly overestimate the actual velocities but for the purposes of predicting velocities at, say, an offshore oil platform where operations must cease in the event of large currents, it is safer to over-predict velocities as under-prediction could result in environmental damage or even loss of life. These errors are very reasonable and it is concluded that this algorithm can be applied to noisy data which has fluctuations on the order of \(\varepsilon\) confidently. Note, further tests (again with \(\varepsilon = 0.1\)) using different randomly generated velocities, \(u_n\) (equation (9.45)), were conducted and similar agreements found. Thus, the circular eddy model is fairly robust and it is now more rigourously tested by applying it to real oceanic data which may be affected by more significant measurement inaccuracies, dynamical noise or other physical factors.

9.6 Application to Loop Current Eddies

In this section the effectiveness and stability of the algorithm is tested by applying it to real Loop Current Eddy data. A historical data set from the Gulf of Mexico containing several upper-layer high current events is considered. The data takes the form of a time series of velocities in the east-west and
north-south directions, which are identified as the \( x \)- and \( y \)-directions in this model respectively. These \( u \) (\( x \)-direction) and \( v \) (\( y \)-direction) velocity data are plotted in figure 9.8. (Gaps in these figures correspond to missing or invalid data.) Through comparison with sea surface height images it is concluded that the high current events correspond to the nearby passage of three Loop Current Eddies, (chronologically) denoted LCE1, LCE2 and LCE3 (figure 9.8). These data were kindly supplied by Fugro GEOS [2003] and were measured on behalf of BHP Billiton Petroleum (Americas) Inc.

![Figure 9.8: The historical data set, (a) \( u \) velocity and (b) \( v \) velocity. The dashed vertical lines represent the boundaries of the 'high current events'.](image)

Although producing a significant enough signal to be classed a 'high current event' (according to definitions in Fugro GEOS 2003), LCE1 was relatively small and the velocities it generated were not large or distinct enough from the background flow to be well modeled by the present algorithm. The model was applied to the data corresponding to LCE2 and LCE3 with varying success. The velocity data was measured every 30 minutes. This gives a non-dimensional model time step length of \( dt = 0.108 \). In an effort to reduce computing time and smooth some of the high frequency noise, the data was 'filtered' by taking an average velocity over every 5 measurements. The
model was then applied to this new filtered data where \( dt = 0.108 \times 5 = 0.54 \), corresponding to 2.5 hours. (Compare this to the synthetic data generated in sections 9.3, 9.4 and 9.5 where velocities were measured every 0.579 days, i.e. there is significantly more data here.) The results are shown in figures 9.9 and 9.10.

The second Loop Current Eddy, LCE2 (figure 9.9), model parameters are found to be \( U = -1.5323 \), \( C = 0.920756 \) and \( (x_0, y_0) = (0.788078, -1.35227) \). In dimensional units this corresponds to an eddy translating in the westward direction at \( \approx 0.059 \text{ m s}^{-1} \) (\( \approx 5 \text{ km day}^{-1} \)). This is comparable to known eddy translational speeds which average \( 0.05 \text{ m s}^{-1} \) (\( \approx 4 \text{ km day}^{-1} \), Vukovich and Crissman 1986, Hamilton et al. 1999). The model implies the eddy centre is initially located \( \approx 32 \text{ km} \) to the east and \( \approx 55 \text{ km} \) south of the measuring station. Further, the model predicts that the maximum depth at the eddy centre is \( \eta_0 = 1.61456 \). This implies that significant currents due to the eddy may be measured up to depths of \( \eta_0H \approx 480 \text{ m} \). Again, this is consistent with observations, e.g. Vukovich and Crissman [1986] observe currents due to Loop Current Eddies at depths on the order of hundreds of metres.

The model predictions underestimate the magnitude of the velocities experienced at the measuring station in the x-direction (east-west). As stated in section 9.5, for operational reasons, under-prediction is undesirable. For instance, in the offshore oil industry, application of this model infers currents due to the approaching eddy, LCE2, will not be strong enough to require operations to be shut down whereas the currents actually measured are larger than predicted and could potentially cause damage to equipment in use. One reason for this under-estimation could be the large jump in velocity magnitude at \( t = 6 \text{ days} \). The model velocities are, by design, smoothly varying and
Figure 9.9: Predicted data for LCE2 generated by the algorithm (dashed). The original LCE2 data is given by the solid line, (a) \( u \) velocity and (b) \( v \) velocity. The solid vertical line represents the time \( t_p \).

can not account for such discontinuities. The predicted velocities are therefore constrained to follow the general trend of the weak current data measured for times previous to the jump at \( t = 6 \) days. Nevertheless, the model accurately predicts the time period at which maximal velocities in the \( x \)-direction are experienced (\( t \) between 5 and 8 days). This would suggest that the eddy is closest to the measuring station at approximately 6 days after the time series begins. Further, the correlation between the data and the predictions for the north-south component is good. The model accurately predicts that the north-south velocities are zero at \( t = 6 \) days, reinforcing the conclusion that this is the time at which the eddy is closest to the measuring station (see also section 9.3 for an explanation of the shape of the velocity profiles). North-south velocities are well modeled up to \( t = 12 \) days, i.e. an accurate forecast for 6 days into the future. Beyond this the LCE2 velocity data has a positive \( y \)-component, possible reasons for which are discussed later. Further, note that the predicted value for the radius \( R \) is such that \( R < y_0 \), i.e. the predicted
path of the eddy does not pass sufficiently close to the measuring station as to generate velocities given by the interior solutions (equation (9.25)).

For the third Loop Current Eddy, LCE3 (figure 9.10), model parameters are found to be $U = -1.47104$, $(x_0, y_0) = (1.39973, -0.351354)$ and $C = 1.01673$. In dimensional units this corresponds to an eddy translating in the westward direction at $\approx 0.056\text{ m s}^{-1}$ ($\approx 5\text{ km day}^{-1}$). Again, this is comparable to known eddy translational speeds. The model implies the eddy centre is initially located $\approx 57\text{ km}$ to the east and $\approx 14\text{ km}$ south of the measuring station. Further, the model predicts that the maximum depth at the eddy centre is $\eta_0 = 1.83619$. This implies that significant currents due to the eddy may be measured up to depths of $\eta_0 H \approx 550\text{ m}$. Again, this value is consistent with observations.

Figure 9.10: Predicted data for LCE3 generated by the algorithm (dashed). The original LCE3 data is given by the solid line, (a) $u$ velocity and (b) $v$ velocity. The dashed vertical lines represent the boundaries $r = R$ where the velocities switch from Bessel type to Gaussian. The solid vertical line represents the time $t_p$.

For this eddy the model gives a good prediction of the magnitude of the
velocities experienced at the measuring station in both the \( x \)- (east-west) and \( y \)- (north-south) directions and is more successful here than when applied to the LCE2 data. The correlation between the data and the predictions is especially good for the east-west component, see figure 9.10(a). The model accurately predicts the time period at which maximal velocities in the \( x \)-direction are experienced (\( t \) between 10 and 16 days). This would suggest that the eddy is closest to the measuring station at approximately 13 days after the time series begins.

The model accurately predicts (the slowly varying) changes in the direction of the \( u \) velocity for the whole time series and in the \( v \) velocity up to \( t = 13 \) days. However, beyond this time the data shows the \( v \) velocity to turn positive (north) again whereas the model has predicted that the eddy has passed the measuring station and, since it is anticyclonic, will produce velocities in the negative \( y \)-direction. A similar discrepancy also occurs in the LCE2 case and could be due to many factors. The most likely cause is that the eddy has deformed in such a way as to be no longer well modeled by a circle. Indeed, the eddy may have split and a second eddy may be producing the anomalous velocities in the \( y \)-direction. Evidence for such deformation is shown in figure 8.2 which depicts sea surface height anomalies in the Gulf of Mexico at the time of measurement of the LCE3 data. It clearly shows the Loop Current Eddy and a deformation at the northwestern edge. Further, there appears to be another eddy to the northeast. Both of these factors could affect measurements so as to cause anomalous velocities in the \( y \)-direction. It should be noted that a number of assumptions (in particular, that velocities are owing to a single eddy event) have been made, but despite this fact, the model represents the data (even for LCE2) remarkably well.
Table 9.1: Model parameters corresponding to figure 9.11. The values shown for the initial position of the eddy centre, $x_0$ and $y_0$, are distances to the east and south of the measuring station respectively. Note, as $t_p$ is increased, the westward translational speed, $|U|$, remains roughly constant while the eddy passes closer to the measuring station.

The predictions of the velocity profiles improve as more data is measured, as shown for the LCE3 case in figure 9.11. Here the time, $t_p$, is varied and the parameters are calculated using only 7 days worth of data in figure 9.11(a) through to 9 days worth in figure 9.11(e) (Note that figure 9.11(e) is the same as that shown in figure 9.10.). In each case the model gives a fairly consistent value of the translational velocity, see table 9.1. However, as more data is used so the model predicts the initial position of the eddy centre to be closer to the measuring station, i.e. $|x_0|$ and $|y_0|$ decrease as $t_p$ increases (again see table 9.1). Therefore the time at which maximum $u$ and $v$ velocities are predicted tends to occur earlier as $t_p$ is increased. Further, as the initial position of the centre of the eddy is predicted closer to the measuring station, so the predicted velocity profiles tend to the observed values, i.e. the forecasts improve.
CHAPTER 9. CIRCULAR EDDIES

9.7 Discussion

In this chapter a circular model of Loop Current Eddies in the Gulf of Mexico has been developed. This model satisfies the shallow water equations in the far-field but is also capable of generating $O(1)$ velocities when the eddy is close to a measuring station. The large velocity, interior solution is based on observations and consists of an eddy in near solid body rotation. Further, the exterior and interior solutions are matched so that streamfunctions and velocities are continuous. Implicit in the model is the fact that the eddy translates solely in the westward direction under the influence of the $\beta$-effect.

Given a time series of velocities measured at a remote point, a numerical method of least squares incorporating a steepest descent algorithm was developed to find the characteristics of the model eddy. First, a range for the translational velocity, $U$, (based on observations) is specified and the least squares equations minimised to find an accurate value for $U$. Next, the remaining characteristics of the model (its initial position and the constant, $C$) can be derived using similar techniques so that it is possible to predict subsequent velocities generated by the eddy. The model is also relatively stable to the addition of noise to the time series data.

The model has been applied to two data sets representing the passage of two Loop Current Eddies past a measuring station. The model predicts general trends in the velocity profile shape well. However, for the LCE2 data, the magnitude of the velocities are underestimated. This is owing to a sharp jump in the velocity data which the model fails to account for. The model is more successful in forecasting velocities from the LCE3 data. Velocity magnitudes are well predicted as are the times at which maximum velocities occur. Also, the translation speeds given by the model are comparable to those of observed
Loop Current Eddies. Further, it is shown that the forecast improves as more
data is used.

The discrepancies between the model predictions and the actual data can
be due to a number of factors. For example, deformation of the eddy, eddy-
eddy interactions, background mean flows, tides and winds are all neglected
by this simplified circular model. In the next chapter a more realistic model is
developed. The restriction that the model eddy should be circular is relaxed
and an elliptical model is used (e.g. Hamilton et al. 1999 observe elliptical
Loop Current Eddies with a broad range of eccentricities). An improvement
in the correlation between model predictions and the real data is expected.
Figure 9.11: The algorithm prediction (dashed) improves as $t_p$ increases. The original LCE3 data is given by the solid line and the solid vertical lines represent the time $t_p$ where in (a) $t_p = 7$, (b) $t_p = 7.5$, (c) $t_p = 8$, (d) $t_p = 8.5$ and (e) $t_p = 9$. 
Chapter 10

Elliptic eddies

10.1 Introduction

In this chapter the circular eddy model used to predict the motion of Loop Current Eddies in chapter 9 is generalised. Using the same governing equations a model of elliptic eddies is formulated. The resultant velocities produced at a given location due to a propagating (and precessing) elliptical eddy are compared with those of the circular model and are tested against Loop Current Eddy data gathered in the Gulf of Mexico. Note that the elliptical model (being more general) has more parameters to be determined than the circular model.

This chapter is organised as follows. In section 10.2, the governing equations derived in section 9.2 are solved for the streamfunction outside an ellipse. Various limiting cases of the solution are investigated. Section 10.3 introduces the form of the streamfunction used in the interior of the elliptic eddy model and in section 10.4 the exterior and interior solutions are matched at the ellipse boundary yielding a set of equations to be solved for the elliptic eddy model parameters. The problem of determining the characteristics of the elliptic model
from remotely measured data is examined in section 10.5. In section 10.6 the elliptical model is applied to actual Loop Current Eddy data and a comparison with the circular model results is detailed. Finally, conclusions are presented in section 10.7.

10.2 The outer solution

The initial shallow water equation analysis of chapter 9 can be similarly applied to elliptic eddies. However, in order to generalise the circle algorithm to predict the motion of elliptic eddies, the Helmholtz equation, (9.22), must now be solved outside an ellipse. Note that, as will be seen, the ellipse precesses, but for the moment the equations are solved in a frame in which the ellipse is stationary.

Transform to elliptic coordinates by writing

\[ x + iy = \gamma \cosh(\xi + i\phi), \]  

(10.1)

or, equating real and imaginary parts,

\[ x = \gamma \cosh \xi \cos \phi \quad \text{and} \quad y = \gamma \sinh \xi \sin \phi, \]  

(10.2)

where \((x, y) = (\pm \gamma, 0)\) are the common foci of the family of confocal ellipses (or hyperbolae) illustrated in figure 10.1. In these coordinates, the Helmholtz equation, (9.22), becomes

\[ \frac{1}{\sinh^2 \xi + \sin^2 \phi} \left( \frac{\partial^2 \psi}{\partial \xi^2} + \frac{\partial^2 \psi}{\partial \phi^2} \right) - \gamma^2 b^2 \psi = 0. \]  

(10.3)

Writing,

\[ \psi(\xi, \phi) = \Xi(\xi) \Phi(\phi), \]  

(10.4)
and substituting into equation (10.3) yields
\[
\left( \frac{1}{\Xi} \frac{d^2\Xi}{d\xi^2} - \gamma^2 b^2 \sinh^2 \xi \right) + \left( \frac{1}{\Phi} \frac{d^2\Phi}{d\phi^2} - \gamma^2 b^2 \sin^2 \phi \right) = 0. \tag{10.5}
\]

This equation can be separated into,
\[
\frac{1}{\Xi} \frac{d^2\Xi}{d\xi^2} - \gamma^2 b^2 \sinh^2 \xi = c, \tag{10.6}
\]
and
\[
c + \frac{1}{\Phi} \frac{d^2\Phi}{d\phi^2} - \gamma^2 b^2 \sin^2 \phi = 0, \tag{10.7}
\]
or,
\[
\frac{d^2\Xi}{d\xi^2} - (c + \gamma^2 b^2 \sinh^2 \xi)\Xi = 0, \tag{10.8}
\]
and
\[
\frac{d^2\Phi}{d\phi^2} + (c - \gamma^2 b^2 \sin^2 \phi)\Phi = 0, \tag{10.9}
\]
where \(c\) is the separation constant. Rewriting using double angle formulae, equations (10.8) and (10.9) become
\[
\frac{d^2\Xi}{d\xi^2} - (a + 2q \cosh(2\xi))\Xi = 0, \tag{10.10}
\]
and
\[ \frac{d^2 \Phi}{d\phi^2} + (a + 2q \cos(2\phi)) \Phi = 0, \] (10.11)
where \( a = c - (\gamma^2 b^2)/2 \) and \( q = \gamma^2 b^2/4 \). These, respectively, are the modified Mathieu and Mathieu equations (McLachlan 1947) whose solutions are Mathieu functions. Note that, in this problem, the coefficient of \( q \) is positive. The solution for the exterior streamfunction, \( \psi \), must be periodic in the angle \( \phi \). Therefore, the even and odd periodic solutions, namely, the even and odd Mathieu functions \( ce_n(\phi, -q) \) and \( se_n(\phi, -q) \), are chosen as the appropriate solutions to (10.11). Note that \( ce_n(\phi, -q) \) is 'even' in the sense that \( ce_n(-\phi, -q) = ce_n(\phi, -q) \), similarly, \( se_n(-\phi, -q) = -se_n(-\phi, -q) \) is 'odd'. It should be observed that non-periodic solutions to (10.11) also exist but are not required here.

The solution to (10.10) must decay as \( \xi \to \infty \). Such solutions are the modified Mathieu functions of the third kind, denoted \( Fek_n(\xi, -q) \) and \( Gek_n(\xi, -q) \) (McLachlan 1947).

The numbers \( a \) and \( q \) must be related for the solutions \( ce_n \), \( se_n \), \( Fek_n \) and \( Gek_n \) to exist, i.e.
\[ a = n^2 + \alpha_1 q + \alpha_2 q^2 + \ldots. \] (10.12)

The values of the \( \alpha_i \) are found by substituting (10.12) and the appropriate expansion of \( ce_n \) (or \( se_n \)) into (10.11) and equating coefficients of like powers of \( q \). Thus the \( \alpha_i \) depend on the order \( n \) of the periodic solution \( ce_n \) (or \( se_n \)). For a given \( q \) the value of \( a \) is found from (10.12) and is called the characteristic of the Mathieu function. It is denoted \( a_n \) or \( b_n \) according to whether it is even or odd, with the subscript used to identify it with the appropriate Mathieu function. Hence, the general solution for the streamfunction \( \psi \) comprises of the product of Mathieu functions and modified Mathieu functions of the third
kind for the same values of \( a \) and \( q \).

Therefore only even terms corresponding to the even characteristics \( a = a_n \) may be grouped together and odd terms corresponding to odd characteristics \( a = b_n \) may be grouped together. Similarly, only products where the summation variables are equal are valid solutions, i.e.

\[
\psi = \sum_{n=0}^{\infty} C_n \text{Fe}_n(\xi, -q) \cos_n(\phi, -q) + \sum_{n=1}^{\infty} D_n \text{Ge}_n(\xi, -q) \sin_n(\phi, -q). \tag{10.13}
\]

Equation (10.13) is, therefore, the general solution of the Helmholtz equation outside an ellipse which decays in the far-field. The constants \( C_n \) and \( D_n \) are found by appealing to the boundary conditions and this problem is considered in subsection 10.2.3. Before this, however, two known limits where \( q \to 0 \) are examined; \( a \) the Laplacian limit where \( q \to 0 \) due to \( b \to 0 \), i.e. the Helmholtz equation reduces to Laplace's equation and \( b \) the circle limit where \( q \to 0 \) due to \( \gamma \to 0 \), i.e. the solution of the Helmholtz equation as the foci approach the origin and the ellipse becomes a circle.

### 10.2.1 Laplacian limit, \( b \to 0 \)

In letting \( b \to 0 \), which implies \( q \to 0 \), equation (9.22) becomes Laplace's equation and the solution (10.13) is expected to tend to the general Laplace solution, namely

\[
\psi = \alpha \xi + A_0 + \sum_{n=1}^{\infty} e^{-n\xi} (A_n \cos(n\phi) + B_n \sin(n\phi)). \tag{10.14}
\]

The \( \text{Fe}_n(\xi, -q) \) and \( \text{Ge}_n(\xi, -q) \) can be expanded in series of Bessel functions and \( \cos_n(\phi, -q) \) and \( \sin_n(\phi, -q) \) can be expanded in series of trigonometric
functions (appendix A). Hence (10.13) can be rewritten,

\[
\psi = \sum_{n=0}^{\infty} C_{2n} \sum_{r=0}^{\infty} A_{2r}^{(2n)} I_r(\sqrt{q}e^{-\xi}) K_r(\sqrt{q}e^{\xi}) \\
\times (-1)^n \sum_{r=0}^{\infty} (-1)^r A_{2r}^{(2n)} \cos(2r\phi) \\
+ \sum_{n=0}^{\infty} C_{2n+1} \sum_{r=0}^{\infty} B_{2r+1}^{(2n+1)} (I_r(\sqrt{q}e^{-\xi}) K_{r+1}(\sqrt{q}e^{\xi}) - I_{r+1}(\sqrt{q}e^{-\xi}) K_r(\sqrt{q}e^{\xi})) \\
\times (-1)^n \sum_{r=0}^{\infty} (-1)^r B_{2r+1}^{(2n+1)} \cos((2r + 1)\phi) \\
+ \sum_{n=0}^{\infty} D_{2n+1} \sum_{r=0}^{\infty} A_{2r+1}^{(2n+1)} (I_r(\sqrt{q}e^{-\xi}) K_{r+1}(\sqrt{q}e^{\xi}) + I_{r+1}(\sqrt{q}e^{-\xi}) K_r(\sqrt{q}e^{\xi})) \\
\times (-1)^n \sum_{r=0}^{\infty} (-1)^r A_{2r+1}^{(2n+1)} \sin((2r + 1)\phi) \\
+ \sum_{n=0}^{\infty} D_{2n+2} \sum_{r=0}^{\infty} B_{2r+2}^{(2n+2)} (I_r(\sqrt{q}e^{-\xi}) K_{r+2}(\sqrt{q}e^{\xi}) - I_{r+2}(\sqrt{q}e^{-\xi}) K_r(\sqrt{q}e^{\xi})) \\
\times (-1)^n \sum_{r=0}^{\infty} (-1)^r B_{2r+2}^{(2n+2)} \sin((2r + 2)\phi),
\]  

(10.15)

where \(A_r^{(n)}\) and \(B_r^{(n)}\) are known constants relating to the Mathieu characteristics, \(a_n\) and \(b_n\) and depend on the value of \(q\), i.e. the physical properties of the ellipse. Importantly, the restrictions \(C_{2n} \propto (A_0^{(2n)})^2\), \(C_{2n+1} \propto q (B_1^{(2n+1)})^2\), \(D_{2n+1} \propto q (A_1^{(2n+1)})^2\) and \(D_{2n+2} \propto q^2 (A_2^{(2n+2)})^2\) have been enforced in the definitions of \(C_n\) and \(D_n\), i.e.

\[
C_{2n} = \frac{C_{2n}\pi A_0^{(2n)}}{p'_{2n}},
\]

(10.16)

\[
C_{2n+1} = \frac{C_{2n+1}\pi B_1^{(2n+1)}}{s'_{2n+1}},
\]

(10.17)

\[
D_{2n+1} = \frac{D_{2n+1}\pi A_1^{(2n+1)}}{p'_{2n+1}},
\]

(10.18)

and

\[
D_{2n+2} = \frac{D_{2n+2}\pi B_2^{(2n+2)}}{s'_{2n+2}},
\]

(10.19)
where the \( p'_n \) and \( s'_n \) are also defined in appendix A. Now, from Abramowitz and Stegun [1964], in the limits \( z_I, z_K \to 0 \) and for \( r \) fixed,

\[
I_r(z_I) \to \left( \frac{z_I}{r + 1} \right)^r, \tag{10.20}
\]

\[
K_0(z_K) \to - \log z_K, \tag{10.21}
\]

and

\[
K_r(z_K) \to \frac{1}{2} r \left( \frac{1}{z_K} \right)^{-r} \quad r > 0. \tag{10.22}
\]

So, in the limit \( q \to 0 \), with \( z_I = \sqrt{q} e^{-\xi} \) and \( z_K = \sqrt{q} e^\xi \),

\[
I_0(\sqrt{q} e^{-\xi})K_0(\sqrt{q} e^{\xi}) \to \log \left( \frac{1}{\sqrt{q}} \right) - \xi, \tag{10.23a}
\]

\[
I_r(\sqrt{q} e^{-\xi})K_r(\sqrt{q} e^{\xi}) \to \frac{1}{2} \frac{\Gamma(r)}{\Gamma(r + 1)} e^{-2r\xi} \quad r > 0, \tag{10.23b}
\]

and

\[
I_0(\sqrt{q} e^{-\xi})K_1(\sqrt{q} e^{\xi}) \pm I_1(\sqrt{q} e^{-\xi})K_0(\sqrt{q} e^{\xi})
\to \left( \frac{1}{\sqrt{q}} \pm \sqrt{q} \frac{1}{2} \Gamma(2) \left( \log \left( \frac{1}{\sqrt{q}} \right) - \xi \right) \right) e^{-\xi}, \tag{10.24a}
\]

\[
I_r(\sqrt{q} e^{-\xi})K_{r+1}(\sqrt{q} e^{\xi}) \pm I_{r+1}(\sqrt{q} e^{-\xi})K_r(\sqrt{q} e^{\xi})
\to \left( \frac{1}{\sqrt{q}} \pm \sqrt{q} \frac{\Gamma(r)}{4} \frac{\Gamma(r + 2)}{\Gamma(r + 2)} \right) e^{-(2r+1)\xi} \quad r > 0, \tag{10.24b}
\]

and

\[
I_0(\sqrt{q} e^{-\xi})K_2(\sqrt{q} e^{\xi}) - I_2(\sqrt{q} e^{-\xi})K_0(\sqrt{q} e^{\xi})
\to \left( \frac{2}{q} \Gamma(2) - \frac{q}{4} \Gamma(3) \left( \log \left( \frac{1}{\sqrt{q}} \right) - \xi \right) \right) e^{-2\xi}, \tag{10.25a}
\]

\[
I_r(\sqrt{q} e^{-\xi})K_{r+2}(\sqrt{q} e^{\xi}) - I_{r+2}(\sqrt{q} e^{-\xi})K_r(\sqrt{q} e^{\xi})
\to \left( \frac{2 \Gamma(r + 2)}{q \Gamma(r + 1)} - \frac{q \Gamma(r)}{8 \Gamma(r + 3)} \right) e^{-(2r+2)\xi} \quad r > 0. \tag{10.25b}
\]
Note also that in the limit $q \to 0$ the constants relating to the Mathieu characteristics have the simple form,

$$A_r^{(n)} = B_r^{(n)} = \begin{cases} 0 & r \neq n, \\ 1 & r = n. \end{cases} \tag{10.26}$$

Finally, using all the above simplifications, in the limit $q \to 0$, (10.15) becomes

$$\psi = -C_0 \xi + C_1 e^{-\xi} \cos(\phi) + \sum_{n=1}^{\infty} C_{2n} \frac{\Gamma(n)}{2 \Gamma(n+1)} e^{-2n\xi} \cos(2n\phi)$$

$$+ \sum_{n=1}^{\infty} C_{2n+1} e^{-(2n+1)\xi} \cos((2n+1)\phi)$$

$$+ D_1 e^{-\xi} \sin(\phi) + 2 \Gamma(2) D_2 e^{-2\xi} \sin(2\phi) + \sum_{n=1}^{\infty} D_{2n+1} e^{-(2n+1)\xi} \sin((2n+1)\phi)$$

$$+ \sum_{n=1}^{\infty} D_{2n+2} \frac{2 \Gamma(n+2)}{\Gamma(n+1)} e^{-(2n+2)\xi} \sin((2n+2)\phi). \tag{10.27}$$

where, without loss of generality the constant $\log(1/q)$ term is ignored. This is precisely the required Laplacian solution, (10.14) where

$$\alpha = -C_0,$$

$$A_0 = 0, \quad A_1 = C_1, \quad A_{2n} = C_{2n} \frac{\Gamma(n)}{2 \Gamma(n+1)}, \quad A_{2n+1} = C_{2n+1},$$

$$B_1 = D_1, \quad B_2 = 2 \Gamma(2) D_2,$$

$$B_{2n+1} = D_{2n+1}, \quad B_{2n+2} = D_{2n+2} \frac{2 \Gamma(n+2)}{\Gamma(n+1)}. \tag{10.28}$$

### 10.2.2 Circle limit, $\gamma \to 0$

The solution for the streamfunction, $\psi$, is expected to tend to that of the Helmholtz equation outside a circle in the limit that the ellipse tends to a circle. Let $R_{\text{max}}$ be the major axis length (of the ellipse), $R_{\text{min}}$, the minor axis length and $E$, the eccentricity, where

$$E = \sqrt{1 - \frac{R_{\text{min}}^2}{R_{\text{max}}^2}}. \tag{10.29}$$
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In the limit, \( R_{\text{max}} \to R_{\text{min}} \), \( E \to 0 \) and the ellipse tends to a circle of radius \( R_{\text{min}} \). Since \( \gamma = E R_{\text{max}} = (R_{\text{max}}^2 - R_{\text{min}}^2)^{1/2} \), \( \gamma \to 0 \), and the foci tend to coalesce at the origin with the proviso that,

\[
\gamma \cosh \xi \to \gamma \sinh \xi \to R_{\text{min}}.
\]  

(10.30)

In this circle limit, \( \xi \to +\infty \) which implies that \( 2q \cosh(2\xi) = 2q(e^{2\xi} - e^{-2\xi})/2 \to q e^{2\xi} \). Further, \( a \to n^2 \) for a function of integral order, \( n \) and the modified Mathieu equation, (10.10), degenerates to

\[
\frac{d^2 \Xi}{d\xi^2} - (n^2 + q e^{2\xi}) \Xi = 0.
\]  

(10.31)

McLachlan [1947] details the above derivations more rigourously. Letting \( R_{\text{min}} = 1/2\gamma e^{\xi} \), equation (10.31) becomes the Bessel equation

\[
\frac{d^2 \Xi}{dR_{\text{min}}^2} + \frac{1}{R_{\text{min}}} \frac{d\Xi}{dR_{\text{min}}} - \left( b^2 + \frac{n^2}{R_{\text{min}}^2} \right) \Xi = 0,
\]  

(10.32)

where the relation \( q = \gamma^2 b^2 / 4 \) has been used. The solutions that are bounded as \( R_{\text{min}} \to \infty \) are required, i.e. \( K_n(bR_{\text{min}}) \). Thus, by comparing these solutions to the (modified Mathieu function of the third kind) solutions of (10.10) in the limit \( \gamma \to 0 \) it can be deduced that

\[
\text{Fek}_{2n}(\xi, -q) \to \frac{p_{2n}'}{\pi} K_{2n}(bR_{\text{min}}),
\]  

(10.33a)

\[
\text{Fek}_{2n+1}(\xi, -q) \to \frac{s'_{2n+1}}{\pi} K_{2n+1}(bR_{\text{min}}),
\]  

(10.33b)

and

\[
\text{Gek}_{2n}(\xi, -q) \to \frac{p_{2n+1}'}{\pi} K_{2n+1}(bR_{\text{min}}),
\]  

(10.34a)

\[
\text{Gek}_{2n+2}(\xi, -q) \to \frac{s'_{2n+2}}{\pi} K_{2n+2}(bR_{\text{min}}),
\]  

(10.34b)

in the circle limit (again, the \( p_n' \) and \( s'_n \) are defined in appendix A). Moreover, the two expressions in equation (10.2) can be combined to give

\[
\frac{x^2}{\cos^2 \phi} + \frac{y^2}{\sin^2 \phi} = \gamma^2,
\]  

(10.35)
hence as $\gamma \to 0$, $y/x \to \pm \tan \phi$ and so the coordinate $\phi$ must tend to the polar angle, $\theta$ in the circle limit. In the limit $q \to 0$ the constant coefficients, $A_r(n)$ and $B_r(n)$, relating to the Mathieu characteristics in the expansions of the Mathieu functions (equations (A.1)-(A.4)) are given by (10.26) and hence

$$ce_n(\phi, -q) \to \cos(n\theta) \quad \text{and} \quad se_n(\phi, -q) \to \sin(n\theta). \quad (10.36)$$

Therefore substituting (10.33), (10.34) and (10.36) into (10.13) gives

$$\psi = \sum_{n=0}^{\infty} (A_n \cos(n\theta) + B_n \sin(n\theta)) K_n(bR_{\text{min}}), \quad (10.37)$$

which is again the solution of Helmholtz equation outside a circle of radius $R_{\text{min}}$, with

$$A_{2n} = \frac{C_2n\hat{P}_{2n}^2}{\pi}, \quad A_{2n+1} = \frac{C_{2n+1}\hat{s}_{2n+1}}{\pi}, \quad (10.38a)$$

$$B_{2n+1} = \frac{D_{2n+1}\hat{P}_{2n+1}^2}{\pi}, \quad B_{2n+2} = \frac{D_{2n+2}\hat{s}_{2n+2}}{\pi}. \quad (10.38b)$$

### 10.2.3 Determination of $C_n$, $D_n$

In order to make progress with the general elliptical eddy model, the coefficients $C_n$ and $D_n$ in (10.13) need to be determined. As in chapter 9, the outer solution, (10.13), will be matched to an inner solution consisting of an ellipse of fluid in near solid body rotation (the model eddy). In the absence of rotation and stratification, there exists an exact analytical solution to the Euler equations representing a precessing elliptical patch of uniform vorticity. This solution is called Kirchoff's vortex (Lamb 1932). Such ellipses in a fluid described by the shallow water equations must also precess (Cushman-Roisin et al. 1985, Young 1985) and thus this precession rate must be incorporated into the present elliptic model eddy and is here denoted, $\Omega$. In general, $\Omega$ must be determined as part of the solution. In the reference frame now rotating with
the ellipse, the exterior streamfunction, $\psi_{\text{rot}}$, can be written as

$$\psi_{\text{rot}} = \psi_R + \psi,$$  \hspace{1cm} (10.39)

where

$$\psi_R = -\frac{\Omega}{2} (x^2 + y^2) = -\frac{\Omega^2}{4} (\cosh(2\xi) + \cos(2\phi)),$$  \hspace{1cm} (10.40)

and $\psi$ is given by equation (10.13). The eddy is fixed in this rotating frame and hence the boundary of the ellipse ($\xi = \xi_0$) must be a streamline, i.e. $\psi_{\text{rot}}$ is constant on $\xi = \xi_0$. In particular $\psi_{\text{rot}}$ doesn't vary with the angle $\phi$ and therefore, as an initial simplification the coefficients in the expression for $\psi$, (10.13), are chosen such that $C_{2n+1} = D_n = 0$ for all $n$ and the solution becomes

$$\psi_{\text{rot}} = -\frac{\Omega^2}{4} (\cosh(2\xi) + \cos(2\phi))$$

$$+ \sum_{n=0}^{\infty} C_{2n}\text{Fek}_{2n}(\xi, -q)(-1)^n \sum_{r=0}^{\infty} (-1)^r A_{2r}^{(2n)} \cos(2r\phi),$$  \hspace{1cm} (10.41)

where the even Mathieu function, $\text{ce}_{2n}$, has been expressed in terms of its trigonometric expansion, (A.1). Expression (10.41) can be rewritten as

$$\psi_{\text{rot}} = -\frac{\Omega^2}{4} (\cosh(2\xi) + \cos(2\phi))$$

$$+ \left[ C_0\text{Fek}_0(-1)^0 A_0^{(0)} - C_2\text{Fek}_2(-1)^0 A_0^{(2)} + C_4\text{Fek}_4(-1)^0 A_0^{(4)} - \ldots \right]$$

$$+ \left[ C_0\text{Fek}_0(-1)^1 A_1^{(0)} - C_2\text{Fek}_2(-1)^1 A_1^{(2)} + C_4\text{Fek}_4(-1)^1 A_1^{(4)} - \ldots \right] \cos(2\phi)$$

$$+ \left[ C_0\text{Fek}_0(-1)^2 A_2^{(0)} - C_2\text{Fek}_2(-1)^2 A_2^{(2)} + C_4\text{Fek}_4(-1)^2 A_2^{(4)} - \ldots \right] \cos(4\phi)$$

$$+ \ldots.$$  \hspace{1cm} (10.42)

In section 10.4, the $C_{2n}$ are carefully chosen so that $\psi_{\text{rot}}$ is constant on the ellipse boundary. This requires the coefficients of $\cos(2n\phi) = 0$ for all $n$. In particular, from equation (10.42), the coefficients of $\cos(2n\phi)$ are equal to zero for all $n \neq 1$ and the coefficients of $\cos(2\phi)$ must balance.
CHAPTER 10. ELLIPTIC EDDIES

The solution (10.42) can be further simplified by examining the relative sizes of the constants $C_0, C_2, \ldots$ in the exterior region $\xi > \xi_0$. To find the coefficients $C_0, C_2, \ldots$ the matrix equation

$$\begin{pmatrix}
Fek_0A_0^{(0)} & -Fek_2A_0^{(2)} & Fek_4A_0^{(4)} & \cdots \\
-Fek_0A_2^{(0)} & Fek_2A_2^{(2)} & -Fek_4A_2^{(4)} & \cdots \\
Fek_0A_4^{(0)} & -Fek_2A_4^{(2)} & Fek_4A_4^{(4)} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
C_0 \\
C_2 \\
C_4 \\
\vdots
\end{pmatrix}
= \begin{pmatrix}
0 \\
\Omega\gamma^2/4 \\
0 \\
\vdots
\end{pmatrix},$$

must be solved, i.e.

$$\begin{pmatrix}
C_0 \\
C_2 \\
C_4 \\
\vdots
\end{pmatrix} = \begin{pmatrix}
Fek_0A_0^{(0)} & -Fek_2A_0^{(2)} & Fek_4A_0^{(4)} & \cdots \\
-Fek_0A_2^{(0)} & Fek_2A_2^{(2)} & -Fek_4A_2^{(4)} & \cdots \\
Fek_0A_4^{(0)} & -Fek_2A_4^{(2)} & Fek_4A_4^{(4)} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}^{-1}
\begin{pmatrix}
0 \\
\Omega\gamma^2/4 \\
0 \\
\vdots
\end{pmatrix}.$$

In general, the above matrices are infinite and therefore to get any results the series in (10.41) must be truncated. Further, both series in (10.41) must be truncated at the same values of $n$ and $r$ otherwise a non-square matrix which is not invertible is obtained. In the next subsection values of the constants $C_0, C_2, \ldots$ are calculated for two different test cases. As will be demonstrated, the values of these constants motivate a simplified form for the streamfunction, $\psi$.

In what follows, the Mathieu functions are computed numerically. Both the Mathieu functions and the modified Mathieu functions of the third kind are approximated by using the first few terms of their expansions given in appendix A, i.e. computing the first ten terms gives values for Mathieu and modified Mathieu functions accurate to at least eight decimal places. The constants $A_r^{(n)}$ and $B_r^{(n)}$ are calculated through a set of recurrence relations,
see NBS [1951] for more detail. Results agree with tables of Mathieu functions published in NBS [1951] and Kirkpatrick [1960] to at least eight decimal places.

10.2.4 Simplification of the outer solution

Motivation for the simplification of the outer solution is provided through the following two examples.

Example 1: An ellipse with major axis, \( R_{\text{max}} = 2 \) and minor axis, \( R_{\text{min}} = 0.5 \) propagating at velocity \( U = -2.1 \)

In this case

\[
q = \frac{1}{4} \gamma^2 b^2 = \frac{1}{4} \left( R_{\text{max}}^2 - R_{\text{min}}^2 \right) \frac{U + 1}{U} = 0.491071, \tag{10.45}
\]

and the eddy boundary is given (from, for example (10.1)) by

\[
\xi_0 = \text{Re} \left\{ \cosh^{-1} \left( \frac{R_{\text{max}}}{\gamma} \right) \right\} = 0.255413. \tag{10.46}
\]

Choosing the reference value \( \xi = 0.3 > \xi_0 \) outside the ellipse at which to calculate the streamfunction and substituting (10.45) into (10.43) gives the following numerical values for the matrix to be inverted,

\[
\begin{pmatrix}
0.069957 & -0.664659 & 21.668516 & -2163.647883 & \cdots \\
0.016747 & 5.545827 & -706.355619 & 158630.239100 & \cdots \\
0.000510 & 0.228952 & 17229.029987 & -1033370.884126 & \cdots \\
0.000007 & 0.003525 & 423.311331 & 420777647.387603 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix} \tag{10.47}
\]
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With the above parameter values the constants are found to be,

\[
\begin{pmatrix}
C_0 \\
C_2 \\
C_4 \\
C_6 \\
\vdots
\end{pmatrix} = \begin{pmatrix}
1.5593655619617\Omega \\
0.1640535457285\Omega \\
-0.0000022257717\Omega \\
0.0000000000008\Omega \\
\vdots
\end{pmatrix}.
\tag{10.48}
\]

Note that the constants, \( C_{2n} \) rapidly tend to zero and \( \psi_{\text{rot}} \) can be calculated at \( \xi = 0.3 \) by substituting the above values into equation (10.42),

\[
\psi_{\text{rot}} = \Omega (0.004542 + 0.843885 \cos(2\phi) \\
+ 0.002666 \cos(4\phi) + 0.000017 \cos(6\phi)).
\tag{10.49}
\]

**Example 2: An ellipse with major axis, \( R_{\text{max}} = 4 \) and minor axis, \( R_{\text{min}} = 0.5 \) propagating at velocity \( U = -1.1 \)**

In this case

\[
q = \frac{1}{4} \gamma b^2 = \frac{1}{4} \left( R_{\text{max}}^2 - R_{\text{min}}^2 \right) \frac{U + 1}{U} = 0.357955,
\tag{10.50}
\]

and

\[
\xi_0 = \text{Re} \left\{ \cosh^{-1} \left( \frac{R_{\text{max}}}{\gamma} \right) \right\} = 0.125657.
\tag{10.51}
\]

Again using \( \xi = 0.3 > \xi_0 \) and substituting (10.50) into (10.43) gives the following numerical values for the matrix to be inverted,

\[
\begin{pmatrix}
0.104040 & -1.274584 & 70.459922 & -12378.521558 & \cdots \\
0.018367 & 14.429938 & -3150.289016 & 1244988.898385 & \cdots \\
0.000409 & 0.432475 & 105506.430118 & -111279664.791034 & \cdots \\
0.000004 & 0.004846 & 1888.981638 & 6216854553.841640 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\tag{10.52}
\]
With the above parameter values the constants are found to be,

\[
\begin{pmatrix}
C_0 \\
C_2 \\
C_4 \\
C_6 \\
\vdots
\end{pmatrix} = \begin{pmatrix}
3.2893958219282\Omega \\
0.2684402810242\Omega \\
-0.000001129781\Omega \\
0.000000000001\Omega \\
\vdots
\end{pmatrix}.
\] (10.53)

Again the constants rapidly tend to zero and the value of \(\psi_{\text{rot}}\) at \(\xi = 0.3\) is,

\[
\psi_{\text{rot}} = \Omega \left( 0.047929 + 2.65892 \cos(2\phi) \\
+ 0.021934 \cos(4\phi) + 0.000134 \cos(6\phi) \right). \] (10.54)

In both the above examples, the term corresponding to the \(n = r = 1\) term in (10.41), i.e. the \(\cos(2\phi)\) term, is by far the dominant. Therefore a good approximation to the solution for the outer streamfunction, \(\psi_{\text{rot}}\), would be given by assuming \(\psi \sim C_2 \text{Fek}_2(\xi, -q) \cos(2\phi)\). However, it is also required that in the far-field the velocity field of an ellipse has the same structure as that of a circle, i.e.

\[
\psi \to CK_0(bR_{\text{min}}) \quad \text{as} \quad \xi \to \infty. \] (10.55)

The limiting form of the Mathieu functions of the third kind, equation (10.33), are Bessel functions of the same order, and so to satisfy (10.55) a term involving \(\text{Fek}_0\) must be kept in the solution for \(\psi_{\text{rot}}\).

Hence, from the above evidence, a reasonable, approximate solution for the streamfunction outside the ellipse in the rotating frame is \(\psi_{\text{rot}} = \psi_R + \psi\), where

\[
\psi = C_0 \text{Fek}_0(\xi, -q) + C_2 \text{Fek}_2(\xi, -q) \cos(2\phi), \] (10.56)

is the streamfunction in the non-rotating frame and \(\psi_R\) is the term due to the
rotation of the coordinate system, given by (10.40). Therefore

\[ \psi_{rot} = -\frac{\Omega^2}{4} (\cosh(2\xi) + \cos(2\phi)) \]

\[ + C_0 F_{k0}(\xi, -q) + C_2 F_{k2}(\xi, -q) \cos(2\phi). \quad (10.57) \]

Further, the tangential velocity according to (10.57) in the rotating frame, required for matching to the interior solution, is given by

\[ -\frac{\partial \psi_{rot}}{\partial \xi} = \frac{\Omega^2}{2} \sinh(2\xi) \]

\[ - C_0 \frac{\partial}{\partial \xi} F_{k0}(\xi, -q) - C_2 \frac{\partial}{\partial \xi} F_{k2}(\xi, -q) \cos(2\phi). \quad (10.58) \]

It remains to find the form of the precession rate, \( \Omega \), and the constants \( C_0 \) and \( C_2 \). In the next section the interior structure of the elliptic eddy model is described. This inner solution is then matched to the exterior streamfunction and tangential velocity, enabling the determination of these unknown parameters.

### 10.3 The inner solution

As in chapter 9, a Gaussian profile for the streamfunction inside the ellipse is chosen. In a frame rotating with the ellipse the assumed profile is

\[ \eta_{rot}(x, y) = \eta_0 e^{-\left( x^2 + \left( \frac{R_{\max}}{R_{\min}} y \right)^2 \right)}, \quad (10.59) \]

where \( R_{\min} \) and \( R_{\max} \) are a further two unknown parameters. Note that in the circle limit, \( R_{\max} \rightarrow R_{\min}, (10.59) \) is of exactly the same form as (9.25). Also, as for the circular model, (10.59) is not necessarily an exact solution of the nonlinear shallow water equations, but merely one that decays rapidly
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enough so that quasi-geostrophic theory becomes appropriate at some distance from the eddy. Writing $x$ and $y$ in terms of the elliptic coordinates $\xi$ and $\phi$ (definitions (10.2)), equation (10.59) becomes

$$\eta_{\text{rot}}(\xi, \phi) = \eta_0 e^{-\gamma^2 \left( \cosh^2 \xi \cos^2 \phi + \frac{R_{\text{max}}^2}{R_{\text{min}}^2} \sinh^2 \xi \sin^2 \phi \right)}.$$  
(10.60)

Now, from the definitions (10.2),

$$\cosh \xi_0 = \frac{R_{\text{max}}}{\gamma} \quad \text{and} \quad \sinh \xi_0 = \frac{R_{\text{min}}}{\gamma},$$  
(10.61)

and the inner solution on the boundary, $\xi = \xi_0$, in a frame rotating with the ellipse is

$$\eta_{\text{rot}}(\xi_0, \phi) = \eta_0 e^{-R_{\text{max}}^2}.$$  
(10.62)

Therefore this inner streamfunction is constant on the boundary of the ellipse, i.e. the ellipse boundary is a streamline, as required. Furthermore, the tangential velocity due to the inner solution is

$$-\frac{\partial \eta_{\text{rot}}}{\partial \xi}(\xi, \phi) = 2\gamma^2 \cosh \xi \sinh \xi \left( \cos^2 \phi + \frac{R_{\text{max}}^2}{R_{\text{min}}^2} \sin^2 \phi \right) \eta_{\text{rot}}(\xi, \phi),$$  
(10.63)

and on the ellipse boundary this becomes, using (10.61) and double angle formulae,

$$-\frac{\partial \eta_{\text{rot}}}{\partial \xi} \bigg|_{\xi = \xi_0} = \eta_0 e^{-R_{\text{max}}^2} \frac{R_{\text{max}}}{R_{\text{min}}} \left( (R_{\text{min}}^2 + R_{\text{max}}^2) + (R_{\text{min}}^2 - R_{\text{max}}^2) \cos(2\phi) \right).$$  
(10.64)

10.4 Matching

As stated previously (and as in the case of a circular eddy) the inner and outer streamfunctions and tangential velocities must match across the ellipse boundary, $\xi = \xi_0$. Matching the inner solution streamfunction, (10.62), and the
outer solution streamfunction, (10.57), in the rotating frame at the boundary \( \xi = \xi_0 \) yields,

\[
\eta_0 e^{-R_{\text{max}}^2} = -\frac{\Omega \gamma^2}{4} (\cosh(2\xi_0) + \cos(2\phi))
+ C_0 \text{Fek}_0(\xi_0, -q) + C_2 \text{Fek}_2(\xi_0, -q) \cos(2\phi). \tag{10.65}
\]

Also matching the tangential velocities (10.64) and (10.58) at \( \xi = \xi_0 \) gives

\[
- \eta_0 e^{-R_{\text{max}}^2} \frac{R_{\text{max}}}{R_{\text{min}}} \left( (R_{\text{max}}^2 + R_{\text{min}}^2) + (R_{\text{max}}^2 - R_{\text{min}}^2) \cos(2\phi) \right) = \\
- \frac{\Omega \gamma^2}{2} \sinh(2\xi_0) + C_0 \frac{\partial}{\partial \xi} (\text{Fek}_0(\xi, -q)) \bigg|_{\xi=\xi_0} \\
+ C_2 \frac{\partial}{\partial \xi} (\text{Fek}_2(\xi, -q)) \bigg|_{\xi=\xi_0} \cos(2\phi). \tag{10.66}
\]

Note, from (10.61),

\[
cosh(2\xi_0) = \cosh^2 \xi_0 + \sinh^2 \xi_0 = \frac{R_{\text{max}}^2 + R_{\text{min}}^2}{\gamma^2},
\]

\[
\sinh(2\xi_0) = 2 \sinh \xi_0 \cosh \xi_0 = \frac{2 R_{\text{max}} R_{\text{min}}}{\gamma^2}. \tag{10.67}
\]

Comparing constant terms and coefficients of \( \cos(2\phi) \) in (10.65) and (10.66) gives four equations in the six unknowns, \( R_{\text{max}} \) and \( R_{\text{min}} \), the major and minor axis lengths, \( \eta_0 \), the maximum depth of the ellipse, the constants \( C_0 \) and \( C_2 \) and the rotation rate, \( \Omega \), i.e. using (10.67), the four equations are,

\[
\eta_0 e^{-R_{\text{max}}^2} = -\frac{\Omega}{4} (R_{\text{max}}^2 + R_{\text{min}}^2) + C_0 \text{Fek}_0(\xi_0, -q), \tag{10.68}
\]

\[
- \frac{\Omega}{4} (R_{\text{max}}^2 - R_{\text{min}}^2) + C_2 \text{Fek}_2(\xi_0, -q) = 0, \tag{10.69}
\]

\[
- \eta_0 e^{-R_{\text{max}}^2} \frac{R_{\text{max}}}{R_{\text{min}}} \left( R_{\text{max}}^2 + R_{\text{min}}^2 \right) = -\Omega R_{\text{max}} R_{\text{min}} + C_0 \frac{\partial}{\partial \xi} (\text{Fek}_0(\xi, -q)) \bigg|_{\xi=\xi_0}, \tag{10.70}
\]

\[
\eta_0 e^{-R_{\text{max}}^2} \frac{R_{\text{max}}}{R_{\text{min}}} \left( R_{\text{max}}^2 - R_{\text{min}}^2 \right) = C_2 \frac{\partial}{\partial \xi} (\text{Fek}_2(\xi, -q)) \bigg|_{\xi=\xi_0}, \tag{10.71}
\]
where the definition $\gamma^2 = R_{\text{max}}^2 - R_{\text{min}}^2$ has been used in (10.69). Implicit in the above is the supposition that the translational velocity, $U$, is known. Clearly some assumptions have to be made to make further progress. It is assumed that $R_{\text{min}}$ and $\eta_0$ are known (good first approximations to $R_{\text{min}}$, $\eta_0$ and $U$ can be calculated by using the algorithm for a circular eddy of chapter 9). Further, the appropriate Bessel functions are used as approximations to the modified Mathieu functions. Equations (10.68)-(10.71) are then four equations in the four unknowns $\Omega$, $R_{\text{max}}$, $C_0$ and $C_2$. They can be rearranged to form one equation for $R_{\text{max}}$ depending only on the other ellipse parameter, $R_{\text{min}}$, in the following way. First, note (10.69) gives

$$C_2 = \frac{1}{K_2(\chi)} \frac{\Omega}{4} \left( R_{\text{max}}^2 - R_{\text{min}}^2 \right), \quad (10.72)$$

where

$$\chi = \frac{1}{2} b \gamma e^{\delta_0} = \frac{1}{2} b \sqrt{|R_{\text{max}}^2 - R_{\text{min}}^2|} \exp \left( \text{Re} \left\{ \text{cosh}^{-1} \left( \frac{R_{\text{max}}}{\sqrt{R_{\text{max}}^2 - R_{\text{min}}^2}} \right) \right\} \right). \quad (10.73)$$

Substitution of the expression for $C_2$, (10.72), into (10.71) yields an expression for the precession rate, $\Omega$, which depends on the ellipse axis lengths, $R_{\text{max}}$ and $R_{\text{min}}$, i.e.

$$\Omega = -8\eta_0 e^{-R_{\text{max}}^2} \frac{R_{\text{max}}}{R_{\text{min}}} \frac{K_2(\chi)}{\chi(K_1(\chi) + K_3(\chi))}. \quad (10.74)$$

Note, Cushman-Roisin et al. [1985] and Cushman-Roisin [1986] also derive expressions for the precession rate, $\Omega$, of a shallow water, elliptical eddy which are dependent on the ellipse size parameters. Comparison to their expressions will be made later. Equation (10.68) can be rearranged to give $C_0$ as

$$C_0 = \frac{1}{K_0(\chi)} \left( \eta_0 e^{-R_{\text{max}}^2} + \frac{\Omega}{4} \left( R_{\text{max}}^2 + R_{\text{min}}^2 \right) \right). \quad (10.75)$$

Finally, by substituting expression (10.75) for $C_0$, and (10.74) for $\Omega$, equation (10.70) is one equation in the one unknown, $R_{\text{max}}$. Furthermore, since $C_0$ and $\Omega$
are proportional to $\eta_0$, the major axis length, $R_{\text{max}}$, is uniquely determined by the translational velocity, $U$, and the minor axis length, $R_{\text{min}}$, only. Equation (10.70) must be solved numerically for $R_{\text{max}}$ and figure 10.2 depicts how the major axis length, $R_{\text{max}}$, varies as a function of the minor axis length, $R_{\text{min}}$, (according to (10.70)) for (a) $U = -1.1$ ($\approx 0.04 \text{ m/s}$, a realistic value for the translational velocity of a Loop Current Eddy), (b) $U = -2.5$ ($\approx 0.1 \text{ m/s}$, an approximate lower bound for Loop Current Eddy translational velocities) and (c) $U \to -\infty$. Notice that, in each case, that for $R_{\text{min}}$ large enough, the

![Figure 10.2: Solution for $R_{\text{max}}$ as a function of $R_{\text{min}}$ given by equation (10.70) for (a) $U = -1.1$, (b) $U = -2.5$ and (c) $U \to -\infty$. The line $R_{\text{min}} = R_{\text{max}}$ is also shown (dashed). Notice that, in each case, for $R_{\text{min}}$ large enough, equation (10.70) implies $R_{\text{max}} < R_{\text{min}}$.](image)

solution for the major axis is smaller than the minor axis, i.e. $R_{\text{max}} < R_{\text{min}}$. For such solutions the equations break down and streamfunctions and velocities no longer match on the ellipse boundary. Therefore, the algorithm must be
restricted to cases where $R_{\min} < R_{\max}$ with the consequence that given a minor axis length $R_{\min}$ there may not exist any permitted solutions for $R_{\max}$. This also seems to imply that only small eddies ($R_{\min} \lesssim 0.4$) are permitted by the ellipse model, however, $R_{\min}$ and $R_{\max}$ measure only the distances at which the streamfunction solution changes from Bessel type to Gaussian and therefore do not necessarily indicate the size of the eddy. Notice that, even with the constraint that $R_{\min} < R_{\max}$, equation (10.70) admits solutions for almost all ellipse eccentricities. For example, the region of figure 10.2 for which $R_{\min} < R_{\max}$ clearly depicts solutions that are nearly circular ($R_{\min} \sim R_{\max}$) through to highly elliptical solutions ($R_{\min} \ll 1$) for all values of $U$. Therefore, when solving (10.70), it is better to assume the eddy eccentricity, $E$, is known rather than the length $R_{\min}$, since this almost always guarantees a valid solution for $R_{\max}$. Therefore the substitution

$$R_{\min} = R_{\max} \sqrt{1 - E^2},$$  \hspace{1cm} (10.76)

is made and, given $E$, figure 10.3 shows the ellipses generated by solutions to (10.70). Kirwan et al. [1984b] have observed elliptical Loop Current Eddies which vary in size and shape throughout their life span and have eccentricities in the range $0.6 \lesssim E \lesssim 0.95$ (Hamilton et al. 1999 observe an even wider range of eccentricities for Loop Current Eddies). In this chapter only constant shape ellipses are considered and on the basis of the aforementioned observations an average eccentricity of $E = 0.7$ is used. The ‘bold’ ellipse in figure 10.3 represents this solution corresponding to $E = 0.7$.

Figure 10.4 shows how the precession rate, $\Omega$, given by (10.74) varies with the eccentricity, $E$, for the case $U = -1.1$. Note that the precession rate depends on the maximum depth of the ellipse, $\eta_0$. This variable is assumed to be known and is found by appealing to the circle approximation, equation
Figure 10.3: Ellipses generated by solutions to equation (10.70) for $U = -1.1$ and $E = 0.1i$, $i = 1, \ldots, 9$. The ‘bold’ ellipse represents the solution for typical Loop Current Eddy eccentricities, $E = 0.7$.

(9.27), with $R = \bar{R}$, where

$$\bar{R} = \frac{R_{\text{min}} + R_{\text{max}}}{2}.$$  \hfill (10.77)

Observe that, as expected (Lamb 1932), as the eddy becomes more elliptical ($E \to 1$), so the precession rate increases. Also, the precession rate is always negative implying that the eddy precesses in the clockwise direction. This is consistent with the direction of fluid rotation in Loop Current Eddies. In the present model and those of Cushman-Roisin et al. [1985] and Cushman-Roisin [1986], it is not necessarily true that $\Omega \to 0$ in the circle limit, $R_{\text{max}} \to R_{\text{min}}$. In fact, from equation (10.74),

$$\Omega \to -8\eta \bar{\theta} e^{-\frac{R^2}{R_{\text{min}}^2}} \frac{K_2(bR_{\text{min}})}{bR_{\text{min}}(K_1(bR_{\text{min}}) + K_3(bR_{\text{min}}))} \quad \text{as} \quad R_{\text{max}} \to R_{\text{min}}.$$  \hfill (10.78)
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In dimensional coordinates (using $U = -1.1$ and $R_{\text{min}} \approx 0.3$, the approximate value at which $R_{\text{min}} = R_{\text{max}}$, see figure 10.2(a)) this corresponds to

$$\Omega \rightarrow -5.35227\beta f \times (24 \times 60 \times 60) \times \frac{360}{2\pi} \approx 24.9^\circ \text{day}^{-1} \quad \text{as} \quad R_{\text{max}} \rightarrow R_{\text{min}}.$$  \hspace{1cm} (10.79)

Indeed the curve in figure 10.4 appears to asymptote to this value as $R_{\text{max}} \rightarrow R_{\text{min}}$ or equivalently, as $E \rightarrow 0$. The precession rates generated by the ellipse model (figure 10.4) can be tentatively compared to the models of Cushman-Roisin et al. [1985] and Cushman-Roisin [1986]. Cushman-Roisin et al. [1985] develop a model based on frontal geostrophic dynamics and the precession rate has the form,

$$\Omega = \frac{\omega}{2} = \frac{f}{2} - \frac{f}{4} \left[ \left(1 + \frac{8R_d^2}{R^2}\right)^{1/2} + \left(1 - \frac{8R_d^2}{R^2}\right)^{1/2} \right] \approx 0.024f,$$  \hspace{1cm} (10.80)

using their example where $f \approx 10^{-4} \text{s}^{-1}$, the geometric mean radius, $R \approx 100$ km and the deformation radius, $R_d \approx 27$ km. This corresponds to

$$\Omega \approx 0.024f \times (24 \times 60 \times 60) \times \frac{360}{2\pi} \approx 12^\circ \text{day}^{-1}. \hspace{1cm} (10.81)$$

Also, Cushman-Roisin [1986] derive a precession rate from the asymptotic limit of (10.80) as the eddy becomes large, giving

$$\Omega = 4f \left(\frac{R_d}{R}\right)^4 \approx 0.021f,$$  \hspace{1cm} (10.82)
which corresponds to
\[ \Omega \approx 0.021f \times (24 \times 60 \times 60) \times \frac{360}{2\pi} \approx 11^\circ \text{day}^{-1}. \] (10.83)

Further, observations (of Gulf Stream rings, Cushman-Roisin et al. 1985 and references therein) show \( \Omega \approx 9^\circ \text{day}^{-1} \). Thus, the present model eddy gives precession rates in good agreement with (of the same order as) observations and previous models (although based on fundamentally different dynamics).

Moreover, since \( \Omega \to 0 \) in the circle limit, generally, taking the circle limit of the precessing ellipse model gives a different velocity signature to the non-precessing circle of chapter 9. The outer streamfunction in the non-rotating frame, (10.56), in the circle limit does reduce to the form of that of the non-precessing circle, i.e. by equation (10.72), \( C_2 \to 0 \) as \( R_{\text{max}} \to R_{\text{min}} \), and
\[ \psi \to C_0^0 \frac{\nu_0}{\pi} K_0(bR_{\text{min}}), \] (10.84)

using the limiting form of \( \text{Fek}_0 \), (10.33). Equation (10.84) is of exactly the same form as the outer streamfunction used in chapter 9, equation (9.24). However, the precessing inner streamfunction (in the non-rotating frame) differs by a term due to transforming from the rotating to the non-rotating frame, i.e. \( \eta = \eta_{\text{rot}} - \psi_R \) and therefore
\[ \eta \to \eta_0 e^{-R_{\text{min}}^2} + \frac{\Omega}{2} R_{\text{min}}^2, \] (10.85)
in the circle limit. This has the consequence that results produced here, in the (precessing) circle limit cannot, in general, be directly compared with those of chapter 9.

The differences, due to precession, between the models used in this and the previous chapter are further demonstrated by examining the circle limit of equations (10.65) and (10.66). As \( R_{\text{max}} \to R_{\text{min}} \), equation (10.65) becomes
\[ \eta_0 e^{-R_{\text{min}}^2} = -\frac{\Omega}{2} R_{\text{min}}^2 + C_0^0 \frac{\nu_0}{\pi} K_0(bR_{\text{min}}). \] (10.86)
By analogy to the modified Mathieu functions of the first and second kinds detailed in McLachlan [1947]

\[
\frac{\partial}{\partial \xi} \left( \text{Fek}_2n(\xi, -q) \right) \rightarrow R_{\min} \frac{p^{\prime}_{2n}}{\pi} \frac{\partial}{\partial R_{\min}} K_{2n}(bR_{\min}) \quad \text{as} \quad R_{\max} \rightarrow R_{\min}, \tag{10.87}
\]

and so, in the circle limit, (10.66) becomes

\[
-2R_{\min}^{2} \eta_{0} e^{-R_{\min}^{2}} = -\Omega R_{\min}^{2} - R_{\min} C_{0} \frac{p^{\prime}}{\pi} bK_{1}(bR_{\min}). \tag{10.88}
\]

Equations (10.86) and (10.88) are of exactly the same form as those derived for the circle case, (9.27) and (9.28), except with an extra term due to the rotation of the reference frame.

In summary, since the outer streamfunctions are identical in the far-field (equivalent to the circle limit), the same process as in chapter 9 can be employed to find the parameters \( U \) and \( (x_{0}, y_{0}) \) for the ellipse model. Then assuming the eccentricity, \( E \), and the maximum depth of the ellipse \( \eta_{0} \) are known, all remaining parameters can be calculated and subsequent velocities predicted according to the equations derived in the next section.

### 10.5 The time series problem

A measuring station located at \((x_{ms}, y_{ms})\) will measure fluid velocities \( u \) and \( v \) due to the presence of an elliptical eddy centred at \((x_{i}, y_{i})\) in the \( x \) - and \( y \)-directions, respectively, given by

\[
u = \begin{cases} 
-\frac{\partial \psi}{\partial y}(x_{ms}, y_{ms}), & \text{if } \xi > \xi_{0}, \\
-\frac{\partial}{\partial y}(\eta_{rot} - \psi_{R})(x_{ms}, y_{ms}), & \text{if } \xi < \xi_{0}.
\end{cases} \tag{10.89}
\]
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\begin{align}
v &= \begin{cases}
\frac{\partial \psi}{\partial x} \bigg|_{(x_{ms}, y_{ms})}, & \text{if } \xi > \xi_0, \\
\frac{\partial}{\partial x} \left( \eta_{rot} - \psi_R \right) \bigg|_{(x_{ms}, y_{ms})}, & \text{if } \xi < \xi_0,
\end{cases} \\
\text{where } \psi \text{ is given by (10.56), } \eta_{rot} \text{ by (10.59) and } \psi_R \text{ by (10.40), i.e.}
\end{align}

\begin{align}
u &= \begin{cases}
- \left( \frac{\partial \psi}{\partial \xi} \frac{\partial \xi}{\partial y} + \frac{\partial \psi}{\partial \phi} \frac{\partial \phi}{\partial y} \right) \bigg|_{(x_{ms}, y_{ms})}, & \text{if } \xi > \xi_0, \\
- \left( \frac{\partial \eta_{rot}}{\partial y} + \eta_R (y - y_i) \right) \bigg|_{(x_{ms}, y_{ms})}, & \text{if } \xi < \xi_0,
\end{cases} \\
v &= \begin{cases}
\left( \frac{\partial \psi}{\partial \xi} \frac{\partial \xi}{\partial x} + \frac{\partial \psi}{\partial \phi} \frac{\partial \phi}{\partial x} \right) \bigg|_{(x_{ms}, y_{ms})}, & \text{if } \xi > \xi_0, \\
\left( \frac{\partial \eta_{rot}}{\partial x} + \eta_R (x - x_i) \right) \bigg|_{(x_{ms}, y_{ms})}, & \text{if } \xi < \xi_0.
\end{cases}
\end{align}

Using the definition of \( \psi \), (10.56),

\begin{align}
u &= \begin{cases}
- \left( \frac{C_0}{\partial \xi} \text{Fek}_0(\xi, -q) + \frac{C_2}{\partial \xi} \text{Fek}_2(\xi, -q) \cos(2\phi) \right) \frac{\partial \xi}{\partial y} \\
+ (-2C_2 \text{Fek}_2(\xi, -q) \sin(2\phi)) \frac{\partial \phi}{\partial y} \bigg|_{(x_{ms}, y_{ms})}, & \text{if } \xi > \xi_0, \\
- \frac{R_{max}}{R_{min}} (y_{ms} - y_i) e^{-\left(\frac{(x_{ms} - x_i)^2 + R_{max}^2 (y_{ms} - y_i)^2}{R_{min}^2}\right)} \\
- \eta_R (y_{ms} - y_i), & \text{if } \xi < \xi_0,
\end{cases} \\
v &= \begin{cases}
\left[ \frac{C_0}{\partial \xi} \text{Fek}_0(\xi, -q) + \frac{C_2}{\partial \xi} \text{Fek}_2(\xi, -q) \cos(2\phi) \right] \frac{\partial \xi}{\partial x} \\
+ (-2C_2 \text{Fek}_2(\xi, -q) \sin(2\phi)) \frac{\partial \phi}{\partial x} \bigg|_{(x_{ms}, y_{ms})}, & \text{if } \xi > \xi_0, \\
- \frac{R_{max}}{R_{min}} (x_{ms} - x_i) e^{-\left(\frac{(x_{ms} - x_i)^2 + R_{max}^2 (y_{ms} - y_i)^2}{R_{min}^2}\right)} \\
+ \eta_R (y_{ms} - y_i), & \text{if } \xi < \xi_0.
\end{cases}
\end{align}

Note that the velocity field is measured in the non-rotating frame. Therefore (using (10.1)),

\begin{align}
\xi &= \text{Re} \left\{ \cosh^{-1} \left( \frac{(x + iy)e^{-i \Omega t_i}}{\gamma} \right) \right\},
\end{align}
and

\[ \phi = \text{Im} \left\{ \cosh^{-1} \left( \frac{(x + iy)e^{-i\Omega t}}{\gamma} \right) \right\}, \]  

(10.96)

where \( x = x_{ms} - x_0 - Ut_i \) and \( y = y_{ms} - y_0 \), assuming the eddy translates solely in the westward direction.

Plots of typical time series of \( u \) and \( v \) velocities measured as elliptical eddies propagate by (given by equations (10.93) and (10.94)) are compared with those derived from the circular eddy equations (9.32) and (9.34) in figures 10.5(a) and (b). The graphs describe velocities measured at \( (x_{ms}, y_{ms}) \) due to eddies which are initially located in the far-field, travel in a straight line due westward at a constant speed towards the measuring station, 'hit' it, and continue on into the far-field. The short-dashed line represents the circular solution of chapter 9
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Figure 10.5: Comparison of velocity profiles generated by the circle and ellipse algorithms. The short-dashed line represents data given by the circle algorithm, the solid line corresponds to an ellipse with \( E = 0.7 \) (a typical Loop Current Eddy value) and the dashed line, an ellipse with \( E = 0.1 \), (nearly circular) (a) \( u \) velocity and (b) \( v \) velocity.

and is exactly as figure 9.4, i.e. the parameters used are, again, \( U = -1.1 \), \( (x_0, y_0) = (3, -0.2) \) and \( C = 1 \) (giving a matching radius of \( R = 0.486947 \) and maximum eddy depth of \( \eta_0 = 2.59965 \)). This is compared with two time series
generated by the ellipse algorithm, using the the same translational velocities
\((U = -1.1)\) and initial positions \((x_0, y_0) = (3, -0.2)\) as for the circle. The
dashed line shows the time series generated by an ellipse with eccentricity, \(E\),
chosen such that the ellipse is nearly circular, i.e. \(E = 0.1\). Here, using equation
\((10.70)\), \(R_{\text{max}} = 0.298116\) and by equation \((10.76)\), \(R_{\text{min}} = 0.296622\)
(see also figure 10.2). Recall that the maximum depth of the eddy is also required and
is estimated using equation \((9.27)\) with \(R = \tilde{R}\), giving \(\eta_0 = 2.76911\). The
remaining parameters are found to be \(C_0 = 0.910897, C_2 = -4.54819 \times 10^{-6}\)
and \(\Omega = -5.08267\) from equations \((10.75)\), \((10.72)\) and \((10.74)\) respectively.
This value of \(\Omega\) corresponds to a precession rate of \(\approx 23.6^\circ\text{day}^{-1}\). The solid
line represents a more typical ellipse shaped eddy where the eccentricity is
\(E = 0.7\), giving \(R_{\text{max}} = 0.284093\) and \(R_{\text{min}} = 0.202883\). In this case (given
that \(\eta_0 = 2.89949\)) \(C_0 = 0.895399, C_2 = 1.99576 \times 10^{-4}\) and \(\Omega = -7.48058\) or
\(\approx 34.8^\circ\text{day}^{-1}\).

As argued previously, the ellipse solutions tend to that of the circle in the
far-field, hence the three velocity profiles in figure 10.5 are almost coincident
for small and large times where the eddies are far from the measuring station.
Differences in the velocity profiles (especially in the \(u\) velocity) are seen as
as the eddy approaches the measuring station. The circle algorithm (short-
dashed) predicts comparatively small velocities, whereas the near circular el-
ipse (dashed) generates larger velocities and the ellipse with \(E = 0.7\) (solid),
larger velocities still. This is because the 'sizes' of the eddies, or more accu-
rately the radius at which the solution switches from Bessel type to Gaussian,
decreases as the eccentricity increases. As the eddies approach the measuring
station, due to the Bessel function nature of the outer solution, velocities begin
to increase rapidly. The circle solution has the largest matching radius, \(R\), and
so 'hits' the measuring station first and the velocities switch to the (bounded) Gaussian type. Since \( R \) is smaller for ellipses, they can get closer to the measuring station before switching and hence produce larger Bessel type velocities. This also explains the difference between the circle and near circular ellipse solutions. Note also that the effects of precession can be seen in the eccentric ellipse \( (E = 0.7) \) velocity profile. Deviations from the smooth, respectively symmetric and antisymmetric, \( u \) and \( v \) velocity profiles can be seen at \( t = 29 \) and \( t = 37 \) days.

Figure 10.6 shows the time evolution of an elliptical model eddy and the associated streamfunctions corresponding to the \( E = 0.7 \) ellipse (which generated the solid line velocity profile in figure 10.5) for the period \( t = 30 \) to \( t = 38 \) days. At \( t = 30 \) days, the ellipse is approaching the measuring station (marked by a cross in the figure). By \( t = 33 \) days the ellipse has 'hit' the measuring station and the predicted velocities will be of the Gaussian type. By \( t = 36 \) days the eddy has passed through the measuring station and continue on into the far-field. The precession rate of \( \approx 34.8^\circ \text{day}^{-1} \) is clear. Note that the outer streamfunction quickly tends to concentric circles in the far-field. Also shown (dashed) is the time evolution of the corresponding circular eddy calculated using the same parameter values as for the ellipse. It can be seen clearly that as the circle is larger, it 'hits' the measuring station first \( (t = 31 \) days\) and therefore induces smaller Gaussian velocities over a longer time period.

The model can now be used to predict local velocities generated by the passage of a nearby rotating, precessing, elliptical eddy. As mentioned above, the ellipse solution approaches that of the circle in the far-field. Therefore the method detailed in section 9.4 can be used to determine some parameters, namely the initial position and the propagation speed, from a set of measured
Figure 10.6: Time evolution of an elliptic eddy and the associated stream-function in a fixed frame of reference. The cross indicates the position of the measuring station, \((x_{ms}, y_{ms})\). The dashed circle represents the time evolution of the corresponding circular eddy of chapter 9 calculated using the same values of \(U\), \((x_0, y_0)\) and \(C\) as the ellipse.

velocity data. From these, given an eccentricity, \(E\), and a maximum depth, \(\eta_0\), the ellipse equations, (10.68)–(10.71), are used to determine the remaining properties of a rotating, precessing, elliptical eddy. Moreover, equations (10.93) and (10.94) can then be used to predict the subsequent velocities gen-
erated by the elliptic eddy.

It has been shown, in section 9.5, that the algorithm used to determine the translational velocity and the initial position of the eddy centre is fairly robust with respect to the introduction of noise. The ellipse equations are used only to calculate additional parameters and will not be further affected by any noise. Therefore it is now possible to apply the ellipse algorithm directly to the Loop Current Eddy data.

10.6 Application to Loop Current Eddies

The ellipse algorithm is now applied to the data relating to the two Loop Current Eddy events introduced in section 9.6. In each case the eccentricity is taken to be $E = 0.7$. This is a typical value for Loop Current Eddies (Kirwan et al. 1984b).

Results for the second Loop Current Eddy, LCE2, are shown in figure 10.7. The circle algorithm is used to calculate the translational velocities and the initial position of the eddy centre. Hence these parameters are found to have the same values as in section 9.6, namely $U = -1.5323$ (a westward translation of $\approx 0.059$ m s$^{-1}$) and $(x_0, y_0) = (0.788078, -1.35227)$ (ellipse initially centred $\approx 32$ km to the east and $\approx 55$ km south of the measuring station). Equation (10.70) is used to calculate the major axis length, $R_{\text{max}} = 0.328928$ and by equation (10.76), $R_{\text{min}} = 0.234902$, given that the maximum depth has a value of $\eta_0 = 1.92492$. The remaining parameters are found to be $C_0 = 0.793035$, $C_2 = -8.85265 \times 10^{-4}$ and $\Omega = -4.80577$ from equations (10.75), (10.72) and (10.74) respectively. This value of $\Omega$ corresponds to a precession rate of $\approx 22.3^\circ$ day$^{-1}$.

For the LCE2 eddy, there is no significance difference between the velocities
Figure 10.7: Predicted data for LCE2 generated by the ellipse algorithm (solid) compared with the circle algorithm (dashed). The original LCE2 data is given by the thin solid line, (a) $u$ velocity and (b) $v$ velocity. The solid vertical line represents the time $t_p$.

generated by the circle and ellipse algorithms (the solid (ellipse) and dashed (circle) lines in figure 10.7 are almost coincident). This is because the predicted path of the eddy does not pass sufficiently close to the measuring station as to generate velocities given by the interior solutions (equation (9.25) for the circle case and (10.62) for the ellipse case). Therefore the velocities predicted by the circular and elliptic models are essentially the same since the ellipse solution tends to that of the circle in the far-field. As explained in section 9.6, the models predict the general velocity trends fairly well but underestimate the velocity magnitudes. Recall that this is due to the discontinuity at $t = 6$ days. Nevertheless, the predicted precession rate of $\approx 22.3^\circ \text{day}^{-1}$ is in good agreement with observed Loop Current Eddies (see section 10.5 for typical values).

Results for the third Loop Current Eddy, LCE3, are shown in figure 10.8. As in section 9.6, $U = -1.47104$ (a westward translation of $\approx 0.056 \text{ m s}^{-1}$) and $(x_0, y_0) = (1.39973, -0.351354)$ (ellipse initially centred $\approx 57$ km to the
east and $\approx 14$ km south of the measuring station). For the LCE3 data, the
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Figure 10.8: Predicted data for LCE3 generated by the ellipse algorithm (solid) compared with the circle algorithm (dashed). The original LCE3 data is given by the thin solid line, (a) u velocity and (b) v velocity. The dashed vertical lines represent the circular boundaries $r = R$ where the velocities switch from Bessel type to Gaussian. The solid vertical line represents the time $t_p$.

major axis length is found to be $R_{\text{max}} = 0.325606$ and the minor axis, $R_{\text{min}} = 0.232529$, given that the maximum depth has a value of $\eta_0 = 2.17631$. The remaining parameters are found to be $C_0 = 0.878389$, $C_2 = -8.87765 \times 10^{-4}$ and $\Omega = -5.44866$. This value of $\Omega$ corresponds to a precession rate of $\approx 25.3^\circ \text{day}^{-1}$.

In this case the predicted velocities for the circle and ellipse algorithms differ substantially when the eddy gets close to the measuring station. The ellipse algorithm (solid line, figure 10.8) substantially overestimates the magnitude of the $u$ velocities. The $v$ velocity profile is also significantly different from that predicted by the circle algorithm. These differences are due to the fact that elliptic eddy is, in a sense, smaller than the circular eddy, i.e. for the ellipse, $R_{\text{max}} = 0.33$ whereas for the circle, $R = 0.60$. At its closest point,
the position of the eddy centre is a (nondimensional) distance $r = y_0 = 0.35$ away from the measuring station. Since $R_{\text{max}} < y_0 < R$, the ellipse will never 'hit' the measuring station and so will always record the larger Bessel type velocities (see also section 10.5 and figure 10.5). Conversely, the circle solution hits the measuring station and reverts to the comparatively smaller Gaussian velocity profile between the times marked by the dashed vertical lines in figure 10.8. The circle algorithm predicts the actual eddy velocities in the $x$-direction more accurately than the ellipse algorithm. The velocities in the $y$-direction are equally well described by both models (and as explained in section 9.6 the deviation beyond $t = 13$ days could be due to eddy deformation or the presence of other eddies).

As with the LCE2 case the predicted precession rate is fairly consistent with those of observed Loop Current Eddies. Further, the effects of this precession can be seen, particularly in the $v$ velocity prediction, in the deviation of the velocity profiles from symmetry or antisymmetry.

## 10.7 Discussion

In this chapter the circular model of Loop Current Eddies developed in chapter 9 has been generalised to describe elliptic eddies. Again, the model satisfies the quasi-geostrophic equations in the far-field and is capable of generating $O(1)$ velocities when the eddy is close to a measuring station. As in the circle case, it is assumed that the eddy translates solely in the westward direction under the influence of the $\beta$-effect. However, the elliptic eddy is also allowed to precess (as it must do according to Cushman-Roisin et al. 1985 and Young 1985). The Helmholtz equation is solved exterior to the ellipse and a solution found in terms of Mathieu functions. These solutions are shown to degenerate
to the appropriate functions in the Laplacian and circle limits. Approximations to the complicated Mathieu function solutions are used and the characteristics of a precessing, translating ellipse are estimated given a time series of measured velocity data. Subsequent velocities generated by the elliptical eddy can be predicted.

As in the circle case the model has been applied to two data sets representing the passage of two Loop Current Eddies past a measuring station. Velocities predicted are compared with the real data and with those given by the circular model. As expected the ellipse and circle models predict similar velocities in the far-field, as the ellipse solution tends to that of the circle in such regions. However, the models differ when the eddy is in close proximity to the measuring station. This is because solutions of the governing equations for the ellipse model must be restricted so that the minor axis length is smaller than the major axis length. Although these solutions admit eddies of all eccentricities, the eddy sizes are significantly 'smaller' than those predicted by the circular model. Therefore, generally, the elliptical eddies do not get close enough to the measuring station to record any interior velocities which are smaller in magnitude than equivalent exterior velocities.

Differences in the circle and elliptical models are most graphically illustrated in the application to the LCE3 data. The circular model gives excellent agreement between actual and predicted velocities whereas the ellipse model overestimates the velocities in the $x$-direction. As mentioned in section 9.5, overestimation is not necessarily a bad thing as it is better to be cautious when deciding whether large currents may affect offshore operations.

By generalising the circular model it was hoped that the elliptic eddies would improve the predictions of chapter 9. This has not been the case. It
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should be noted, however, that the precession rates calculated by the elliptic model are in excellent agreement with previous models (Cushman-Roisin et al. 1985 and Cushman-Roisin 1986) and observed eddies. Some effects of this precession are seen in the velocity profiles derived from the elliptic eddy model.

The elliptic eddy model is expected to yield more accurate predictions if the governing equations can be reformed in such a way as to allow for eddies of comparable sizes to those of the circle case. This should be an interesting investigation for further study.
Chapter 11

Conclusions

In part II, the motion of Loop Current Eddies in the Gulf of Mexico has been modeled with a view to accurately predicting the currents they produce. Motivated by concerns of the offshore oil industry where large currents can adversely affect operations, time series of velocities measured at a single location (e.g. an oil platform) were used to infer characteristics of approaching eddies.

First, a circular model of Loop Current Eddies was adopted. The model is quasi-geostrophic in the far-field and in the interior, consistent with observations, has a near solid body rotation structure (Kirwan et al. 1984b, Glenn et al. 1990). This model is capable of producing $O(1)$ velocities such as those measured in Gulf. Further, the model was found to be relatively stable to the introduction of noise.

A more realistic elliptical model was then developed. As in the circular case the shallow water equations are solved exterior to the eddy. In this case solutions involving Mathieu functions are found. Again, the exterior solution is matched to an interior solution consisting of an eddy in near solid body rotation. The elliptical model introduces more parameters, namely the ellipse
dimensions and a precession rate. When tested on synthetic data the elliptical model gives precession rates consistent with observations of Loop Current Eddies.

The work presented here is extraordinary in that data gathered in the Gulf of Mexico corresponding to the passage of several Loop Current Eddies has been made available and the models can be applied to it. The circular model predicts velocities due to a Loop Current Eddy in extremely good correlation with actual data. Differences between model predicted and actual data are due to some deformation of the Loop Current Eddy and presence of other features. The elliptic model, being more sophisticated was expected to produce even better predictions for Loop Current Eddy induced currents. This was not the case. This was due to the fact the equations solved for the ellipse do not permit ‘large’ eddies and therefore predicted currents are due to the exterior solution solution only. These tend to overestimate the magnitudes of the velocities.

It would be desirable to resolve the problem that, according to the governing equations, ellipses cannot be ‘large’. If this problem were to be solved, it is expected that the ellipse solutions would provide more accurate predictions.

Furthermore, the present work considers eddies which translate solely westward at a constant velocity. Recently ‘sprints’ and ‘stalls’ in the passage of Loop Current Eddies have been observed (Hamilton et al. 1999). The work here should be extended to include such variations in the translation velocity. It is also noted that the paths of Loop Current Eddies often deviate from due westward, i.e. they have a significant southward component (figure 8.1). This may be due to the influence of the topography of the Gulf of Mexico and such effects could be included.

It would also be desirable to examine the fate of Loop Current Eddies
as they approach the western boundary of the Gulf of Mexico and interact with older Loop Current Eddies and the steep topography there. This could combine the vortex-topography interaction work of part I, including heton and dipole studies, with the Loop Current Eddy modeling of part II.
Part III

Appendices
Appendix A

Expansions of Mathieu functions

The functions $ce_n(\phi, -q)$ and $se_n(\phi, -q)$ can be expanded in series of trigonometric functions (see McLachlan 1947), i.e.

$$ce_{2n}(\phi, -q) = (-1)^n \sum_{r=0}^{\infty} (-1)^r A_{2r}^{(2n)} \cos(2r\phi), \quad (A.1)$$

$$ce_{2n+1}(\phi, -q) = (-1)^n \sum_{r=0}^{\infty} (-1)^r B_{2r+1}^{(2n+1)} \cos((2r+1)\phi), \quad (A.2)$$

$$se_{2n+1}(\phi, -q) = (-1)^n \sum_{r=0}^{\infty} (-1)^r A_{2r+1}^{(2n+1)} \sin((2r+1)\phi), \quad (A.3)$$

$$se_{2n+2}(\phi, -q) = (-1)^n \sum_{r=0}^{\infty} (-1)^r B_{2r+2}^{(2n+2)} \sin((2r+2)\phi), \quad (A.4)$$

where $A_{r}^{(n)}$ and $B_{r}^{(n)}$ are constants relating to the Mathieu characteristics, $a_n$ and $b_n$ and depend on the value of $q$, i.e. the physical properties of the ellipse.

Also, the functions $Fek_n(\xi, -q)$ and $Gek_n(\xi, -q)$ can be expanded in series of Bessel functions, i.e.

$$Fek_{2n}(\xi, -q) = \frac{p_{2n}'}{\pi A_0^{(2n)}} \sum_{r=0}^{\infty} A_{2r}^{(2n)} I_r(\sqrt{qe^{-\xi}}) K_r(\sqrt{qe^\xi}), \quad (A.5)$$
\[ \text{Fek}_{2n+1}(\xi, -q) = \frac{s'_{2n+1}}{\pi B_{2r+1}^{(2n+1)}} \sum_{r=0}^{\infty} B_{2r+1}^{(2n+1)} (I_r(\sqrt{q}e^{-\xi})K_{r+1}(\sqrt{q}e^{\xi})) - I_{r+1}(\sqrt{q}e^{-\xi})K_{r}(\sqrt{q}e^{\xi}) \], \quad (A.6)

\[ \text{Gek}_{2n+1}(\xi, -q) = \frac{p'_{2n+1}}{\pi A_{1}^{(2n+1)}} \sum_{r=0}^{\infty} A_{1}^{(2n+1)} (I_r(\sqrt{q}e^{-\xi})K_{r+1}(\sqrt{q}e^{\xi})) + I_{r+1}(\sqrt{q}e^{-\xi})K_{r}(\sqrt{q}e^{\xi}) \], \quad (A.7)

\[ \text{Gek}_{2n+2}(\xi, -q) = \frac{s'_{2n+2}}{\pi B_{2}^{(2n+2)}} \sum_{r=0}^{\infty} B_{2r+2}^{(2n+2)} (I_r(\sqrt{q}e^{-\xi})K_{r+2}(\sqrt{q}e^{\xi})) - I_{r+2}(\sqrt{q}e^{-\xi})K_{r}(\sqrt{q}e^{\xi}) \], \quad (A.8)

where,

\[ p'_{2n} = \frac{(-1)^n ce_{2n}(0, q)ce_{2n}(\frac{\pi}{2}, q)}{A_{0}^{(2n)}} \], \quad (A.9)

\[ s'_{2n+1} = \frac{(-1)^n se_{2n+1}(0, q)se_{2n+1}(\frac{\pi}{2}, q)}{\sqrt{q}B_{1}^{(2n+1)}} \], \quad (A.10)

\[ p'_{2n+1} = \frac{(-1)^{n+1} ce_{2n+1}(0, q)ce_{2n+1}(\frac{\pi}{2}, q)}{\sqrt{q}A_{1}^{(2n+1)}} \], \quad (A.11)

and

\[ s'_{2n+2} = \frac{(-1)^{n+1} se_{2n+2}(0, q)se_{2n+2}(\frac{\pi}{2}, q)}{qB_{2}^{(2n+2)}} \]. \quad (A.12)

Note, the dashes in the right-hand sides of equations (A.9)–(A.12) denote differentiation with respect to the angular coordinate, \( \phi \).

It can also be shown that

\[ ce_{2n}(0, 0) = 1, \quad (A.13a) \]

\[ ce_{2n}(\frac{\pi}{2}, 0) = 1, \quad (A.13b) \]

\[ se'_{2n+1}(0, 0) = 2n + 1, \quad (A.13c) \]

\[ se_{2n+1}(\frac{\pi}{2}, 0) = (-1)^n. \quad (A.13d) \]
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