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Abstract

Faces are probably one of the most important objects that we encounter in that they convey multi-layered and intertwined information such as identity, intentionality and emotional expression. Thus, it is not surprising that understanding a face has been the focus of intense multi-disciplinary research over the last decades.

An influential framework for face processing was suggested by Bruce and Young (1986). Based on this model I tested three hypotheses: the first relates to the hierarchical structure of face processing; the second relates to the nature of early face processing and the third relates to a possible early route for expression processing.

The hierarchical nature of identity processing was tested using fMRI and behavioural experiments. These studies suggested three stages for face identity processing: the first involves representation of physical properties of a face in posterior occipital cortices; the second reflects categorical representation of identity in fusiform gyrus; the third represents facial identity processing that depends on familiarity with a face and involves anterior temporal polar cortices.

Focusing on the first stage of the hierarchical processing of a face, I suggest that in early identity processing different types of information from of a face are processed separately. Two dissociations are observed in posterior occipital cortices, the first between processing different bands of spatial frequency information and the second between processing feature and configural information. In addition, I demonstrated that featural information is important for individuating faces and sensitivity to configural information is predictive of general face recognition skill.

Evidence for early processing of expression information that is mediated via amygdala is demonstrated in a patient study. Patients and healthy controls with intact amygdalae differed from patients with amygdale lesions in an early ERP and fMRI responses to fearful expressions.
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PART I:

INTRODUCTION

LITERATURE REVIEW AND METHODOLOGICAL BACKGROUND
CHAPTER 1:

INTRODUCTION

1.1 THESIS OVERVIEW

This thesis is divided into four parts. In the first part (Chapter 1) I review three models of face processing, one cognitive (Bruce and Young, 1986) and two neuroanatomical models (de Renzi et al., 1991; Haxby et al., 2000). Three hypotheses are drawn from these models, the first relates to the hierarchical nature of face processing, the second concerns the dissociation of familiar and unfamiliar faces and the third relates to the dissociation of identity and expression processing. The literature review focuses on these hypotheses.

The method chapters (Chapters 2 and 3) describe the basics of magnetic resonance imaging (MRI) and of electroencephalogram imaging (EEG), the underlying assumptions regarding the sources of these data and the tools used here to analyze the data (i.e. SPM).

Part two aims to test the hierarchical nature of face identity processes and focuses on dissociating physical and identity processing. Here, I used a morphing technique to quantify physical changes in a face. I start by providing behavioural evidence for existence of both physical and identity processing (Chapter 4). Then, using fMRI, I show that these two processes are anatomically dissociated and correspond to hierarchical anatomical axis (Chapter 5). Two additional priming experiments provide further evidence for differential involvement of physical and identity processes that depended on the task. The chapter concludes by demonstrating familiarity effects on categorization of face identities.
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Part three focuses on early face processing of physical information. Physical information from a face was defined in two ways: first, as the physical nature of the visual input (i.e. spatial frequencies; Chapter 6) and second as the cognitive components of a face (i.e. feature and configuration; Chapter 7). I demonstrated that in posterior occipital cortices different types of information from a face are processed separately. In a follow up behaviour experiments, I demonstrated that while featural information is more important to individuate faces, configural information is more important for face recognition.

Part four deals with the processing of expressions. Combining fMRI, EEG and behaviour, I demonstrated an early ERP differential response to facial expression (110 – 200msec) that was modulated by subject perception (i.e. tendencies to ‘read’ fear expression in a face; Chapter 8). The anatomical origin of the early ERP expression effect was tested with epileptic patients that either had a lesion or an intact amygdala (Chapter 9). It was demonstrated that a lesion to the amygdala influenced an early ERP expression differential response. More specifically a lesion to the amygdala disrupts the early ERP expression effect during fear perception. Dissociation between automatic fear responses mediated via the amygdala, and expression perception that is mediated via occipital-temporal regions, is proposed. The thesis concludes by revisiting the three hypotheses drawn in the introduction, in light of the new results.
1.2 A FRAMEWORK FOR UNDERSTANDING FACE PERCEPTION

1.2.1 Bruce and Young’s (1986) face recognition model

The dominant framework for understanding face processing remains that of Bruce and Young (1986). This model suggests that faces are processed in parallel pathways that each extracts different properties of a face; such as identity, expression, speech etc. The authors distinguish between processes engaged by all faces (structure encoding, expression, speech etc.) and processes engaged when previously known faces are encountered. According to the model (Fig. 1.1) the initial phase in face processing is a structural encoding phase. This phase encompasses two steps. The first encodes a viewed-centred description of a face at a given moment, and enables detailed description, such as specific lightening conditions, shape of the features, head position etc. In a natural environment this representation is constantly changing and updated depending on the visual input. The initial encoding generates a view-centred representation of a face, and following this initial encoding, several different processing streams diverge, including pathways for encoding facial expressions, extracting speech related cues and a third pathway for processing identity.

The face identity pathway is the prime focus of the model. Here, within the structural encoding phase a second step ensues that involves extracting an abstract representation of a face. This representation is independent of viewing conditions and facial expression and is used for comparisons with stored codes of familiar faces, termed a face recognition unit (FRU). Bruce and Young (1986) argue that familiar (i.e. a previously known person) and unfamiliar faces are processed from this stage onward in separate pathways. While a familiar face will activate an FRU that contain abstract visual code of it, unfamiliar faces will engage short term memory processes that are not specified in the model and are referred to as directed visual processing. This highlights one major limitation of the model that it does not explain how an unfamiliar face becomes familiar (Bruce et al., 1992).
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*Face recognition units* (FRUs) are structural codes that provide descriptors for a previously known face. A familiarity signal for a known face is generated if there is a match between the representation encoded in the structural encoding phase and an FRU – leading to recognition. The strength of this familiarity signal depends on the level of similarity between the two codes. There is one FRU for each known person.

Familiarity signals generated by an FRU may trigger activation in a corresponding *person identity node* (PIN), which generate a more elaborate identification of a face. PINs are part of an associative memory network and contain stored semantic information regarding a particular individual. There is one PIN for each known individual. PINs as opposed to the FRUs, can be triggered by information from non-visual modalities, such as a person’s voice, his or her name etc. The FRUs can be activated or put on standby by a PIN (for example when expecting to meet someone). This suggests that FRU can be modulated by a top down process; though note that FRUs contain only visual information. It is not clear from the model whether PINs store visual information related to the person’s face or semantic knowledge alone. A person’s name is a symbolic representation of a particular person and has a unique structure in the model (Bruce and Young, 1986, Fig. 1.1). Note that this model hypothesises a categorical representation of the FRUs and PINs, i.e. one unit for each identity as opposed to a continuous nature of representation in the *structural encoding* phase, this hypothesis will be tested in Part II.
In line with this proposed model, I will use the term *perception* to describe early face processing stages, possibly related to the structural encoding phase. I will use *recognition* to describe the generation of a familiarity signal that can be dissociated from any semantic, associative and contextual information about a face. Finally, *identification* I take to reflect processes involved in retrieving semantic and contextual information that might include the name of a viewed face. Two additional early stages of face processing that are not specified in the model but would be
referred to in this thesis are: face detection, whereby a visual object is categorized as a face and face individuation, where a face is assigned with a unique identity.

### 1.2.2 Bruce and Young’s model revisited

Following the initial publication of the proposed model several changes were introduced. Burton et al. (1990) proposed an "interactive activation model" which is a connectionist implementation of an updated version of the Bruce and Young (1986) model. In this revision of the model they suggest that a familiarity signal is generated in PINs rather than in FRUs. The PINs act as multi-modal nodes, and can be activated by information coming from different modalities or inputs, including the name of a person. Semantic information (such as: ‘royalty’ and ‘Englishmen’ etc) are stored in units (semantic information units - SIUs) that are not specific to an individual. Activation of a particular PIN can trigger activation in an ensemble of SIUs that are related to that identity (Burton et al., 1990). Such architecture can explain the phenomenon of associative and semantic priming; for example being exposed to the name or face of Princess Diana facilitates the identification of Prince Charles (Bruce and Valentine, 1985).

### 1.2.3 Anatomical models for face processing

#### 1.2.3a Neuropsychological model

Prosopagnosia is a condition that is defined as impaired recognition of previously familiar faces, which in severe cases might include failure to recognize one’s own face in the mirror (Bauer, 1986). This condition can be dissociated from other face perceptual impairment (Benton and Van Allen, 1972) and has inspired extensive research into the mechanisms of face recognition. Prosopagnosia can be either acquired or congenital.

Inspired by the Bruce and Young face recognition model (1986) several suggestions have been made to sub-divide prosopagnosia related phenomena (de Renzi et al., 1991; Sergent and Signoret, 1992; Young 1992). De Renzi et al. (1991) argued that prosopagnosia is a special case of object agnosia. Therefore it can be dissociated into
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distinct types: perceptual (i.e. apperceptive) and semantic (i.e. associative), as suggested by Lissauer (1890) for object agnosia. Apperceptive prosopagnosia can be characterized as impairment in face perception measured by identity matching tasks and non-identity face perceptual tasks, such as gender judgement. Associative prosopagnosia on the other hand, is characterized by an absence of perceptual deficits but with face related semantic memory deficits. It is important to note, that de Renzi et al.’s (1991) proposal for subdivisions only applies to patients who fail to recognize familiar faces (Benton, 1990), and that there are patients who are not diagnosed as prosopagnosic but nevertheless have an impaired perception of unfamiliar faces (Benton and Van Allen, 1972).

The subdivision proposed by de Renzi et al. (1991) broadly conforms to the Bruce and Young model (1986). The latter posit that prosopagnosia conditions can result from breakdown at different stages within the hierarchical process of facial identity (Sergent and Signoret, 1992). For instance, damage at a putative structural encoding phase, particularly in its later view-independent stage would involve perceptual impairment measured by face perceptual tasks and would correspond to an apperceptive prosopagnosia (de Renzi et al., 1991; Young, 1992). On the other hand deficits of the FRUs will lead to failure to elicit a familiarity signal for the sight of a known face (failure of recognition), but would be associated with intact face perception. (de Renzi et al., 1991; Young, 1992). A breakdown in the connection between FRUs and PINs would result in failure to extract semantic information that relates to a known face such as a failure in identification that corresponds to associative prosopagnosia (de Renzi et al., 1991; Young, 1992). However as opposed to Bruce and Young (1986), de Renzi et al. (1991) argue that face identity processing is not a strictly forward hierarchical model and apperceptive and associative processes operate simultaneously and facilitate each other.

De Renzi et al. (1991) also proposed a neuroanatomical model for prosopagnosia, postulating that lesions to the posterior occipital cortex result in apperceptive prosopagnosia. Lesions to more anterior regions, specifically to the anterior temporal pole lead to associative prosopagnosia with intact perception of faces but impaired recognition and identification of familiar faces (de Renzi et al., 1991). A more detailed anatomical model was proposed by Sergent and Signoret (1992), whereby
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the right lingual or the posterior fusiform gyrus are suggested as involved in structural encoding of familiar and unfamiliar faces; while the anterior temporal cortices are suggested as involved in storing visual and semantic information about previously known individuals.

1.2.3b Distributed neural network of face processing

Haxby and colleagues (2000, 2002), along similar lines to de Renzi et al. (1991) and Sergent and Signoret (1992), have recently proposed a functional neuroanatomical account to face processing. Using a similar psychological architecture to the Bruce and Young model, they have argued for a hierarchical system that is divided into two parallel pathways (Fig. 1.2).

![Distributed neural network of face processing](image)

**Figure 1.2: Distributed neural network for face processing adapted from Haxby et al., 2002.**

Face perception is described to have a hierarchical structure with two parallel branches that diverge after an initial stage, one for variant aspect of a face such as expression and speech and for invariant aspect of a face such as identity. The model is divided to two systems: a core system for analysing visual information from a face and an extended system which is a-modal and is not restricted to processing of visual information.

Here, the initial face processes are instantiated in the posterior occipital cortex specifically in the inferior occipital gyrus (IOG). The model does not specify the exact role of the IOG, but postulates that due to its anatomical location (i.e. posterior occipital) it is likely to be involved in early processing of facial features. An aim of the current thesis is to describe and define in more detail the nature of these early
face processes with respect to their implementation in posterior occipital cortices (Part III).

Similar, to the Bruce and Young (1986) model, after an initial processing stage, output from the IOG is fed forward along two parallel pathways; these constitute a ventral pathway for processing invariant aspects of a face and a dorsal pathway for processing variant aspects of a face. In the ventral pathway, information is projected from the IOG to the fusiform gyrus (FFG) where invariant aspects of a face are encoded to extract identity information. In terms of the Bruce and Young model (1986), coding of invariant aspects of a face occur either in the view-independent representation in the structural encoding phase (Kanwisher et al., 1997) or the anatomical homologues of the FRUs (Haxby et al., 2000). Note that Kanwisher et al. (1997) and Haxby et al. (2000) differ here in the way they implement the Bruce and Young’s model (1986) anatomically. The parallel dorsal route encodes variant aspect of a viewed face, such as expression and eye gaze, carried out by the superior temporal sulcus (STS). These two parallel face processing routes project information to dissociable amodal regions, such that the FFG projects to the anterior temporal pole, where semantic information regarding a known individual is being stored in PINs or SIUs. The STS sends its outputs to regions such as the amygdala and frontal cortices where information regarding the emotional states and social cues are analysed.

Alternative views dissociate between face detection and face recognition processes. Thus, face detection processes are postulated to occur in the posterior occipital face area (OFA) (de Gelder and Rouw, 2001) or involve sub-cortical pathways, specifically the magno-cellular visual pathways (Morton and Johnson 1991), while face recognition processes operate in parallel and involve the FFG (de Gelder and Rouw, 2001) or other cortical regions (Morton and Johnson 1991). These models are based on findings from developmental and lesion studies. Involvement of a magno-cellular sub-cortical pathway is suggested by findings that babies prefer faces when presented in the peripheral visual field where magno cells predominate rather than in the centre of the field (Morton and Johnson 1991; Johnson et al., 1991). In the current thesis evidence for a sub-cortical route for face processing was tested by comparing brain responses to faces (fMRI and EEG) of patients with an intact
amygdala to patients with a lesion to the amygdala (Chapter 9). Evidence for a parallel route for face detection and recognition is suggested based on the observation that most prosopagnosia patients have intact ability to discriminate faces from other objects, though they are impaired in recognizing them (de Gelder and Rouw, 2000).

1.2.4 Functional & Anatomical predictions based on the above models

Several clear predictions can be drawn from these models regarding face processes: The hierarchical architecture of face processing: Bruce and Young (1986) and Haxby et al., (2002) divide face processing into a few stages that follow one another: early face processing encompasses structural encoding followed by processing of invariant aspects of a face. In the case of a familiar face, activation of FRUs precedes retrieval of semantic information about the face, with PINs or SIUs. Haxby et al. (2000) and de Renzi et al. (1991) suggest that this hierarchical structure is implemented along ventral occipital-temporal cortices. Anatomical evidence for the hierarchical structure of face identity processing will be tested in Part II & III.

The flow of information and possible connections between different cognitive components in the Bruce and Young (1986) model are specified as arrows (Fig. 1.1). Face recognition is strictly a forward hierarchical model. For example, there is no influence of top-down input on processing in the structural encoding phase. Furthermore, face recognition cannot occur without prior face perception and face identification cannot occur without prior face recognition. Reciprocal connections occur only within the highest components of the system (Fig 1.1, Bruce and Young, 1986), such as between FRUs and PINs, or between the cognitive system and facial expression analysis pathway. There are also no connections specified between different parallel pathways e.g. expression and identity processes.

In contrast, Haxby et al. (2002) describe reciprocal connections between all components of the core system that process information from a face such as the IOG (early processing), STS (i.e. variant, expression) and FFG (i.e. invariant, identity). The connections are limited, though, between the core system and the extended system. The amodal components (Fig. 1.2) such as the amygdala cannot directly
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influence activation in the IOG and can only do so indirectly via STS or FFG. De Renzi et al. (1991) suggest that associative information about a face can be obtained even with impaired perceptual processes such as in the case of apperceptive prosopagnosia. Furthermore they argue that the network is dynamic where apperceptive and associative processes constantly interact and facilitate each other (de Renzi et al., 1991).

**Early face processes:** Processes in the first stage of the structural encoding phase, possibly carried out by regions within posterior occipital cortices are sensitive to the physical properties of a face and represent a face in a view-centred format. Thus, they should be unaffected by face identity and, based on the Bruce and Young model (1986), are not susceptible to top-down modulation such as face familiarity, task demands, attention etc. Based on Haxby et al. (2002) this early face processing should occur in the IOG. These hypotheses will be tested in **Parts II & III.**

**Processes of familiar and unfamiliar faces.** Based on Bruce and Young’s model (1986), familiar and unfamiliar identities are coded in different systems. Initially, structural information is extracted from both familiar and unfamiliar faces and includes view-dependent and view-independent (i.e. abstract) representations. The abstract representation is compared with stored face structural codes - FRUs. In case of a match, a familiarity signal indicating positive recognition is generated, though in case of a non-match (when a face is unfamiliar) the model does not state clearly how, and if at all, a new code is generated. The hypothesis that unfamiliar and familiar face recognition is based on dissociated systems will be tested in **Chapter 7.**

Haxby et al. (2000) do not make a distinction between familiar and unfamiliar representation of a face. Although they suggest that the FFG is the anatomical homologue of the FRUs (Haxby et al., 2000). Another possibility is that the FFG is the anatomical site where initial view-independent structural codes of all face identity is generated (Kanwisher et al., 1997). Thus, it is predicted that it responds to both familiar and unfamiliar faces. The role of the FFG in identity representation will be tested in **Chapter 5.**
The nature of visual information that is stored in the FRUs. If the FRUs store codes that are independent of viewing conditions, reflect previously known individuals and there is one FRU per individual, then its activation should neither be generated nor modulated by non-identity attributes of a face, such as age, expression, or any change in viewing conditions. More so its activation should be categorical, with one response to all possible views of a particular identity. This hypothesis will be tested in part II & III.

Different information from a face, the various models state that identity, expression and gender are processed in dissociable and independent routes. This implies, for instance, that processing facial expression does not affect processing of facial identity. Moreover, as all face processing is initiated in posterior occipital regions, it would be predicted that a dissociation of expression and identity processing would be observed only between later stages, such as between the FFG (identity), the STS (expression analysis) and the amygdala (expression, emotion). Similarly, temporal dissociation between expression and identity processing should be observed after an initial stage of face processing. This hypothesis will be tested in Part IV.

1.3 COGNITIVE PSYCHOLOGY RESEARCH

1.3.1 Evidence for hierarchical structure

The most intuitive example of the hierarchical nature of face processing is the experience of a sense of familiarity toward a face coupled with an inability to retrieve the relevant semantic and contextual information regarding that person. This is assumed to reflect a blockage in connections between the FRUs, PINs and SIUs (Bruce and Young, 1986; Burton et al., 1991).

In a laboratory setting several paradigms have been applied to demonstrate this hierarchical architecture. One example is the priming paradigm (I will use the priming paradigm in two behavioural experiments in Chapter 5). In this paradigm
response facilitation to a target is measured in relation to pre-exposure to a prime stimulus. Facilitation is assumed to reflect overlapping processes for prime and target. If prime and target are identical images of a face then facilitation is observed for fame decision (Ellis et al., 1987; 1990) and to a lesser extent for gender judgement (Goshen-Gottstein and Ganel, 2000), suggesting that both prime and target engage fully overlapping processes. But if the prime and the target are different images of the same identity, then facilitation effects are attenuated (Ellis et al., 1987). This is taken as evidence that overlap of processes between the prime and the target are reduced and includes only stages where face representation is independent of view. Similarly, there is no facilitation of fame decision for target faces when the primes are names (Ellis et al., 1987) suggesting that semantic information, specifically a name, cannot directly trigger a corresponding FRU. Others have shown by using associative or semantic priming that identification (not recognition as above) of a famous face is facilitated if it is preceded by a related face or a name but not if it is preceded by a non-related face (Brennen and Bruce, 1991). The suggestion here is that facilitation in performance is due to overlaps in SIUs representations.

Some evidence suggests that visual information is stored in the PINs (and the SIUs). A dissociation between mental imagery and pictorial representation, such that mental images as primes facilitate more responses to targets if they are mental images as well, and vice-versa, pictures as primes facilitate responses to target pictures as opposed to mental images. This was shown for both fame decision and mental imagery tasks (Cabeza et al., 1997).

1.3.2 Dissociation of familiar and unfamiliar faces

People are excellent at identifying familiar faces even from low quality images. In contrast, under similar circumstances, recognition of unfamiliar faces is dramatically impaired, as well as performances on simple perception matching tasks (Hancock et al., 2000). Matching of unfamiliar faces is also poor across different image formats (Burton et al., 2001). The authors suggest that coding of unfamiliar faces relies mainly on pictorial cues, rather than on an invariant structural abstract representation of a face, as is the case for familiar faces. However, It could be argued that these
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differences do not necessary reflect qualitative differences but rather a quantitative one, as a single exposure generates poorer structural code than one that is generated after repeated exposures to the same face in different contexts.

1.3.3 Are expression and identity process in parallel?

Facial expression judgements are not facilitated by prior exposure to a specific identity in a repetition priming paradigm, suggesting that these two processes are independent (Ellis et al., 1987). However, face identity processing interferes with an expression judgement task and identity judgement is much less affected by facial expression (Ganel and Goshen-Gottstein, 2004). In a similar manner it has been demonstrated in women that categorization of fear expression was correlated with performances on identity tasks (Campbell et al., 2002). These findings suggest that identity and expression are not processed independently as originally proposed by Bruce and Young (1986), and potential connections may exist between these two processing pathways as proposed by Haxby et al. (2000).

1.4 NEUROPSYCHOLOGICAL RESEARCH

The neuropsychological literature had an important and crucial impact on the development of face processing theories. Here, I start with a brief description of the development of the face processing research. Next I present a quantitative summery of the reported findings in light of the hypothesis specified above.

1.4.1 Prosopagnosia - historical background

The first recorded case of a patient who was unable to recognize individuals by their faces, but could do so on the basis of their voices was reported in 1844 by Wigan (Sala and Young 2003). In 1867, Quaglino and Borelli reported the case of Mr. LL who was diagnosed as having impaired face perception that could not be explained as a general deficit in visual processes (Quaglino and Borelli, 1867 in Sala and Young, 2003). Quaglino in his report touched upon some of the major topics in face perception that still occupy researchers within the neuropsychological community,
and are partly addressed in the current thesis. He argued that the case of Mr. LL speaks in favour of a localization hypothesis that relates specific functions to distinct brain regions and that perception of familiar faces can be linked to the posterior right hemisphere. Quaglino also suggested a distinction between deficits relating to low or high-order visual processes and argue that impairment in face perception can be viewed as face specific and of high order.

Several more cases of patients with impairment in face perception were subsequently reported (c.f. Wilbrand, 1892 in Solms et al., 1996). About 70 years later, in 1947, Bodamer (Bodamer, 1947) termed this condition proso-agnosia (Greek for face-not-know) and explicitly argued it should be viewed as a unique disruption in face processing that is dissociable from other visual agnosia. At the time this idea was highly criticized (Benton, 1990). However, the concept of prosopagnosia has now been fully embraced by the neuropsychological community though the debate continues around the specificity of this condition to faces (de Gelder et al., 1998). This issue of face specificity processes is not addressed in the current thesis, as different types of processes are compared within the face domain and not with respect to non-face objects.

The anatomy-function relation between face processing deficits and lesion location is demonstrated in a group study where 13 out of 116 patients with focal, unilateral lesions to various sectors of the cortex were found to be significantly impaired in identifying famous faces. The patients’ lesions were all confined to the right hemisphere, but the specific location of the lesions within this hemisphere varied, with the anterior temporal pole being the most common site (>9 patients out of 13) followed by the FFG (5 patients), the inferior occipital gyrus (IOG) and the superior temporal sulcus (STS) (Tranel et al., 1997). A possible way to resolve inconsistencies in the neuropsychological literature and functional imaging literature (see below) might be to enquire more carefully into the definitions and characteristics of the prosopagnosia condition and the anatomical location of lesion, as suggested by de Renzi et al. (1991); Young (1992) and Sergent and Signoret (1992).
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This heterogeneous nature of the prosopagnosia syndrome was pointed out by several researchers (de Renzi, 1986, 1991; Benton, 1990) and several subdivisions of prosopagnosic patients have been proposed, these include: 1) a division along a apperceptive – associative axis; 2) a division that subsumes the hierarchical face recognition model of Bruce and Young (1986); and 3) a division of patients based on the time of onset of their condition: acquired or congenital.

In the following section, a comparative review of the neuropsychological literature of face perception is presented focusing on the main predictions drawn in the Introduction. Patients' performances on various tasks are described and plotted depending on their lesion location. The anatomical location of the lesion was based on the authors' descriptions, and if available on structural images. I focused on lesions that included ventral occipito-temporal cortices and patients that were reported to show face related perceptual impairments. The aim of this analysis was to establish a possible association between function and anatomy, in light of the models described above. Performances were described as percentages of correct response and were not equated for chance levels that varied between labs and tasks. The reason for not equating for chance level performances was that I assumed that subjects do not tend to guess, and equating for chance might lead to a loss of sensitivity or biased interpretations.

1.4.2 Evidence for hierarchical structure

Sergent and Signoret (1992) provide evidence for possible function – anatomical hierarchical structure in prosopagnosia phenomena. They compared performances of four prosopagnosia patients and brain responses of healthy control using identical tasks that tap into different face processing stages, e.g. identity matching (perceptual individuation), identity recognition, face identification etc. They concluded that posterior occipital regions are involved in perceptual individuation specifically by extracting the physiognomic invariants from a face, while FFG and anterior temporal pole regions are involved in accessing stored visual and semantic representations of a known face (Sergent and Signoret, 1992).
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Young (1992) reviewed several cases from the literature whereby syndromes of impaired face processing were dissociated. He presented a patient that was impaired in face recognition but not in perceptual individuation (i.e. identity matching task) while another patient showed the opposite pattern. The latter case contradicts the hypothesis drawn from a forward hierarchical model (Bruce and Young, 1986) as this model predicts that recognition cannot be achieved if early face processing (perceptual individuation) is impaired. In similar line, McNeil and Warrington (1991) argue that perceptual deficits in face processing do not predict face recognition deficits (McNeil and Warrington, 1991; Benton and Van Allen 1972). These cases suggest that identities are not processed in strict forward hierarchical structure.

Feed forward hierarchical relations are suggested to be preserved between face recognition and identification. In Young’s (1992) review of single cases, all patients that showed deficits in face recognition were also impaired in retrieving semantic information. But there was also a patient that could not identify faces but could recognise them (Young, 1992), suggesting that his impairment stemmed from a deficits to a higher structure of the hierarchical stages of face processing.

In the comparative review the hierarchical model was tested using three tasks: An identity matching task (i.e. testing for perceptual individuation), a recognition task, and two identification tasks.

**Hierarchical processing of familiar faces.** Identifying a familiar face has been suggested to involve three successive processes: perceptual (individuation), recognition and identification (Hay and Young, 1982; Bruce and Young, 1986). Recall, individuation is the ability to assign one face to one identity; recognition is a feeling that a face is familiar and is achieved by matching its current representation to a previously stored representation of it (i.e. face recognition unit, FRU). Identification, on the other hand involves associating semantic information to a face including its name. This information is accessed via a personal identity node (PIN) and is suggested to be stored using SIUs (Hay and Yung, 1982; Bruce and Young, 1986). Classical models for face recognition argue that individuation always precedes recognition, which always precedes identification (Bruce and Young,
1986). However, several neuropsychological cases may suggest a double
dissociation, such as the case of Capgras patients. These patients show normal face
identification but without a reliable sense of familiarity, i.e. recognition (Ellis and
Young, 1990; Ellis and Lewis, 2001).

Prosopagnosic patients complain mainly about the loss of feeling of familiarity and
their inability to identify well known individual by their faces. Nevertheless some
prosopagnosic patients are able to recognise familiar faces that are presented in the
context of a force-choice task even though they could not identify these same faces.
Note, that often when comparing recognition to identification, recognition is tested
using a force-choice task while identification is tested using a free recall. Thus
comparing performances on recognition and identification tasks is problematic as
this comparison is confounded by unrelated cognitive processes. A more comparable
identification task is when identification is tested using a force-choice task as well. In
such tasks the patient is given a name and required to choose the corresponding face
out of four or more distracters (Barton et al., 1991).

To assess structure-function hierarchical relation for face identity processing, I
divided patients based on the location of their lesion. Figure 1.3 shows the
distribution of performance on four tasks (identity matching, perceptual; force-choice
recognition; force-choice identification; free recall of identity) for the three different
lesion sites (posterior occipital, occipito-temporal, anterior temporal). Percentage of
correct responses are presented, though note that for the force-choice tasks, chance
performance can vary from 25% - 50% depending on the amount of distracters used
in the different experiments.

Evidence for hierarchical structure of face processing can be seen along the
posterior-anterior axis in the results for the identity matching task which test for the
ability to individuate faces (Figure 1.3, see the green bars). Lesions to posterior
occipital are associated with more severe identity perceptual deficit compared to
more anterior lesions. This confirms the de Renzi et al. (1991) distinction between
apperceptive and associative prosopagnosia that link posterior lesions to apperceptive
type of impairments while anterior lesions do not impair individuation processes.
Figure 1.3: Hierarchical face processing

Distributed performances (% correct response) on four tasks:
Perceptual identity matching (i.e. Individuation, green) force-choice recognition (Recog, turquoise); force-choice identification (Iden. FC, purple); free recall of face identity (Iden. FR, white). Black line represents the average of the group, circle individual patients performances. Patients reported in: Carlesimo et al. 1998; Papagno and Muggia, 1999; de Gelder and Row 2000; Braton et al. 2001; Wada and Yamamoto, 2001; Mendez and Ghajar, 2001; Sperber and Spinnler, 2003; Jouillard et al. 2003; Mattson et al. 2003; Bobes et al. 2003; Snowden et al. 2004; Delvenne et al. 2004.

As can be seen in figure 1.3, patients vary in their performances across all tasks. An important thing to note is that patients were tested on variable number of stimuli hence it might have led to a bias in the percent of correct responses; for example in the case of free recall identification some patients were tested on 50 famous faces (Bobes et al., 2003) while others on only 6 (Clarke et al., 1997), more so the table includes data from temporal dementia patients (Snowden et al., 2004) which might account for the relatively high accuracies in the free recall test of patients with a temporal lesion. Nevertheless trends can be observed but should be interpreted with caution.

Focusing on the perceptual individuation task of identity matching (Figure 1.3, see the green bars) it can be seen that lesions to posterior occipital are associated with more severe deficits compared to more anterior lesions. This confirms the hierarchical model offered by de Renzi et al.'s (1991) distinction between apperceptive and associative prosopagnosia that link posterior lesions to apperceptive type of impairments while anterior lesions do not impair individuation processes. Furthermore, identification processes tested with FR (but not with FC) seem to be more impaired with anterior temporal lesions than with more posterior lesions. Recognition processes seem to be more impaired with lesion to occipito-temporal cortex and slightly less if the lesions affected posterior occipital or anterior temporal
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cortices. This suggests that sense of familiarity to a known face might be mediated via occipito-temporal cortices.

As expected, identification performances were dramatically better when tested using a forced-choice (FC) rather than a free recall (FR) task (compare purple to white bars). Recall that chance performance in the former test is around 25%, which might account for some of the relatively higher percent correct responses in the forced-choice task compared to the free recall task, but not for all, as the difference is greater than 25%.

Intriguingly, when identification and recognition were both assessed using FC tasks, identifying a face seemed to be better than recognizing it. This difference becomes even greater when chance levels are taken into account, because in FC recognition tasks chance performances were around 50%, (familiar, unfamiliar) while in FC identification tasks chance performances varies from 25-50%. This contradicts the predictions of the hierarchical processing model in which recognition precedes identification. One possible way to resolve this puzzle is to modify the type of information that is stored in the PINs and SIUs, so as to include visual information and not just semantic. In this way accessing the PINs or activating SIUs also enables one to retrieve information about the visual appearance of a person, providing an alternative top-down route for matching visual information to a stored mental image. Support for the latter proposition comes from studies of prosopagnostic patients who can retrieve visual information about a face through imagery processes, though present inability in recognizing/identifying these faces (Young et al., 1994; Barton et al., 2003; Michelon and Biederman, 2003).

1.4.3 Dissociation of familiar from unfamiliar faces

Numerous neuropsychological studies have suggested a double dissociation between recognition of familiar and unfamiliar faces (Warrington and James, 1967; Malone et al., 1982; Takahashi et al., 1995). However, the meaning of this double dissociation
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remains unclear. One possibility is that familiar and unfamiliar faces are processed via different recognition systems (Bruce and Young, 1986; Bruce and Burton, 1992). Alternatively, a more parsimonious view can describe differences between familiar and unfamiliar faces as quantitative rather than qualitative, e.g. number of exposures, variability of exposures, length of acquaintance etc. Furthermore most double dissociations observed are accounted by task demands (Goshen-Gottstein and Ganel, 2000). Tasks used to assess familiar face processing are typically associated with recognition and identification whereas unfamiliar face processing is usually assessed by perceptual tasks (e.g. Benton and Van Allen, 1972), or by short term memory tasks (e.g. Warrington and James, 1967). Therefore in the following comparative literature review I summarised results only for recognition tasks.

Recognition of familiar faces involves correct discrimination of famous/familiar faces from unfamiliar distracters. Recognition of unfamiliar faces (old/new judgement or short-delay memory encoding) is assessed using the Warrington recognition memory face test (WRMF, Warrington, 1981). The WRMF test has two phases, an encoding and a test phase. In the encoding phase patients are asked to rate the pleasantness of a face (i.e. incidental learning). In the test phase they are presented with pair of faces for which they have to choose the one they previously saw. In the WRMF the same images are used in the encoding phase and in the test phase. Standardize score show that a patient, of any age, performing below 66% of correct responses, is considered to be severely impaired (Warrington Recognition Memory Test Manual).

**Figure 1.4: Familiar and unfamiliar face recognition**

Performances in patients (% correct responses) on two forced-choice recognition tasks: familiar faces (turquoise); unfamiliar faces the "Warrington test" (white) black line averaged response of the group. Circles, individual performances. Patient detail were reported in: de Renzi, 1986; Rapcsak et al. 1996; Clarke et al. 1997; de Renzi and di
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**Figure 1.4** shows the distribution of correct responses for familiar and unfamiliar faces, divided by lesion site. Intriguingly, recognition of unfamiliar faces seems to be better than recognition of familiar faces. This contradicts results in healthy volunteers, where recognition of familiar faces is superior to recognition of unfamiliar faces (Hancock et al., 2000). Recall, however that these two recognition tasks are different in many aspects. WRMF for unfamiliar faces use short-delay between study and test (in the order of minutes) hence rely on short-term memory. Furthermore the same face-image is used in the encoding and test phase and all faces are learned after the lesion was acquired. In contrast, in the familiarity recognition test there is no learning phase and the test images might be completely new to the patients and performances being based on encoding that were prior to the lesion. Thus, interpretation about these differences reflecting dissociations between familiar and unfamiliar faces should be made with caution.

Regarding the question of structure-function relation, it seems that as lesions are more anterior the performances on the Warrington tests are more impaired. Performances seem to be slightly more impaired for familiar faces in patients with lesions that include occipital-temporal cortices.

1.4.4 **Dissociation of expression, age, gender from identity processes**

Bruce and Young (1986) and Haxby et al. (2000) argued that different aspects of face are processed in parallel. For example, they suggested that facial expression is processed in a parallel route that diverges from the identity route only after the initial encoding of the view-dependent representation. In support of that, double dissociations between identity and facial expressions processing are reported in the neuropsychological literature. With prosopagnosic patients showing intact recognition of facial expression (cf. Rossion et al., 2003; Bobes et al., 2003), while patients with impaired facial expression show intact identity processing (Adolphs et al., 1994; Phillips et al., 1997; Anderson and Phelps, 2000; Calder et al., 2004).
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Some of these later cases are patients with lesions to the amygdala. The relation of the amygdala lesion and explicit recognition of expression is presented in more details and tested in Part IV.

Here, a comparative review of the literature summarise the reports of patients’ performances on four different tasks that require retrieval of different types of information from an unfamiliar face: Its expression, gender, age and individuation of identity. Expression, gender and age were tested using classification tasks, while individuation of faces was tested using the standardized test for face identity perceptual deficits - the Benton face recognition test (BFRT, Benton and Van Allen 1972). In this task, patients are required to match between identities of unfamiliar faces appearing as identical images or under different viewing conditions. To test for functional dissociations and their relation to the anatomical lesions, patients were divided into three lesion groups based on the most posterior extension of their lesion site: posterior occipital, occipito-temporal and anterior temporal (Fig. 4.1).

Figure 1.5 shows that occipital lesions are most commonly associated with impairment in gender, age and face individuation tasks involving unfamiliar faces. In general, as the lesions affect more anterior parts of the ventral stream performances on gender, age and face individuation tasks improve. However, note that the differences in performance on gender and age, compared with individuation of identity task increases, as the lesions are to more anterior regions. Surprisingly, processing of expressions seems to be minimally impaired following occipital lesion. This might suggest that expressions can be processed through a different route that diverges before visual information reaches the occipital cortex. These last results, however, should be treated with caution, due to the small number of patients described (e.g. 2 patients in the Occ. Expression task group).
Figure 1.5: Face processing of identity and non-identity information

Percent correct responses on four processes types of unfamiliar faces in patients with occipital and temporal lesions. The black line represents the averaged performances across the group. The circles represent performances of individual patients. The yellow columns represent results for facial expression tasks. The purple columns represent results for age judgement tasks. The light blue for gender decision task and the green columns represent results for the identity matching task. Abbreviations: Post. Occ. – patients with lesions to posterior occipital cortices; Occ.-temp. – Patients with lesions to occipito-temporal cortices; Ant.temporal – Patients with lesion to temporal and anterior temporal cortices. Data represent total of 17 patients reported in: Clarke et al. 1997; de Renzi and di Pellegrino, 1998; Henke et al. 1998; de Gelder et al. 1998, 2003; Mattson et al. 2000; Wada and Yamamoto, 2001; Bobes et al. 2003; Rossion et al. 2003; Joubert et al. 2003; Sperber and Spinnler, 2003; Delvenne et al. 2004.

In summary, the neuropsychological literature offers some anatomical support to the hierarchical organization of face processing. It also offers some support to the notion that processing different types of information from a face is implemented in parallel routes, with processing of gender, age and identity originating in posterior occipital cortices, and only identity processing are associated with processing in the ventral visual stream, with the exception of facial expression processing that seem not to be affected by lesion to posterior occipital cortices. Furthermore, there was no conclusive evidence that processing of familiar and unfamiliar faces is implemented in different anatomical regions.

1.5 ELECTROPHYSIOLOGY RESEARCH IN MONKEYS

Neurophysiology studies describe several regions in monkeys' brain that contain face selective neurons. The most dense face selective neuron population was described in
the inferior temporal (IT) cortex and the superior temporal sulcus (STS), see Figure 1.6. Face selective neurons have also been reported in the amygdala and pre-frontal cortex and will be described later.

1.5.1 Face selective cells in monkey’s IT

The most detailed studies of face selective cells were carried out by Perrett, Rolls and colleagues focusing on a macaque’s IT, though others have showed similar findings (cf. Desimone et al., 1982, 1991; Yamane et al., 1988; Tanaka and Farah., 1991). Within this region a substantial number of cells responded more to faces (of human or monkeys) than to simple geometrical patterns, to three dimensional objects and to other arousing stimuli (e.g. a banana, snake, or loud noise; Perrett, et al., 1982). These neurons tend to be spatially grouped together, generating functionally discrete patches (Perrett et al., 1992). The response latency in this region is 80-160msec time-locked to stimulus onset (Perrett et al., 1984).

![Figure 1.3: Face selective cell in monkeys' brain](image)
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This apparent selectivity for faces compared to other stimuli is usually accompanied by an ability of the cell to generalize across different viewing conditions, such as different location in the visual field (Desimone et al., 1984; Tovee et al., 1994), changes in viewing distance (i.e. the face size; Rolls and Baylis, 1986), changes in direction and strength of illumination (Rolls and Baylis, 1986, Hietanen et al., 1992) and across different face orientation (upright, horizontal, inverted; Perrett et al., 1986). It should be noted that an unusual view of a face often decreased the overall magnitude and increased the latency of a face-cell response (Perrett et al., 1984).

**Encoding identity in a macaque’s IT?** Some units within a macaque’s IT show sensitivity to a specific identity (Perrett et al., 1984). This has raised the possibility of the existence of “grandmother cell” type organization for encoding identity (Gross, 1992; Rolls, 1992). However when considering a wide range of face identities Baylis et al. (1985) demonstrated that 77% of face selective neurons responded differently to different faces, and usually these cells have more than one preferred face. This suggests that a particular identity is represented by an ensemble of neurons and not by a single neuron (Gross, 1992). Moreover a linear increase in accuracy of identity representation as a function of the number of units recorded has been noted (Rolls et al., 1997).

**1.5.2 Dissociation of familiar from unfamiliar faces**

Using a repeated presentation of unfamiliar faces, up to 30% of face selective cells recorded (n = 22) changed their response as a face becomes familiar (i.e. after its second presentation, Rolls et al., 1989). This phenomenon was not observed for repeatedly presented familiar faces. However, response alteration of cells sensitive to familiar faces can be observed when additional novel faces were added to the presented set (Rolls et al., 1989). This might suggest that cells in the IT represent face identity relative to other identities. It also suggests that the same neurons represent familiar and unfamiliar faces.

Sigala and Logothetis (2001) provide a plausible mechanism for encoding facial identity. They suggest that “face-cells” in a macaque’s IT are most sensitive to the discriminative features between different faces. Using schematic faces that varied in
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their features (i.e. length of nose) or second order configuration (i.e. vertical location of eyes, distance between eyes, vertical location of mouth) they generated two "identity" categories. These categories were defined based on two diagnostic attributes: the height of the eyes within a face and the distance between the eyes, while the nose length and the mouth height were non-diagnostic features. Recordings were then made from face selective cells in macaques' IT cortex, while the monkey performed an identity categorization task. After a supervised learning session modulation of cells responses was observed for the diagnostic, but not for the non-diagnostic properties of a face. Thus, it suggests that cells encode differences between faces, and hence each unfamiliar face change the way familiar faces are encoded as well. This supports again the idea that familiar and unfamiliar faces are encoded using the same neural system, as opposed to Bruce and Young predictions (1986).

1.5.3 How does the brain dissociate between expression and identity processes?

Two ways to represent facial expression and identity can be considered. The first based on Hasselmo et al. (1989) findings suggests anatomical dissociation of identity and expression processing. Specifically, a ventral patch in the IT represents identity and a dorsal patch in the STS that represent expression. It was also demonstrated that removal of a macaque's STS, where some face-cells are located, does not impair performance of face matching and recognition tasks, but impairs performance on gaze detection (Heywood and Cowey, 1992). This suggests that this region is also involved in gaze and expression processing, in agreement with Haxby et al.'s (2000) model.

An alternative way of encoding expression from a face was suggested by Susage and colleagues (1999). They demonstrated that expressions and identities are encoded by the response duration and amplitude of face selective neurons. Face selective cells first show a strong response to all faces and then depending on familiarity and expression maintain firing rate or attenuate it (Susage et al., 1999). Here the functional dissociation is established in the temporal rather then spatial domain.
1.5.4 Face selective cells in other regions in the monkey's brain

Recordings from the amygdala have revealed that 4% of the cells sampled (out of a total of 1000) responded primarily to faces (Leonard et al., 1985). These cells, localized in the basal nucleus of the amygdala, show stronger responses to faces (presented 2D or 3D) when compared to simple geometrical shapes, complex 3D objects and other arousing and aversive stimuli (Leonard et al., 1985). These neurons respond differently to different individual faces, in some cases they respond to part of a face as well, and in a few cases response was stronger for a non-neutral facial expression. Face selective cells in the amygdala showed longer latencies responses (110-200msec) than the cells in the STS (90-140msec) and were more sensitive to identity (Leonard et al., 1985). Face selective cells were also observed in the ventral putaman (Rolls and William, 1987), a region that has direct connections to the IT (Gross, 1992).

Within the prefrontal cortex, face selective neurons have been identified in the inferior frontal sulcus (IFS, Pigarev et al., 1979; O'Scalaidhe et al., 1999). These neurons show face selectivity responses similar to those shown by neurons in the IT, though with a longer latency (on average 138msec). These neurons did not respond to other type of complex objects, or to other arousing, salient, or emotional stimuli, the response was unaffected by head inversion and was attenuated by a presentation of a jumbled feature face (O'Scalaidhe et al., 1999). The similarity of these cells to cells recorded in the IT is not surprising as this region receives direct input from the IT (Webster et al., 1994) and is considered to be an extension of the ventral visual stream into frontal lobe (Gross, 1992). Some face selective neurons in the IFS are sensitive to identity, others to expressions, and others to a combination of the two (O'Scalaidhe et al., 1997).

In conclusion, the preceding review suggests that within the same cortical region functional dissociations can be observed for various aspects of face properties, though different functions may be also dissociated spatially (e.g. STS versus IT) and
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temporally (e.g. earlier response for a face and then for a particular identity and expression). The latter might represent a form of hierarchical processes.

1.6 ELECTROPHYSIOLOGY RESEARCH IN HUMANS

1.6.1 Single cell recording in humans

Intracranial recording in humans is usually preformed as part of a pre-surgical evaluation for epileptic patients. An additional method to study the function of a region is by stimulating it - inducing a mild electrical current to excite a specific brain region and recording the patients’ experiences. In both cases recording and stimulating are made from brain regions in the vicinity of a suspected epileptogenic focus and therefore are probably heavily affected by epileptic activity. Therefore data from such sources should be interpreted with caution, as it might not represent fundamental processes in the same way as in healthy intact brain.

Single cells recording in humans show face responsive cells in the ventral occipitotemporal cortex (Fried et al., 1982; Lucas et al., 2003), specifically the fusiform gyrus (Klopp et al., 1999; Mundel et al., 2003.), in the pre-frontal cortex (Marinkovic et al., 2000), the amygdala, hippocampus and entorhinal cortex (Seeck et al., 1993; Kreiman et al., 2002) and in right middle and superior banks of the temporal cortex (Ojemann et al., 1992).

Dissociable responses for expression and identity. Among visually responsive cells ~13% in the amygdala, 7% in the entorhinal cortex and 9% in the hippocampus show sensitivity to facial expressions in unfamiliar faces. Photographs of famous faces elicited a selective response in 9% of the cells in the amygdala, 5% of enorhinal cortex and 13% of hippocampus visual cells (Kreiman et al., 2002). This suggests that these regions are involved in encoding information about face expression and familiarity, though it is not clear whether or how expression and familiarity are dissociated in these regions. Some neurons have been found to respond selectively to a particular individual generalizing across viewing conditions,
pictorial cues, hair colour etc. These neurons responded also to the name of the person or to a picture where this person appeared amongst others but did not respond to physically similar looking faces, suggesting they are highly selective to a particular identity (Quiroga et al., 2005). In another study from the above group (Fried et al., 2002) single cells were recorded from similar regions during a memory task. Stimuli were either faces (8 identities with 7 different prototypical expressions including neutral) or objects. About 25% of the neurons in each region (i.e. amygdala, entorhinal cortex and hippocampus) responded to faces during the encoding phase. Some of these neurons encoded information regarding gender and expression of a face (Fried et al., 2002).

Single cell recordings from 12 humans’ medial temporal cortex; revealed that 50% of recorded sites modulated their responses depending on task requirements during face perception (Lucas et al., 2003), suggesting top-down influences may affect basic face visual processing.

Electrical stimulation applied to the right fusiform gyrus (Mundel et al., 2003) impaired a patient’s ability to discriminate between individual faces, suggesting a role for these regions in processing face identity. Stimulation applied to the sites that show differential EEG face effects (i.e. right FFG and inferior temporal gyrus) impaired patients’ ability to name familiar faces (Allison et al., 1994).

Single-cell recordings in humans have revealed a focal region within the right ventro-lateral pre-frontal cortex of an epileptic patient that showed preferred response to faces compared to other objects (Marinkovic et al., 2000). Stimulating the same region leads the patient to report seeing a rapid succession of faces, or, when presented with a face she reported seeing it as being deformed (Vignal et al., 2000). After surgical excision of the cortex surrounding the same right prefrontal sites, the patient had a deficit in recognising expression, specifically fear, though this ability recovered after a while (Vignal et al., 2000). This last report suggests that the right pre-frontal cortex is involved in detecting faces as well as encoding their facial expression, contracting the hypothesis of completely parallel processes for expression and other face properties.
1.6.2 Evoked response potentials (ERPs) of face processing

ERP measures the averaged evoked waveform after stimulus onset (see Chapter 3 for a more detailed description of the method). ERPs can be measured on the scalp or from intracranial electrodes. Several typical face-evoked waveforms have been described in the literature.

1.6.2a N170

N170 is a negative waveform that occurs between 165-to-185msec post presentation of any visual object, with strongest negativity amplitude exhibited when subjects view humans (Botzel et al., 1989; Bentin et al., 1996; George et al., 1996) and monkey faces (Carmel and Bentin, 2001) compared to non-face objects. This waveform is larger over the right hemisphere, and is observed in lateral posterior-temporal electrodes (Bentin et al., 1996; Eimer, 1998). It is also observed as a positive component over middle-frontal electrodes (i.e. vertex positive potentials, VPP; Eimer, 1998; Rossion et al., 1999a). N170 is considered to be a face specific ERP and extensive research has been done to characterize its response to faces.

The N170 is unaffected by face familiarity (Eimer, 2000a; Bentin and Deouell, 2000, Rossion et al., 1999b; Henson et al., 2003), face repetition (Schwienberger et al., 2002; Henson et al., 2003), presentation format of a face (i.e. picture, drawing, face sketch, schematic; Sagiv and Bentin, 2001) and some suggest that it is unaffected by facial expression (Eimer and Holmes, 2002) but this is disputed by others (Sato et al., 2001; Batty and Taylor, 2003).

The N170 response is modulated by face view-angle (Eimer, 2000b), in which the strongest negative amplitude is observed for the front and profile view of the face while the cheek and back view attenuate its response, though it is still larger than for non-face objects (Eimer, 2000b). Inversion of the face delays the N170 response (Eimer, 2000c; Sagiv and Bentin, 2000) and sometimes increases its negativity amplitude (Rossion et al., 1999a). Presentation of external or internal features attenuates the N170 response, though its amplitude remains more negative than responses to non-face objects (Eimer, 2000b). It has been argued that the features that drive the N170 responses are the eyes (Bentin et al., 2001; Smith et al., 2004).
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The N170 is moderately affected by task and task load requirement (Goffuax et al., 2003), though others have shown that the face-response VPP (assumed to be the anterior homologue of N170) do not differ for gender and recognition tasks (Rossion et al., 1999a). The face specific N170 response is not evident in patients with an acquired (Eimer and McCarthy, 1999) or developmental (Bentin et al., 1999) prosopagnosia. These patients showed similar response amplitude for faces and non-face objects at N170.

**Localization of the N170** - The anatomical origin of the N170 is unclear, mostly due to lack of reliable inverse solutions for localizing the scalp electric signal to particular brain structures. Hence the inconsistent results across lab localization procedures: Rossion et al. (1999) argued that the N170 for faces originates in the right inferior occipital gyrus and posterior FFG (Rossion et al., 1999); Henson and Rugg (2003) postulated that the N170 reflects activation in the STS, while others presented evidence to suggest that it reflects activation in the mid FFG (Rossion et al., 1999a; Eimer et al., 2003) or in a network of regions including the mid FFG, precuneus, IOG (Mattout et al., 2005).

The N170 might reflect similar neuronal processes as recorded in occipito-temporal cortices of epileptic patients using intracranial ERP, though at a later peak 200ms (but see Bentin et al., 1996). Here, a large N200 for faces compared to non-face objects is revealed in three foci: the fusiform gyrus, inferior temporal gyrus (Allison et al., 1994) and another at the lateral bank of the occipito-temporal cortex (Allison et al., 1999). The N200 shows similar characteristic responses to the N170: responding more strongly to a whole face or eyes, it is insensitive to gaze, and is sensitive to viewing-angle with maximum response to the front-view of a face (McCarthy et al., 1999). The N200 response is attenuated for non-face stimuli even when they contain highly arousing, or aversive information. It is also not affected by face familiarity (Allison et al., 1999). These intracranial N200 suggest that the scalp recorded N170 originate from activation in the ventral and lateral occipito-temporal cortices, though the difference in the onset of the wave remains a puzzle.

**The functional role of N170** - From the accumulated empirical evidence it has been postulated that N170 reflects early face processing stages such as a structural
encoding phase; while processing of identity occurs later (see below) as hierarchical models would predict (Sagive and Bentin, 2001; Eimer, 1999). A recent MEG study (Liu et al., 2002) suggests otherwise, as they showed that an M170 (the possible MEG homologue component of N170) is associated with identification processes rather than early face processing, as its amplitude is modulated by correct face identification but not by correct face detection (Liu et al., 2002). Note that here early face processes are defined as face detection (de Gelder and Rouw, 2001) rather than processing of a physical aspect of a face as in the Bruce and Young model (1986). In a similar vein it has been demonstrated that N170 is sensitive to perceived identity change (Camanella et al., 2000), though others argue detection of identity change occurs only at N2 (~220msec; Eimer and Mazza, 2005).

1.6.2b 300 –600msec post stimuli onset

Around 300msec after a face stimulus is presented, a dissociable response depending on face familiarity can be observed (Eimer, 2000a; Bentin and Deouell, 2000), where familiar faces elicit more positive responses compared to unfamiliar faces, a pattern that continues until about 450msec post stimulus (Eimer, 2000a; Bentin and Deouell, 2000). After this, there is a crossover where familiar faces elicit stronger negative responses than unfamiliar that last until about 650msec post stimulus (Eimer, 2000a; Henson et al., 2003). Within this time window dissociable effects of repetition priming are observed only for familiar faces (Schweinberger et al., 2002a), and the size of this effect is independent of the pictorial representation of a famous face (Schwienberger et al., 2002b). These late responses are reported to be associated with memory and retrieval processes (Henson et al., 2003).

Face selective P350 responses have also been recorded using intracranial recording, from the anterior temporal pole and STS. Responses in these electrodes show a semantic priming effect (e.g. using the name to prim the face recognition of a particular person, McCarthy et al., 1999). In terms of Bruce and Young 's (1986) cognitive model they are associated with the final stages of face processing that involve retrieving semantic information regarding a face – PIN and SIUs. Facial expressions have also been shown to elicit differential responses at that time window (Eimer and Holmes, 2002). The anatomical origin of these effects is unclear, and still
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debatable, but given their length and latencies they are assumed to reflect activation within several brain foci.

1.6.2c P1/N1/M1

Recently studies have argued for sensitivity to faces earlier than the N170 component. Holmes and Eimer (2002) reported differential ERP responses to facial expressions already around ~135msec post stimulus onset, with fearful expressions eliciting more positive responses than neutral expressions (Eimer and Holmes 2002). This early negative component (N1) is observed over frontal electrodes. Others have found that expression modulated P1 responses (Williams et al., 2004; Pourtois et al., 2004; Meeren et al., 2005). I will present a study that aims to replicate the early expression effect in Chapter 9.

Liu et al. (2002) have argued for sensitivity of M1 to face detection, thus whenever subjects discriminate correctly between a face and a house, M1 amplitude increases. Similar results were observed using ERP (Itier and Taylor, 2004). This early differential response to faces versus houses will be tested in Chapter 9. A P1 response for faces is shown to be modulated by face repetition (i.e. 50-100msec, recorded in intracranial and scalp electrodes, Seeck et al., 1997) and by task, presumably reflecting an early attention processes (Rossion et al., 1999a).

1.6.2d Summary

Electrophysiology studies provide valuable temporal information of face processing. The findings above provide evidence for the hierarchical structure of face identity processes, where structural encoding precedes familiarity and identification. But they also challenge Bruce and Young (1986) and the Haxby et al. (2000) models suggesting that facial expression might be processed prior to (P1/N1) and independent of the initial structural encoding phase (N170). This hypothesis will be tested in Part IV.
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1.7 **NEUROIMAGING RESEARCH**

Since the early nineties there have been over 400 papers published investigating the neural correlates of face perception using haemodynamic measurements (i.e. PET and fMRI). Haxby et al. (1991) was one of the earliest studies to show that a face matching task activates the ventral visual stream (i.e. occipito-temporal cortices) while a spatial matching task of non-face stimuli engages regions along the dorsal visual stream (i.e. occipito-parietal cortices; Haxby et al., 1991), though in this experiment, stimuli and tasks are confounded. Similar results for face matching tasks were obtained using fMRI (Clark et al., 1996).

1.7.1 **Are face identity processes hierarchical?**

Sergent et al. (1992) were the first to show a posterior-anterior hierarchical structure for face processing using haemodynamic measurements (i.e. PET). They studied eight healthy volunteers during six different conditions: 1) passive viewing of a fixation cross; 2) passive viewing of unfamiliar faces; 3) gender discrimination of unfamiliar faces; 4) occupation discrimination of familiar faces; 5) living, non-living discrimination of objects; 6) grating orientation discrimination. Overlaying their PET results on a detailed structural MRI they provided the first evidence for anatomical correlates of a face processing network (Sergent and Signoret, 1992).

Gender decisions of unfamiliar faces elicit larger activation than grating orientation judgements in the right posterior occipital cortex extending to the posterior fusiform gyrus (FFG, Sergent and Signoret, 1992; Andreasen et al., 1996). Judgement of familiar face occupation elicits larger activation than judgements of unfamiliar face gender in bilateral mid FFG, right parahippocampel gyrus and bilateral anterior temporal pole. These enhanced foci of activation (apart from left FFG) are also observed when familiar faces are compared to objects (Sergent and Signoret, 1992; Andreasen et al., 1996). Activation of the posterior-anterior hierarchical axis was found when manipulating only the stimuli, whereby increased sensitivity to a whole face structure compared to scrambled faces was also observed (Clark et al., 1998;
Lerner et al., 2001). Similar hierarchical anatomical architecture was reported for the comparison of perceptual and familiarity judgement tasks that were performed on the same set of faces (Sugiura et al., 2001). Greater activation for perceptual decision tasks were observed in occipito-temporal cortices (including FFG) while familiarity judgement tasks elicited greater activation in the anterior temporal and frontal cortices (Sugiura et al., 2001). However, a recent study by Grill-Spector et al., (2004) challenge this hierarchical anatomical axis by demonstrating that detection of a face (presumably an early stage in face processing) and identification of a face, both take place within the same cortical regions (i.e. posterior occipital gyrus – and FFG, OFA and FFA respectively).

1.7.2 The role of the fusiform gyrus

As the consensus regarding the involvement of the occipito-temporal cortex in face processing emerged, Kanwisher et al. (1997) focused their research on the fusiform gyrus and introduced the term “fusiform face area - FFA”. They argued that the FFA is a module specialized in face perception. Using a surface coil over the occipital cortex in fMRI they compared responses for faces to other non-face objects. They identified several foci of activations all within the occipito-temporal cortex, from which the most reliable and consistent face region across subjects (13 out of 15) was observed in the mid fusiform gyrus. It is worth pointing out that the use of a surface coil to acquire the data limited their search volume to the occipital cortices, while excluding regions within the anterior temporal pole, or frontal cortices due to lack of signal.

Following the identification of the FFA in each subject Kanwisher et al. (1997) tested its sensitivity for other stimuli manipulations: such as comparing faces to scrambled faces, to houses and to hands. They also tested the effect of the task by comparing passive viewing to a one-back task performed on faces and hands. In all of these cases FFA showed a stronger response to faces compared to all other tested objects independent of task demands. This has been taken as evidence that the FFA is a module of face processing. An alternative view suggests that FFA is involved in subordinate discrimination. This view was rejected by Kanwisher et al. (1997) as they show that faces elicited a larger response than hands, even though for both these
stimuli a subordinate discrimination was needed to perform the one-back task (Kanwisher et al. 1997). The face module role assigned to FFA is constantly being challenged by others (sf. Gauthier et al., 2000) and I will describe this alternative view in more detail later.

FFA is suggested to be part of the early stage of face processing, similar to the N170 component, and thought to be involved in face detection and structural encoding of a face (Kanwisher et al., 1997; Rossion et al., 2003; Grill-Spector et al., 2004). In support of this it has been shown that regions within the mid FFG are sensitive to perception of faces compared to non-face stimuli when an identical set of stimuli is used and only the perception differs between conditions (Dolan et al., 1997, Hasson et al., 2001). The relation between face perception and FFG activation was also demonstrated by modulation of mid FFG response to faces by attention (Vuilleumier et al., 2001; Wojciulik et al., 1998). But the FFA has also been shown to be sensitive to face identification (Grill-Spector et al., 2004) and face familiarity (Henson et al., 2000; Rossion et al., 2003). The role of the FFA in individuation of faces rather than detecting faces per se is also evident in its sensitivity to a specific identity (George et al., 1999). Using the repetition decrease phenomenon, decreases are observed for repetition of a specific identity but not repetition of changing identity (Grill-Spector et al., 1999; Rotshtein et al., 2001; Gauthier et al., 2000; Winston et al., 2004; Eger et al., 2004). The experiment reported in Chapter 6 touches also on this issue and where I tested the role of the FFG in identity processes.

Alternatively, it has been argued that the FFA discriminates at the subordinate-level specifically for categories that we are experts for (faces here are only an example of a category we are experts for). To support this proposition it has been shown that the FFA in an expert observer is activated when presented with their objects of expertise (e.g. Greebles, birds and cars; Gauthier et al., 1999; 2000), though other studies have failed to show such an expertise tendency of FFA, other than to faces (Grill-Spector et al., 2004).

1.7.3 Involvement of other regions within occipito-temporal cortices in face identity processing
Comparisons between faces and non-face objects usually elicit significant activation in additional regions outside the FFG, such as the inferior occipital gyrus, middle occipital gyrus, inferior temporal gyrus etc. (Kanwisher et al., 1997; McCarthy et al., 1997; Hasson et al., 2003). Ishai et al., (2002) argued for the existence of visual representations of well-known identities (triggered by visual stimuli and cued imagery) in the superior temporal sulcus and inferior occipital gyrus amongst other regions in addition to the well described FFG (Ishai et al., 2002). Despite the intense work dedicated to face processing using functional imaging, only a few studies have demonstrated dissociable roles of different regions within occipito-temporal cortex in processing information from a face (Lerner et al., 2001; Eger et al., 2004). Here I will present three studies where functional-anatomical dissociations within the occipito-temporal cortex are tested (Chapter 6 and Part III).

1.7.4 Representation of familiar and unfamiliar faces

Many studies have compared brain responses for familiar and unfamiliar faces (cf. Sergent and Signoret, 1992; Gorno-Tempini et al., 1998; Phillips et al., 1998; Henson et al., 2000, 2003). I describe here only studies that have compared familiar and unfamiliar faces using identical tasks, hence avoiding task confounds. Comparisons of unfamiliar faces and familiar faces on gender decision tasks, yielded common activation in the FFG (Dubois et al., 1999) and differential activation in the amygdala and posterior occipital region showing a stronger response for unfamiliar faces compared to familiar (Dubois et al., 1999). Others have shown stronger activation for familiar faces in the FFG, and in the temporal, frontal and posterior occipital cortices (Henson et al., 2003). The last group reported increased FFG activation for familiar faces compared to unfamiliar faces using a target detection task (Henson et al., 2000), a face symmetry judgement task (Henson et al., 2003) and a fame judgement task (Henson et al., 2002). Not all studies have observed an increased response for famous more than non-famous faces in the FFG, however (Gorno-Tempini et al., 1998). Henson et al. (2000, 2002, 2003) demonstrated reduced activation for repeated presentation of famous but not for non-famous faces in the FFG. Note that in all these cases, repetition was not immediate (Henson et al., 2000, 2002, 2003). Famous as opposed to non-famous faces activated additional anterior temporal regions (Gorno-Tempini et al., 1998; Henson et al., 2003), and this
activation has been suggested to reflect retrieval of semantic and associative information (Henson et al., 2003).

Recognition of famous and newly-learned faces has been compared revealing stronger activation for famous compared to newly learned faces in the middle and anterior temporal cortex (including FFG) among other frontal, parieto-occipital and sub-cortical regions (Leveroni et al., 2000). Similar regions were observed when comparing famous to non-famous (first seen) faces in recognition tests, though here the FFG did not show a differential response (Leveroni et al., 2000). Using morph continua between newly-learned and unfamiliar faces, Rossion et al. (2001) demonstrated categorical increases in signal along the occipito-temporal cortex (in the middle occipital gyrus, FFG and the inferior temporal gyrus) for the unfamiliar compared to newly learned faces. Similarly, reduced activation for newly learned faces compared to novel faces was observed in the middle occipital gyrus and the posterior cingulate amongst other regions (Phillips et al., 1998). Note that the effect of newly-learned compared to novel or famous faces is in the opposite direction to the above studies where the familiar famous faces elicited stronger responses than the unfamiliar ones. It might be that FFG response is critically dependent on short-term exposure to a face, showing a weaker response to a newly-learned face (i.e. freshly seen) compared to famous, or non-famous distracters (Leveroni et al., 2000, Wiser et al., 2000; Rossion et al., 2001).

To summarize, findings from neuroimaging do not support Bruce and Young (1986) in their hypothesis that familiar and unfamiliar faces are processed in separate systems. Although there are differences in brain responses to familiar and unfamiliar faces these are quantitative differences and do not suggest dissociated neuronal systems (Rossion et al., 2001, Henson et al., 2000).

1.7.5 Dissociation between expression and identity

The research of expression processing has focused on the amygdala (Morris et al., 1996; Breiter et al., 1996; Phillips et al., 1998; Critchely et al., 2000; Winston et al., 2003), but processing of specific emotions have also been attributed to other regions (Surguladze et al., 2003; Phillips et al., 2004). The amygdala is also demonstrated to
show increased responses to novel faces versus famous faces (Dubois et al., 1999; Schwartz et al., 2003a; Leveroni et al., 2000), repeated faces (Rotshtein et al., 2001) and non-faces (Winston et al., 2004, Ishai et al., 2002). Similarly, the FFG which has been suggested to be involved in identity processing shows also a differential response to expression (Vuilleumier et al., 2001; Morris et al., 1998; Winston et al., 2003; Phillips et al., 2004). Thus these findings suggest that identity and expression processes are not strictly dissociated, as predicted by Bruce and Young model (1986).

Haxby et al. (2000) postulated that the FFG is involved in identity processing while the STS is in facial expression processing (see Figure 1.2). This hypothesis has been tested empirically by Winston et al. (2004), demonstrating that the FFG was primarily sensitive to identity change and the mid-STS primarily to facial expression change in a face pair (Winston et al., 2004). There have been many other regions that show an increased response to a non-neutral expression, amongst them the insula, calcarine, putamen, hippocampus, cingulated gyrus etc. (Phillips et al., 2004; Surguladze et al., 2003; Critchely et al., 2000). This suggests that the neuronal mechanism involved in expression processing is spread throughout the brain and might include several dissociated processing routes.

1.8 SUMMARY

Previous findings and theoretical models suggest that face identities are processed hierarchically. Hierarchy is shown along a temporal axis using ERP (cf. Eimer, 2000) and single cell recording (cf. Perret et al., 1984), along a cognitive axis using behavioural studies (cf. Bruce and Valentine 1985) and along a neuroanatomical axis using lesion studies (de Renzi et al., 1991). However, one gap that is left unexplored is the representation of physical aspects of faces, and its relation to encoding of identity. This aspect of face processing will be tested in part II.

The neuroanatomical models (de Renzi et al., 1991; Haxby et al. 2000) predict that early face processing occurs in posterior occipital regions. Neuropsychological data offer some support to the idea that lesions to posterior occipital cortices affect face
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perception. However, it is unclear what type of information is processed in early face processing. This will be tested in Part III.

Finally, numerous evidences from lesion and behavioural studies suggest that identity and expression are dissociated processes, though they may interact. Neuroimaging and electrophysiology studies have suggested that amygdala facilitates expression processing in visual cortices. It is debatable whether amygdala responses to expressions depend on projections from visual cortex (Pessoa, 2005) or maybe it precedes them (Dolan, 2002). This question will be addressed in part IV.
CHAPTER 2:
FUNCTIONAL MAGNETIC RESONANCE IMAGING

2.1 INTRODUCTION

Four experiments reported in this thesis measured brain responses using magnetic resonance imaging (MRI). This chapter first describes the principles of MRI data acquisition in general and in particular that of the functional MRI (fMRI). The description is influenced by the text book “MRI the basics” written by Hashemi and Bradley (1997). I next describe briefly the relation between the signal measured in fMRI and neuronal response; this is done in relation to a review written by Logothetis and Wandel (2004). Finally, I discuss the advantages and disadvantages in using fMRI measurements for cognitive neuroscience research.

The second part is dedicated to fMRI data analysis, here performed using SPM2 software (Wellcome Department of Imaging Neuroscience, UCL). SPM is a statistic toolbox that has been developed specifically to deal with data that has temporal and spatial dimensions. It will be described based on the ensemble of papers published in the book Human Brain Mapping 2nd edition, edited by Frackowiak et al., (2003).
2.2 DATA ACQUISITION: MRI

MRI is based on principles of nuclear magnetic resonance (NMR). It was first used as a spectroscopic technique to obtain microscopic chemical and physical information about molecules. This method is based on Felix Bloch and Edward Purcell’s discovery of the magnetic resonance phenomena in 1946.

2.2.1 Magnetic field

Magnetic fields can be generated by a change in electrical field, while a change in the magnetic field generates an electrical field. Together they generate an electromagnetic wave. Electromagnetic waves differ in their frequency bands. For example the x-ray electromagnetic frequency is in the range of $1.7-3.6 \times 10^{12}$ MHz. Electromagnetic frequencies used in MRI are within the range of radio frequencies (i.e. AM, FM) 3-100 MHz. As MRI uses electromagnetic waves in the range of radio frequencies, the first step is to establish a “cleaned” controlled magnetic field environment (e.g. to avoid interference from radio waves).

The external magnetic field in MRI is used to control the initial state of the net magnetic field; this state is termed the equilibrium state. The strength of this magnetic field is in the order of 0.5–3 Tesla (T). For a comparison, the magnet used to pick up cars in junk yards is about 1.5-2.0T; the earth magnetic field is $0.5\times 10^{-4}$ T. In the current thesis I have used a 1.5T whole body Sonata scanner (for experiments described in Part III & IV) and a 3T head only Alegra Siemens scanner (Chapter 6) for the functional imaging measurements. The effect an external magnetic field has on bodily particles especially on protons is discussed next.

2.2.1a Spin – T1

In a magnetic field environment a proton acts like a bar magnet with a north and a south pole, and spins around the axis of the magnetic filed ($B_0$, Fig. 2.1). In nuclei that have an even number of protons, the protons will spin in opposite direction cancelling each other out. Therefore, in MRI only nuclei that have odd numbers of protons can be measured. Hydrogen (H) has a single proton and is highly distributed in the human body (63%). In hydrogen each proton generates a magnetic field and
the nucleus has a magnetic dipole moment. The axis of the proton’s dipole can be in two energy levels: low (i.e. same direction as $B_0$) or high (i.e. opposite the direction of $B_0$) with a ratio of $10^6:1:10^6$, respectively. This slight bias toward the low energy level is enough to generate a net magnetic field (which is the sum over all hydrogen magnetic moment) with its axis lined up with $B_0$. The time for the net magnetization to line up with the external magnetic field axis is measured in T1 units and is described as an exponential growth (after $1^*T1$ 63% of protons have lined up with $B_0$ axis). The T1 time unit depends on the electrical and chemical environment (e.g. the density of protons in the tissue) and the strength of the external magnetic field. The stronger the external magnetic field the shorter the T1 time is for a given tissue.

2.2.1b Spin precession, phase – T2

When a proton is placed in an external magnetic field, it begins to “wobble” or precess about the axis of that field, possibly due to gravity. Thus, in addition to its natural spinning about its own axis aligned with the external axis of $B_0$, it also starts to rotate about the axis of the external magnetic field (Fig. 2.2). Each proton has its own phase of rotation about the external field axis; therefore this precession does not affect the net field magnetization. As will be described later, following delivery of a radio frequency wave (i.e. perturbation of energy to the system) the protons’ phase precessions about the $B_0$ axis synchronize and the time for protons to return to an out of phase precession is termed T2. T2 is described as an exponential decay, with a much shorter time scale compared to T1, and is affected by the chemical and
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electronic environment of the hydrogen proton and by the strength of the external magnetic field. The frequency of proton precession around the external magnetic field axis is determined by Larmor's equation:

$$\omega = \gamma B_0$$

Where \(\omega\) is the angular precession frequency, \(\gamma\) is gyromagnetic ratio and \(B_0\) is a constant known for a given nucleus. In the case of hydrogen protons it is:

$$\gamma(H) = 42.6 \text{ MHz/Tesla}$$

Following Larmor's law, the precession frequency depends on the strength of the external magnetic field and the constant ratio for each nucleus. As the strength of magnetic field increases the precession frequency of the proton around the former axis increases as well.

Figure 2.2 Proton precession in the presence of an external magnetic field. The precession phase of each proton is random, they cancelled each other out, and the net magnetization field axis is as of \(B_0\).

2.2.2 Radio frequency pulse

A radio frequency (RF) pulse is an electromagnetic wave. It is used to perturb the net magnetization equilibrium, by introducing energy to the system. The state of the net magnetic field prior to the RF is known, based on the knowledge about the external field, with a given direction (\(B_0\)) and a given strength that affects the \(T1\) and \(T2\)
times of given substance. The net magnetization can be described as a vector \( (M) \) in 3D space with a \( Z \) axis aligned with the external magnetic field axis, \( B_0 \) (Fig. 2.3). At equilibrium, the net magnetization vector \( (M_0) \) is positive in the \( Z \) axis and is zero on the \( X \) and \( Y \) axes. In order to perturb the hydrogen protons by the RF pulse (i.e. change the net magnetization vector), the frequency of the pulse should resonate with the precession frequency of the protons. Resonance is established if the protons precess at the same rate as the RF oscillates. As described above this rate is known and can be calculated using Larmor’s equation. The RF pulse, given in the appropriate frequency affects the net magnetization in two orthogonal ways that are discussed next. RF pulses are submitted along the \( X \) axis.

2.2.2a T1 relaxation

An RF wave that oscillates in the Larmor frequency of hydrogen protons adds energy to the protons. This energy results in some protons shifting the direction of their magnetic dipole from low energy state (parallel to \( B_0 \)) to a high energy state (in an opposite direction from \( B_0 \)). When the number of protons in both energy states is equal, the net magnetization along the \( B_0 \) axis is cancelled – such an RF pulse is termed 90°. A 180° RF pulse results in flipping the net magnetization axis completely in the opposite direction to the external magnetic field. After the RF pulse is turned off, the protons start to return to the lower energy state, ‘relaxed’ back, and realigned with the axis of the external magnetic field. The time it takes 63% of protons from a given tissue to go back to their original state is termed T1 relaxation. In other words, T1 relaxation describes the time of recovery of the net magnetization vector along the \( Z \) axis \((M_z)\), the axis of the external magnetic field \((B_0)\). This relaxation process involves giving back the energy obtained from the RF pulse and its rate depends to some extent on the density of mobile protons in the tissue. Therefore T1 relaxation of white matter is shorter than grey matter, which is shorter than CSF.
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**Figure 2.3**: T1 weighted image. This is a graphic representation of the of a 3 dimensional space, with Z representing the axis of the external magnetic field (B0), Y the magnetic field that is generated after an RF pulse is submitted (B1) and X is the axis along which the RF pulse is transmitted and the signal is recorded (the coil). Blue represent the net magnetization vector of a tissue with a short T1, i.e. fast recovery rate, typical for white matter. Orange represent a tissue with longer T1 i.e. slower recovery rate, typical for grey matter. A. At the equilibrium state, prior to the transmission of the first RF pulse, all tissues net magnetization are align with the external magnetic filed (B0). They have similar amplitude along that axis with no components at the XY plane. B. At t = 0, a 90° RF pulse is transmitted that flip the net magnetization of all tissues to the XY plane. At t = 0 all tissues have similar amplitude in the XY plane with no component at the Z axis. C. After switching off the RF pulse, the net magnetization vector of each tissue start to recover at its own T1 rate, generating differences between them, with each tissue having a different amplitude along the Z axis. D. At t = TR a second RF pulse is transferred, flipping the net magnetization vector back to the XY plane. This time the differences in the recovery rate influence the amplitude of the vector in the XY plane. Larger signal intensity is received from the blue tissue, i.e. white matter compared to the orange tissue, i.e. grey matter.

### 2.2.2b T2 & T2* relaxation

The effect of the RF pulse on the net magnetization vector in the X and Y dimensions relates to T2 time. At equilibrium, Mxy equals zero, as protons randomly precess around the Z axis (i.e. B0) cancelling any net component along the X and Y axes. Thus at equilibrium the net magnetization vector does not precess. An RF
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pulse given perpendicular to the Z axis (along the X axis) causes the protons to start precessing about the X axis, aligning the spin phases with each other. This generates a net magnetic dipole along the RF’s magnetic field (B₁) and gives the net magnetization vector values in XY dimensions. The strength of the magnetic field generated by the RF (B₁) is weaker by a factor of 10³ from that of the external magnetic field (B₀). After a 90⁰ RF pulse, the net magnetization vector has no component in the Z axis, but only in the XY plane. The flip angle describes the degree the vector is flipped from the Z plane to the XY plane. Importantly the net vector maintains its amplitude after the 90⁰ flip.

As the RF pulse is turned off the magnetization along the XY plane starts to decay. This decay is termed T2 and is 5-10 times more rapid than the T1 recovery rate. The decay along the XY plane involves the dephasing of the protons’ precession. The dephasing rate depends on two factors: interaction between spins, and inhomogeneities in the external magnetic field. The spin precession frequency depends on its neighbouring protons (spins-interaction), which can decrease or enhance its frequency. This is an inherent inhomogeneity of the tissue - the local environment influences the hydrogen protons and is termed T2. In respect to brain tissues: CSF has a longer T2 than grey matter’s T2, which is longer than white matter’s T2. The external magnetic field inhomogeneity exposes protons in different locations to slightly different magnetic field strength which affect their precession frequency, leading to differences in the decay rate of the magnetic field B₁. The effect of both - the inherent characteristic of the tissue (T2) and the inhomogeneity in the external magnetic field - is termed T2* relaxation.

2.2.3 Receiver coils and tissue contrast

T1 and T2* relaxation are orthogonal phenomena that describe the behaviour of the net vector magnetization (M) after RF pulse has been administered. Though independent, they both affect the net magnetization vector simultaneously. The oscillation in the net magnetization vector induces an electromagnetic wave which is the signal recorded in the MRI receiver coils. Usually these coils transmit the RF pulse and then receive the signal back. The coil is an electric wire, such that when an alternating electric current (AC) is run through it, it generates an electromagnetic
wave. In the same way, when this wire is exposed to an alternating magnetic field it generates an electric current that can be recorded. The electromagnetic wave, the RF pulse, is transmitted along the X axis and the received signal in the coil is encoded along the same axis.

In an ideal world the received signal would have the same amplitude as the RF pulse. However, because of spin dephasing, which mainly affects the net magnetization vector along the XY plane (i.e. the T2* relaxation), the received signal becomes weaker and weaker. This phenomenon is termed free induction decay (FID). Therefore, the time relation between transmitting and receiving the signal has a critical effect on the amplitude of the signal and its sensitivity to T1 and T2* relaxations. The time unit between two RF pulse transmissions for a single slice is called repetition time (TR) while the time between the transmission of the RF pulse and receiving the signal is called echo time (TE).

2.2.3a T1 weighted image

A first transmitted 90° RF pulse flips the net magnetization vector form the Z plane to the XY dimension, while maintaining the amplitude, which is equal to all tissue types at equilibrium (Fig. 2.3a). As the RF pulse is turned off, the net magnetization vector starts to build itself back around the axis of the external magnetic field (i.e Z axis). The rate at which this happens depends on the T1 constant of a given tissue. Therefore, after a given time, tissues will differ in the extent that their net magnetization vectors have recovered around the external magnetic field (Fig. 2.3c). Eventually, all tissues’ net magnetization vectors will align with the external magnetic field. But, if another 90° RF pulse is transmitted before the tissues’ net magnetization have fully recovered, then the net magnetization vector’s amplitude along the XY plane will differ, depending on how much they have recovered along the Z axis (Fig. 2.3d). A short TR (the time between two RF pulses) enhances the differences between tissues in their T1 relaxation. A more intense signal will be recorded for tissues with a shorter T1, i.e. with a faster recovery rate; thus white matter will be brighter than grey matter and grey matter brighter than CSF.

As was described before, after the RF pulse is turned off, the net magnetization vector along the XY plane starts to decay due to spin dephasing. To minimize the
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effect of the T2* relaxation component of the measured signal, the signal is recorded with the shortest delay as possible. A short TE (time between transmitting RF pulse and receiving signal) minimizes the effect of T2* relaxation. The problem is that there is a minimum interval between administration of the RF pulse and receiving a signal by the same coil - due to the rapid T2* a lot of signal is lost by the time of receiving. To stretch the time, an additional RF pulse is used, a 180° pulse. The role of this RF pulse is to rephase or refocus the signal in the XY plane. It is turned on after half a TE has past, i.e. after half of the dephasing process has occurred. Following the 180° pulse the protons flip the direction of their precession, leading the fast precessing protons to be 'behind' the slow precessing ones. After another half TE, they will close the gap and all protons will precess in phase and the signal will be recovered to its maximum in the XY plane. The signal received at that point is described as an echo for the original signal.

Figure 2.4 T1 spin echo

A. After the second RF pulse is switched off T(TE+TR/4) the signal starts decaying due to the dephasing. This decay affects the net magnetization vector along the XY plane. B. In order to recover the signal an additional RF pulse with 180° flip angle is administered usually after TR+TE/2. This RF flips the net magnetization vector. C. After this RF is switched off the protons' frequency precession starts to change in the opposite direction. After TE/2 they all becoming in phase again, and the the original amplitude along the XY plane is recovered i.e. its echo. D. A graphic demonstration of a T1 spin echo sequence.
2.2.3b T2* weighted image

In order to emphasize the T2 characteristics of a tissue rather than the T1, a different time relation between the TR and TE is used. Recall that T2 relaxation determines the time it takes for protons to dephase in a given tissue. As mentioned above its time scale is much shorter than T1 relaxation. T2 relaxation is the amplitude of the vector along the XY plane. After transmitting the 90° RF pulse, all the net magnetization vectors are flipped to the XY plane and have similar amplitude. The value of the net magnetization along the XY plane is given from the synchronizing of the protons precession about the Z axis. When switching the RF pulse off, the magnetization vector along the XY plane starts to decay. The decay rate depends on the tissue’s constant T2 and is influenced by the inhomogeneities in the external magnetic field (together defined as T2*). The component of the magnetic vector along the XY plane zeroes out at a T2* rate. But if a signal is recorded just before, the magnetization vector amplitude of each tissue will differ depending on its T2 constant, resulting in different signal intensities. Longer TE enhances the T2 effect.

To minimize T1 affect on the signal, a longer TR is used. A longer TR minimizes differences between the tissues along the Z axis as it allows them more time to recover and return to the original precession about the axis of the external magnetic field. This reduces the difference in the tissues’ net magnetization amplitude along the Z axis, which is transferred at TR to the XY plane using a 90° RF pulse.

2.2.4 Image construction: Encoding spatial information

The signals received from the scanned object are electromagnetic waves which represent the value of the total net magnetization along the X axis (e.g. from the whole body). These signals do not have any spatial information and are one dimensional. Spatial information is obtained by marking the origin locations of a signal, using frequencies, i.e. the precessing rate of the net magnetization. As described above this precession is determined by Larmour’s law, and depends on the strength of the magnetic field. Thus a gradient change of the external magnetic field strength introduces corresponding gradient changes in the frequency of precession of protons along this gradient. This basic principle is used in three different ways to provide spatial information in 3D space.
**Slice-Select gradient** - spatial information that relates to the slice is described as the spatial location on the Z axis \((G_z)\). When selecting slices for image acquisition a gradient coil is used to generate a gradual change in the external magnetic field and is applied perpendicular to the slices orientation. The gradient is zero in the middle and increases or decreases the magnetic field strength towards the edges. As the gradient is activated, protons along its axis change their frequency precession accordingly (Fig. 2.5). For example, when acquiring pure axial slices the cerebellum experiences a weaker magnetic field compare to the central sulcus, the former’s protons would precess more slowly compared to those in the latter. Recall, that in order to ‘inject’ energy to the protons the RF pulse should match their frequency (i.e. resonant with them). Using RF with limited frequency band perturbs only protons that their frequency precession matches that of the RF. Other protons that experience a different magnetic field, (because of the gradient) and have different frequencies precession will not be affected by this RF. Therefore, the net magnetization from protons in other slices remains zero in the XY dimension and they do not contribute to the signal recorded by the receiving coil (Fig. 2.5). The slice thickness is determined by the frequency band used for each RF pulse, such that a larger bandwidth would lead to a thicker slice.

An important attribute of the frequency spectrum of the RF pulse is that it does not have sharp edges. This may results in protons being excited twice by two different RF pulses leading to a mismatch in spatial location. To avoid such overlaps a gap is used between the frequency bands of each RF pulse. This gap is chosen based on the shape of the RF spectrum and is termed the distance factor. In the experiments described in this thesis the distance factor was in the range of 50 - 75% of the slice thickness.

**Figure 2.5: Slice-select gradient**
Using magnetic field gradient along the \(B_0\) axis (i.e. Z) will change the frequency precession of the protons depending on the magnetic field they experience. An RF pulse applied perpendicular to the \(B_0\) axis will affect only protons with matching frequencies, here for example along the red slice.
All protons in a given slice experience the same magnetic filed strength, due to the select-slice gradient, and they all precess in the same frequency. Therefore, a received signal would have a uniform frequency and its amplitude would be the sum of the net magnetization vector along this slice. The signal amplitude will be dependent on the tissues in that slice and whether we measure T1 or T2* relaxation time. But this signal does not have any information regarding the spatial distribution of the different amplitudes within a slice. To establish a location in the x axis another gradient is applied - the read-out gradient (known also as the frequency-encoding gradient) along the X axis (Gx). Here again, different frequencies are associated with different spatial locations within a slice, but this time the frequency location-marking affects the received and not the transmitted signal. In an axial (transverse) slice the read-out gradient is spread from left to right. This gradient is turned on when a signal is received at TE. It causes different protons within a slice to experience different magnetic fields and therefore to change their frequency precession in correspondence. After a read-out gradient is applied the received signal does not have a uniform frequency, but is composed from different frequencies, each with its own amplitude. Based on Larmour’s law and the gradient that is used, it is possible to calculate which frequency is associated with which spatial location. This spatial information is along the read-out gradient, i.e. location along the X axis.

Spatial location along the Y plane (Gy) is obtained by a group of gradients called the phase-encoding gradients. After administration of an RF pulse all protons in a given slice precess at the same frequency and are in phase with each other. Exposing the protons to a magnetic field gradient along the Y axis affects their frequency precession such that in an axial slice, protons in the anterior part of the brain are exposed to a stronger magnetic field and therefore precess quicker than protons in the posterior part of the brain. Along this gradient protons are in-phase when they are exposed to the same magnetic field and out-of-phase with protons that are exposed to a different gradient. When this gradient is turned off all protons in the slice return to the same precession frequency, but they maintain the phase relation between them. But only one signal is received from an excited slice, which is not enough to calculate the spatial origin of the various frequency components. Different angles of the phase-encoding gradient are used to obtain enough phasing information to calculate the location, or the resolution along the Y axis.
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All protons in a given slice experience the same magnetic field strength, due to the select-slice gradient, and they all precess in the same frequency. Therefore, a received signal would have a uniform frequency and its amplitude would be the sum of the net magnetization vector along this slice. The signal amplitude will be dependent on the tissues in that slice and whether we measure T1 or T2* relaxation time. But this signal does not have any information regarding the spatial distribution of the different amplitudes within a slice. To establish a location in the x axis another gradient is applied - the read-out gradient (known also as the frequency-encoding gradient) along the X axis (Gx). Here again, different frequencies are associated with different spatial locations within a slice, but this time the frequency location-marking affects the received and not the transmitted signal. In an axial (transverse) slice the read-out gradient is spread from left to right. This gradient is turned on when a signal is received at TE. It causes different protons within a slice to experience different magnetic fields and therefore to change their frequency precession in correspondence. After a read-out gradient is applied the received signal does not have a uniform frequency, but is composed from different frequencies, each with its own amplitude. Based on Larmour’s law and the gradient that is used, it is possible to calculate which frequency is associated with which spatial location. This spatial information is along the read-out gradient, i.e. location along the X axis.

Spatial location along the Y plane (Gy) is obtained by a group of gradients called the phase-encoding gradients. After administration of an RF pulse all protons in a given slice precess at the same frequency and are in phase with each other. Exposing the protons to a magnetic field gradient along the Y axis affects their frequency precession such that in an axial slice, protons in the anterior part of the brain are exposed to a stronger magnetic field and therefore precess quicker than protons in the posterior part of the brain. Along this gradient protons are in-phase when they are exposed to the same magnetic field and out-of-phase with protons that are exposed to a different gradient. When this gradient is turned off all protons in the slice return to the same precession frequency, but they maintain the phase relation between them. But only one signal is received from an excited slice, which is not enough to calculate the spatial origin of the various frequency components. Different angles of the phase-encoding gradient are used to obtain enough phasing information to calculate the location, or the resolution along the Y axis.
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To summarize, the spatial location information regarding the signal origin is achieved by applying three different magnetic field gradients (Fig. 2.6). The first (slice-select $G_z$) determines the protons that are affected by the RF and change their net magnetization to the XY axes, the second (phase-encoding $G_y$) with various gradient angles affects the phase precession of protons and the third (read-out $G_x$) affects the protons frequency precession. The two latter gradients are extracted from the received signals.

The received signals are encoded in data space, termed K-Space. Each slice is encoded on a single K-space. In K-space signals are organized in rows following their phase and the $G_y$ angle used before they were encoded. A Fourier transform is used to transform the image to spatial space from K-Space, as each frequency and phase originates from a different spatial location.

![Figure 2.6 - Magnetic gradients applied to encode spatial information](image)

Figure 2.6 – Magnetic gradients applied to encode spatial information
This is a simplified example of a sequence. The x axis represent time, RF pulse is applied while the slice select gradient ($G_z$) is on, therefore perturbing only protons within a given slice. After it is switch off a phase encoding gradient ($G_y$) is used to synchronise the precession phase of protons along the Y plane. After it is switch off the last read-out gradient ($G_x$) is applied and here the location along the X axis is marked using different frequencies. The signal is recorded after TE, after the last gradient is switched off. This sequence is repeatedly applied in each slice with different phase encoding gradients. In the EPI sequence the processes is faster because only one RF pulse is applied for the various phase encoding gradients.

In the current studies, reconstruction of the spatial location of the functional images from K-space was done using TBR methods developed by Josephs et al. (2001). This method uses trajectories images acquired periodically using a phantom object in each of the scanners. Based on these images inhomogeneities in the magnetic field are
measured and used to correct the way the spatial information is coded in K-space. The advantage of using TBR for image reconstruction is that it corrects for ghosting effects and partly for distortions in the final image.

2.2.5 Echo Planner Imaging (EPI) – The BOLD

Echo planer imagining (EPI) belongs to the family of fast scanning techniques. This sequence is most commonly used for functional imaging experiments, and was used in all fMRI experiments reported in the current thesis. EPI is mostly affected by T2* relaxation. This sequence is unique, since a whole slice is acquired at a single shot, after a single RF pulse. In other sequences, every phase-encoding gradient marking the signal origin location on the Y axis, is used with a new RF pulse. Here, a single RF pulse is used followed by a sequence of phase-encoding gradients with different angles intermixed with a read-out gradient which records the signal (Fig. 2.7). In other words, K-space for each slice is generated after one RF pulse. As T2* decay is rapid, this measure requires technology that allows rapid on-off switching of gradients. The 1.5T Sonata scanner acquires 64*64 pixels of a single slice in 90msec, and the 3T Allegra scanner acquires a slice with the same resolution in 65msec.

The rapid acquisition time of a slice enables one to acquire a whole volume of the brain within couple of seconds. Repeating this sequence over and over again enables measurement of changes over time in a given voxel. The sample rate is in the order of seconds, or tens of milliseconds if one limits the acquisition to one slice. The next important step is to identify a contrast agent, so that its changes are associated with tissues function.
T2* relaxation as discussed above is affected by spin-spin interaction and inhomogeneities in the magnetic field. The latter can arise from a non-homogeneous external magnetic field, but is also affected by the different magnetic susceptibility of different substances in the brain. Substance susceptibility is determined by the number of unpaired electrons in it. Paramagnetic substances become magnetized in the presence of an external magnetic field and have shorter T1 and T2 relaxation times and make the signal look darker. An important paramagnetic material that affects the electromagnetic signal recorded in EPI sequence is deoxyhemoglobin. Blood with more deoxyhemoglobin will have a darker signal compared to blood with oxygenated haemoglobin. Ogawa and Lee (1990) were the first to describe this change of signal in blood vessels, and they termed the contrast blood-oxygenation-level-dependent (BOLD). Changes in the BOLD are the parameters measured in fMRI. The assumption is that changes in blood oxygen are coupled with neural activity. The exact origin of the BOLD contrast is not clear and is discussed next.

### 2.2.6 The origin of the BOLD response

The origin of changes in blood oxygen concentration is at the heart of the assumptions that connect neural activity to the measured T2* values. It is assumed
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that neural activity changes the relative concentration of oxygenated and
deoxygenated blood and that in turn affects T2* values. Presence of
deoxyhaemoglobin causes a decrease in T2* signal compared to oxyhaemoglobin,
due the paramagnetic nature of the former that generates inhomogeneities in the local
magnetic field that increases the dephasing rate.

An intriguing question then is, why in functional imaging experiments the BOLD
effects observed reflect increases, rather than decreases in signal, as would be
expected after oxygen consumption by the active neurons? It has been suggested that
this enhanced signal is due to cerebral blood flow that overcompensates for the
decrease in oxygen, delivering an oversupply of oxygenated blood to the activated
region. One explanation for this oversupply might be that it compensates for the
inefficient, passive oxygen diffusion that occurs at high flow rates (Buxton and
Frank, 1997; Hyder et al., 1998). If this is the case than oxygenation supply is tightly
coupled to neural activity (Logothetis and Wandell, 2004).

The time course of the BOLD response is often referred to as the haemodynamic
response function (HRF). It is typically described as follows: increases in BOLD
start roughly 2sec after stimulus presentation, it peaks at 6-9sec after stimulus onset
and returns to baseline within 20-30sec. In some cases the BOLD response is
described as having a post-stimulus undershoot (Kwong et al., 1992). There is no
straight forward linear relation between BOLD response and stimulus duration. It has
been shown that a linear relation can give good approximations that predicted BOLD
responses if considered separately for brief and long (>6sec) duration (Rees et al.,
1997). Another issue to keep in mind is that the HRF is potentially heterogeneous
across different brain regions and between subjects for a given cortical region (Birn
et al., 1992; Menon et al., 1992). These last two points are particularly important
issues, as quantitative tests rely on an adequate modelling of the BOLD response.

One critical concern relates to the neural processes that the BOLD response reflects.
This issue is especially important if we want to compare findings from different
imaging modalities. In the case of the current thesis I compare BOLD and EEG
responses (see Part IV). Several studies have shown a linear relation between the
BOLD response and the mean extracellular field potential (Logothetis et al., 2001).
Mean extracellular field potential has two components: multiple units spike activity (MUA) and local synaptic voltage which affects the local field potential (LFP). The MUA measures regional neuronal spiking and the LFP measures slow waveforms, including synaptic potentials, after potentials of somato-dendritic spikes and voltage-gated membrane oscillations. The LFP reflects the input signals but not the action potential carried by the principle neurons (the output), as does the MUA. These two components are represented at different frequencies in the mean extracellular field potential, with high frequencies reflecting MUA, as their responses are rapid, while low frequencies reflect the LFP, as it is a much slower response. As expected these two components are not independent, and LFP affects MUA. But there are cases where these two measurements can be dissociated. Logothetis et al. (2001) show in striate cortex for 12 and 24sec visual stimulation MUA (i.e. neurons spike activity – output) increases and return to baseline within 2.5sec. In contrast, LFP (i.e. input for the region) remained elevated for the entire stimuli duration. The BOLD response measured simultaneously from the same cortical site, also varied with stimulus duration. This suggests that BOLD response reflects LFP and not MUA (Logothetis et al., 2001). Therefore, importantly, the BOLD correlates with input of a signal to a region rather its output.

In support of this it has been demonstrated that vascular density is highly correlated with synaptic density rather than with neuronal density (Duvernoy et al., 1981; Schuz et al., 1989). In addition it has been suggested that blood flow is regulated by presynaptic activity and neurotransmitter cycling via glial cells (Araque et al., 1999). Thus, blood flow is controlled by mechanisms that predict energy consumption and not by mechanisms that measure the actual consumption (Logothetis and Wandel, 2004).

Two important concerns have to be kept in mind when interpreting BOLD response. The first is that given the heterogeneous nature of the HRF, direct comparison of BOLD responses between different brain regions is not possible, i.e. one can never infer a main effect of a region, but only interactions with an experimental manipulation. In addition there is no simple correlation between the amplitude of BOLD response and underlining neuronal activity, therefore inferences should be
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made relatively, by comparing BOLD responses for different conditions in a given cortical region.

2.2.7 Artefacts in MRI

MRI, as any other imaging modality, is susceptible to artefacts. In this section I will briefly review the possible artefacts that can occur which in MRI can be introduced through any stage of the image acquisition. This section focuses on artefacts in the EPI sequence and the strategies used here to minimize them.

Inhomogeneities in the external magnetic field are a major source of concern, mainly for imaging sequences that aim to measure the T2 relaxation, such as the EPI. Spatial localization is based on frequencies markers which are calculated using knowledge of the magnetic field environment of the voxel. Therefore, inhomogeneities cause uncontrolled changes in that environment and can lead to mismatch in localization. Such inhomogeneities may rise from the quality of the magnet, the presence of ferromagnetic and paramagnetic substances, the presence of nearby electromagnetic fields etc. For example, a coin, being a ferromagnetic substance that was forgotten in a subject’s pocket can generate strong inhomogeneity in the magnetic field. Similarly, electric currents in the vicinity of the magnet, such as a current flowing through electrodes recording skin-conductance or a video projector presenting the stimuli for the subjects, can generate inhomogeneities in the field as well.

Biological causes (such as air pockets) caused local inhomogeneities and are termed ‘susceptibility artefacts’. They occur at interfaces of tissues with differing magnetic susceptibilities, such as tissue-air and tissue-fat. One important location where these artefacts are common is in vicinity to paranasal sinuses, where it causes loss and mismapping of the signal. This artefact is prominent in regions that are of most interest in the current thesis, namely anterior temporal cortices including the amygdala, fusiform gyrus, and anterior temporal pole.

This artefact can be dealt with by optimizing the acquisition procedure, or by using information about the field inhomogeneities in the reconstruction phase (Hutton et al., 2003, 2005). Here, I optimize the acquisition procedure as the later technique was
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not operational at the time I acquired my data. Minimizing the susceptibility artefact arising from the paranasal sinuses was done by tilting the slice-select gradient, $-30^\circ$ along the axial-coronal axis, such that within a slice it minimized the interface between tissues and air. Tilting the slices at such an angle has been shown to be the most efficient way to reduce artefacts in the above region of interests, while maintaining the total time acquisition per slice (Diechman et al., 2001).

Partial volume is another artefact that occurs at interface of different tissues. It is a result of the limited spatial resolution. In cases where a single voxel samples signal from two different tissues it is impossible to localise the true origin of the signal. The way to minimize this artefact is by reducing the voxel size. This is the case for example, on voxels that are located on border of the fusiform gyrus and the superior cerebellum,

Artefacts originating from the subjects mostly relate to **head movement and blood flow**. Both can cause mismapping due to changes in location in respect to the magnetic gradients. In the case of fMRI, the problem is more severe, as measurements are taken over time and the analysis is based on testing signal change in a given voxel over time. When the subject moves, one may end up testing signal change between voxels over time rather than within a voxel. This potential problem is dealt with offline, using pre-processing procedure such as realignment, unwarping and smoothing and will be described latter in more details.

### 2.3 Using fMRI for Cognitive Neuroscience Research: Pros and Cons.

In the last decade functional MRI has become one of the most commonly used tools in cognitive neuroscience, especially in studies involving humans. A typical experiment involves scanning volunteers using MRI while presenting them with different stimulation and asking them to perform various tasks regarding these stimuli. In the following paragraph I will describe the pros and cons of this technique.
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2.3.1 Safety issues

One of the most attractive features of MRI is its non-invasive nature. MRI is an imaging technique which relies on natural agents in our body (i.e. hydrogen), and in the case of fMRI on a natural changes that occur in the blood (i.e. BOLD). Moreover, it does not expose subjects to high radiation, as it uses very low frequencies (within the range of radio frequencies) to perturb the system. Therefore, the low risk on the human volunteers participating in the experiments means there is no limitation on time or number of times they can be scanned.

2.3.2 Spatial resolution

The spatial resolution of fMRI is in the order of millimetres. A voxel of $3 \times 3 \times 3$ mm in the cortex is estimated to contain about 30 thousand neurons (Sholl 1956). Therefore fMRI measures neuronal population response, and cannot distinguish between different neuronal responses within the same voxel. Moreover vascular dilatation that is responsible for increase in blood flow and is evoked by neural activity, has been shown to propagate in a retrograde fashion to upstream arterioles located outside the activated area (Iadecola et al., 1997), reducing the resolution even more.

fMRI-adaptation (Grill-Spector and Malach, 2001) has been suggested as a possible experimental paradigm to increase the spatial resolution of fMRI to the sub-voxel level. In this method, reduction in BOLD response is measured as a function of stimuli repetition. Under the assumption that observed repetition-related decreases are specific characteristics of single neurons responses, and hence depict neuronal responses at a sub-voxel level. The repetition related decrease paradigm was used here in three of the reported studies (see Chapter 6 and Part III).

fMRI as opposed to single cell and intracranial recording can be used to measure the BOLD response from the entire brain, and therefore to investigate connections and network activation across different regions. In comparison to other imaging methods such as PET and SPECT, fMRI has a much finer resolution, with the former resolution being in the order of tens of millimetres. For EEG and MEG there is no simple way to spatially localize the origin of the signal that is recorded from the
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scalp, as it involves a transformation from 2D data space to 3D space. Therefore EEG cannot easily access spatial information.

2.3.3 Temporal resolution

The BOLD response changes as described before follow the haemodynamic function. The HRF typically starts after 2sec and peaks 6-9sec from stimuli onset. The HRF is a low pass filter for any neuronal response in the temporal domain. As neuronal responses and connections between regions are in the order of milliseconds the BOLD is in the order of seconds, any temporal differences within or between regions are ‘washed’ out. Moreover, due the heterogeneous nature of HRF, any differences between regions in onset or time to peak of the BOLD response cannot be conclusively attributed to temporal differences in neuronal activity, but could be due to difference in vascular anatomy, and blood supply between the regions.

As described before, for brief stimulation HRF has approximately linear relation with the number of stimuli presented. Based on this forward model, time resolution can be increased beyond HRF resolution limitations. Modelling the HRF response under the assumption of linearity allows experimental manipulations such as event-related design. In these contexts stimuli onset asynchronous (SOA) is in the order of 2-3sec. Event related designs are used in all the reported experiments here.

EEG and MEG have time resolution in order of milliseconds and are therefore better than fMRI. Therefore, a combination of these techniques and fMRI measurements, as done in Part IV is a powerful way to get high temporal resolution information and high spatial resolution information, respectively.

2.4 Analysis of functional MRI time series

So far I have discussed the principles that underlie data acquisition specifically focusing on functional MR images (fMRI). fMRI measured using EPI sequence is sensitive to BOLD. As mentioned before the absolute value of the BOLD response is hard to interpret and therefore most neuroimaging studies, including the ones
reported here, compare the BOLD response under different experimental conditions and rely on classical statistical inference. The results are presented as 3D statistical maps. In the current thesis all experiments were analysed using SMP2, a Matlab based toolbox for statistical image analysis developed in Wellcome Department for Imaging Neuroscience, University College London.

The first step in SPM2 is to pre-process the data, which includes correcting for spatial and temporal distortions, remapping the data to a conventional space (i.e. the MNI) and spatial smoothing. The second step in SPM2 is to generate a model that best explains the observed data. Then predictions are made regarding the expected differential BOLD response. These predictions can be statistically tested in the level of single subjects or across subjects. In the current thesis comparisons were made only across subjects using random effect models. This enables inferences to be drawn at the population level. Therefore, statistical tests are discussed only in the context of comparison across subjects.

2.4.1 Image pre-processing

2.4.1a Spatial realignment and unwrapping

Spatial realignment deals with artefacts that are caused by head movements. Changes in signal intensity in a given voxel due to head movement can affect the results in two ways. The first is when a subject’s head movements correlate with experimental conditions confounding the experimental manipulation with head movement. In the second case head movements can cause artificial signal intensity change that introduces noise to the images and hence decreases the signal to noise ratio. To minimize head movement artefacts, participants are instructed not to move their head during scanning and their head is immobilized using soft pads. Nevertheless head movement in the order of millimetres occurs raising the need for retrospective motion correction.

The method for spatial registration used in SPM2 assumes that the shape of the brain does not change with head movement and therefore a rigid-body transformation can be used to model different head positions within the same subject (Ashburner and Friston, 2003a). However, it should be noted that as data acquisition in fMRI is
sequential, head movements during a single volume acquisition (i.e. within a TR) can lead to changes in the shape of subject head – an unwrap procedure is designed to deal with such artefacts and will be described later.

Spatial realignment procedure aligns all volumes (3D images) to the first volume, which is usually the one just after the signal has saturated (i.e. the sixth volume). The first volume then remains stationary (the reference) where as the others (the sources) are spatially transformed to fit it. Transformations involve mapping each voxel position in the source image to a corresponding position in the reference. As it is a rigid body transformation all voxels within a volume ‘move’ together, and their transformation can be described in a matrix with six parameters: three translations and three rotations. The source is then re-sampled at the new position. It is possible to skip the second step and not re-sample the image and to use the transformation information when the images are spatially normalized (i.e. transformed to the conventional MNI space). The advantage of the latter procedure is that it minimizes potential errors that can occur when images are being re-sampled. Such an approach was used in the experiment reported in Chapter 6.

Image transformation in SPM2 is implemented as a “pulling” rather than a “pushing” method (Ashburner and Friston, 2003a). In the former, a voxels new value is a pulled estimation based on information from neighbouring voxels in the original image, as opposed to having the voxel from the original image being “pushed” to its new location. One advantage of the above method is that it can cope with sub-voxel movements. Interpolation methods, i.e. ‘clever’ weighted average procedures, are used to estimate the new value of a voxel. In brief, SPM2 uses generalized interpolation, where a model of the image is generated as a linear combination of a set of B-spline basis functions. An image of basis function coefficients is produced. Estimation for re-sampling for each voxel in its new location involves computing the appropriate linear combination of these basic functions. The estimation is done iteratively, until a match with a-priori criterion is optimized. Transformations are computed sequentially for each dimension. After the six parameters are estimated re-sampling of the volume is preformed using rigid-body transformation methods.
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**Unwrapping images at the realignment stage** - Head movement can lead to change in the shape of the head, due to miss-mapping of signal origin. Placing a head in a magnetic field causes geometric distortions. These distortions specifically depend on subject head shape and orientation. This means that apparent shape of the brain will vary with its position in the scanner, leading to movement related variance in fMRI time series. The distortion appears mostly in the Y dimension, as they mostly affect image reconstruction that is based on the phase-encoding gradient. These distortions cannot be corrected using rigid-body realignment. Therefore an unwrapped procedure is used based on the estimated movement parameters (Andersson et al., 2001). The critical parameter here is the geometric distortion in the field in any given time point. These field maps are estimated directly from the variance of the time series using the pitch and roll parameters. The new voxel value is estimated using the interpolation method of discrete cosine basis function. Voxels are re-mapped and the realignment procedure is applied again and this procedure iterates until it reaches a maximum likelihood solution (Andersson et al., 2001). I used an unwrapping procedure in the experiments reported in Chapters 5, 7 - 9.

**2.4.1b Temporal realignment**

fMRI data is acquired sequentially, thus generating temporal differences between different locations in the brain. For example, in one experiment reported here (Chapter 5) 44 slices were acquired with a 65msec time acquisition per slice in descending order, hence the most posterior slice was acquired about 2.7sec after the most anterior slice. This can introduce ‘apparent’ variability in the haemodynamic response measured from each slice and hence bias the results (Price et al., 1999; Friston et al., 1999).

One way to minimize the above problem is by adjusting the experimental design. Here, one needs to insure that stimulus onset asynchrony does not correlate with the time acquisition of a volume (i.e. TR), hence distributing stimuli presentation along the different time points of the volume acquisition. In addition SPM offers a method where images can be realigned in the temporal domain, i.e. aligning all data points within a volume in time. This is done by representing the signal at each voxel as linear combinations of sinusoids functions. The correction is done by ‘shifting’ the phase of these functions. Voxel value in time zero (time of the reference slice,
usually the middle one) is estimated based on sinc-interpolations along the time dimension.

It should be noted that this method is inefficient when sampling in time is too sparse i.e. long TR (>3sec), and in the case of shorter TR (<2sec) these temporal differences in the context of the haemodynamic response are assumed to be negligible. Realignment in the temporal domain was done in experiments reported in Chapters 5, 7 - 9.

2.4.1c Spatial normalization

Spatial normalization aligns all images into an international coordinate space. This allows comparison between subjects, averaging across subjects and standardisation of the data space to allow comparison between labs. SPM2 uses the Montréal Neurological Institute (MNI) images as templates. These templates’ orientation roughly corresponds to Talairach coordinate space, with the anterior commissure being roughly at the centre (0,0,0); the y axis along posterior anterior axis with posterior commissure being at (0,y,0). The x axis increases from left to right, and the z increases from bottom to top of the brain. The MNI templates were generated by averaging ~152 healthy brains that have been transformed to Talaraich space using only affine transformations (i.e. linear transformation) and smoothed with an 8mm FWHM. It should be noted that the MNI and Talaraich coordinate systems are not identical, though linear transformation can be used to move from one coordinate space to the other. The basic principles underlie spatial normalization are described based on Ashburner and Friston (1999; 2003b).

Two approaches can be used to register images to a standardized space: label based and intensity based. Label-based techniques identify homologous features in the source and reference images and find the transformation that best superposes them. The homologous features are usually identified manually. The problems with this technique are that it is subjective, it is hard to find reliable labels in the brain, and though the transformation of the labels is clear it gives no estimation on how to transform non-labelled regions. Intensity-based techniques identify spatial transformations that optimize voxel-similarity measures between a source and a reference image, where both are treated as unlabelled continuous processes. The
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matching criterion is based upon minimizing the differences between the two images. The criterion for matching is reached when the reference image appears like a warped version of the source image i.e. when grey levels in the source and the reference images correspond to each other. The latter technique is the one adopted by SPM2.

The first step in image normalization consists of a set of affine transformations i.e. transformations that preserve spatial relations within an image (i.e. parallel lines will still be parallel after an affine transformation). These transformations are based on 12 parameters: six for positioning the brain in the coordinate space and six relating to zooms and shears transformations. The former uses rigid-body transformation methods and the latter parameters are for resizing, stretching and/or compressing the brain.

The criterion for a best match between source and reference is determined using a Bayesian framework. A solution (the best fit set of transformations) is reached by maximizing the a-posteriori probability (the probability of the data given the parameters). This is achieved by iterative procedures that maximize the product of the likelihood function (the probability of the parameters given the data) and by restraining it with prior functions (the probability of the parameters). The Bayesian framework enables SPM2 to incorporate into the warping model a-priori probability regarding the distribution of the data, to increase efficiency and validity of the deformation field. Example of the a-priors used for the affine transformation is the distribution of healthy subjects’ head size and shape.

However, human brains differ not just in their size and overall shape but also in the form of their inner structures (e.g. shape of ventricles, gyri). A given voxel can anatomically be localized in different brain structures for different subjects. For example, a voxel localized to the amygdala in one subject can be localized to the hippocampus in another. To accommodate for these anatomical differences between subjects nonlinear warping methods are used. SPM2 models the signal at each voxel as linear combinations of three dimensional discrete cosine functions. By default, 117 parameters are used to estimate each deformation field in the three orthogonal directions. These parameters are computed iteratively to minimize the sum of
squared differences between the images and the template. Again using Bayesian framework, a-priori knowledge is used to optimize the procedure, such as the expected distribution of grey matter, white matter and CSF in the brain.

2.4.1d Spatial smoothing

Smoothing is done by convolving a Gaussian kernel function with a known full-half-maximum-width (FHMW) to the image. In all studies reported here, the voxel size was 3*3*3mm and data was smoothed using a 9mm FHMW of Gaussian kernel. There are several reasons for smoothing fMRI data. The first relates to the assumption of anatomical-functional relation, though this assumption is likely to hold scale (i.e. face selective voxels are likely to be found in right fusiform gyrus of right handed healthy subjects), there is still quite a lot of variability between subjects in specific function locations in the order of tens of millimetres (for variability in face area location, see Kanwisher et al., 1997). This variability was also demonstrated using cytoarchitectonic maps, for example, the anatomical localization of the striate cortex (V1) along the calcarine sulcus between humans was shown to vary (Gilissen and Zilles, 1996). When considering associative cortices, the variability of functional-anatomy relations across subjects increases (Amunts et al., 1999). In all the studies reported here voxel comparisons were made across subjects and therefore smoothing was applied to minimize spatial-function variability between subjects’.

The second reason for smoothing relates to the statistical test used for inferences i.e. the random field theory, where the data is assumed to be continuous and not discrete (Brett et al., 2003). Smoothing shapes the data to have a more continuous structure.

2.4.2 The general linear model

Statistical analysis of the fMRI data is realised using the general linear model and is described, based on Keibel and Holmes (2003). The general linear model describes the observed data, based on a linear combination of a-priori defined factors and an error term, such that a given Y data point is described as the sum of a set of variables \( x_{1...m} \) (i.e. the design matrix) that are differently weighted \( \beta \) (i.e. the parameters) and an error term \( e \). The error terms describe the residual variability in the data that the model cannot explain.
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\[ Y_1 = x_{11} \beta_1 + x_{12} \beta_2 + x_{13} \beta_3 + \ldots + x_{1m} \beta_m + \varepsilon_1 \]

A linear description is generated for each data point. In the case of fMRI, a data point is a voxel and its intensity changes with time. The set of variables i.e. the design matrix is identical for all voxels. The different weighting parameters are estimated separately for each voxel to best fit the data, thus generating different estimates at each voxel for a given model.

2.4.2a Design matrix and contrasts

The design matrix is a set of pre-defined variables, which are termed regressors. Linear combinations of the regressors span the space of possible fMRI responses for a given experiment, up to the level of error. As we are dealing with several regressors for which an estimator should be derived (i.e. \( \beta \)) it is more efficient to use matrix methods to solve these equations mathematically. Hence:

\[ Y = X \beta + \varepsilon \]

Where \( Y \) is a vector representing the time series for a given voxel, \( X \) the design matrix with columns for each explanatory variable (i.e. regressor) and rows for each time point, \( \beta \) is a vector representing the different estimated weighting for each regressor such that a combination of them will best fit the observed data. \( \varepsilon \) is a vector describing the error for each data point, i.e. the remaining variability that could not be explained by the model. The \( \beta \)s are the unknown variables. The number of \( \beta \)s (corresponding to the number of explanatory variables) is usually smaller than the number of observations (i.e. time points) therefore the value of \( \beta \)s can only be estimated. This estimation can be done by minimizing the residual sum of squares between the actual observed data and the fitted data (i.e. the linear combination of the explanatory variables) or by minimizing the error by estimating the likelihood probability, as done by SPM2. It should be noted that although the \( \beta \)s are estimated to best fit the observed data, statistical tests should still be applied to assess the significance of the model before inferences can be drawn.

The design matrix includes all possible variables that could potentially explain the observed data. To avoid an over-determined model that leads to an infinite number of solutions, variables which are linearly dependent should not be used. An example of a design matrix, used in the experiment reported in Chapter 6 is presented in Figure
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2.8. The design matrix is a graphic description of the expected ‘behaviour’ of the time series where white denotes expected high intensity and black expected low intensity signal. The rows represent different time points measured in scan volumes and the columns are the explanatory variables. Typically each condition is reflected by one regressor, where high intensities are expected when this condition occurred i.e. depicting the onset and duration of trials for this specific condition.

As discussed in section 2.3, the BOLD reflects a haemodynamic response, and the shape of this is shown to be reliably described by using two gamma functions. It is termed the canonical ‘haemodynamic response function’ (HRF, Friston et al., 2003). To accommodate for such a response function the regressors are convolved with the canonical HRF. It should be noted that there are other methods to characterize the haemodynamic response (HR), some which allow greater flexibility in describing the shape of the response (e.g. a flexible basis set), or adding regressors to capture variability in the onset and width of the HRF. In the current thesis inferences were only done at the population level where the canonical HRF was assumed to be sufficient for capturing changes in the BOLD response corresponding to the different conditions.

The model that is specified in the design matrix should include any information that is likely to affect the recorded MR signal. This is done to reduce the error term (the unexplained data) in the model, as the smaller the error term the higher is the sensitivity of the statistical tests. The design matrix reported in Figure 2.8 for example, includes regressors that depict the onset and duration of the experimental conditions. For each condition an additional regressor was added that describes a parametric modulation of the response to that condition, namely the familiarity rating of the faces in each trial. Two additional regressors of no interest were added to the model one for the targets and another for the feedback events. In the experiment described in Chapter 5 parameters from the rigid body transformation were entered to the design matrix to control for effects that are due to head movements. This was not done in the other experiments, as the unwrapping procedure corrects for these possible artefacts in the time series. SPM2 automatically assigns additional regressors to the design: a regressor with a constant value depicting the average signal intensity along the whole session and a set of low frequency cosine functions
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with harmonic periods, used as high pass filters. The latter are used to explain any low frequencies changes in the time series, such as drifts.

\[
\text{(gray) not uniquely specified)
\]

Figure 2.8: First level design Matrix
A design matrix of a single subject in the morphing experiment is represented (Chapter 5). Rows represent the time points and column the different regressors. The experimental design was a 2 factorial design i.e. six conditions. The onset for these conditions are represented in the odd columns starting from left. The onset of event modeled as stick function were convolved with the HRF. For each condition I modeled a covariate taken from behavioral measurement done prior to the experiment - familiarity rating for each of the faces presented. The 13th column is regressor for the onset event of target appearance; the 14th is for duration of breaks in the face sequence where subjects received feedbacks for their performances. The last column in white is for the constant term in the equation. The averaged activation across the whole time series in a given voxel. The row below gives information about linear dependencies between regressor, non in the case here. The text below give information about other parameters specified in the model.

In fMRI studies, differential effects are mainly tested, i.e. comparisons between conditions. Differential effects are calculated using contrasts (Poline et al., 2003). A contrast is a weighted summation of the different parameter estimates. For example for the design matrix in Figure 2.8 the contrasts \([1 \ 0 \ -1 \ 0 \ldots]\) computes new linear combinations of the parameters estimates that describe the differential effect size \((d)\) between two conditions in each voxel.

\[
d_{(subj)} = (1) \beta_{(within)} + (0) \beta_{(famCov-within)} + (1) \beta_{(identical)} + (0) \beta_{(famCov-between)}...
\]
The differences are saved as an image and later serve as the data in a second level analysis, described next.

In the current thesis I was interested in effects at the population level and all statistical tests and inferences were done on comparisons across subjects. Therefore, I will not describe issues related to statistical inferences regarding a single subject, but will move directly to statistical models and inferences across subjects.

2.4.2b Comparison across subjects - random effect analysis

SPM2 uses the hierarchical models approach (Penny and Friston, 2003), to 'move' from a single subject analysis to across subject analysis, termed first and second level respectively. This method tests for robustness of an effect across subjects, while taking into account variability within and between subjects. Here, effect size observed at the first level for a single subject ($d_{obs}$) is used to estimate the 'true' effect size of that subject ($d_{subj}$) in the first level. The 'true' effect size of a single subject ($d_{subj}$) is assumed to be a random sample of the 'true' effect size of the population ($d_{pop}$), hence the random effect analysis. Estimation of the subject effect ($d_{subj}$) is done by averaging the observed effects ($d_{obs}$), and estimation of the population effect ($d_{pop}$) is done by averaging subjects' effects ($d_{subj}$). $\varepsilon_{subj}$ is the deviation of the observed effect from the estimated 'true' subject effect, and $\sigma_{pop}$ is the deviation of the subject effect from the estimated population effect.

First level: 

$$d_{obs} = d_{subj} + \varepsilon_{subj}$$

Second level: 

$$d_{subj} = d_{pop} + \sigma_{pop}$$

$$d_{pop} = d_{obs} - (\varepsilon_{subj} + \sigma_{pop})$$

Note that estimation of the variance in the second level is based both on the variance brought from the first. The second level thus reflects both the within and between subjects variability (Penny and Frisotn, 2003). It should be noted that in fMRI the between subject variability is much larger than the within subject variability, hence the contribution of the latter is smaller in random effect analysis.
2.4.2c Classical statistical inferences

The significance of an effect is tested for each voxel using t or F -distributions. In the case of one sample t-tests, the significant of the effect is tested against the null hypothesis that there was no effect, i.e. $d_{pop} = 0$. This is done by dividing the estimated population effect by the square route of its variance. In a similar way, other statistical parametric tests can be used generating different null hypotheses, such as paired t-test, ANOVA. However, an important assumption for these later tests is that data points (in the case of second level, the parameter estimates) are independent measures. If this assumption is violated the statistical test is invalid. Therefore, when taking more than one contrast from the same subject to the second level, sphericity corrections should be used. fMRI designs are usually in the form of repeated-measurement, therefore when not using a one-sample t-test, one should also pay attention to the way the error term is defined in the second level, specifically controlling for the overall differences between subjects that are not specific to the tested effect. Most of the inferences reported here were done using a one-sample t-test in the second level, to avoid the need for sphericity correction.

**Type I error** is a matter of much concern in fMRI analysis, as statistical tests are preformed for each voxel separately creating the problem of multiple comparisons. Classical statistical inferences made with confident levels of 95%, have by definition a 5% chance of reporting false positive activations, such that for any given 1000 voxels, we would expect 50 voxels to show above threshold level of activation by chance. This problem is termed family wise error (FWR).

Several solutions have been suggested to protect against false positives. The most conservative is the Bonferroni correction, where the desired confidence level (say 95%, $P < 0.05$) is recalculated by dividing it by the number of comparisons. In the case of the studies reported here, a typical search volume contains about 65 thousands voxels, after the Bonferroni correction the corrected p value for identifying a true effect with 95% confidence level will be $P < 0.0000007$. An alternative approach relies on the nature of imaging data, in which each voxel is not an independent measure (as assumed by the Bonferroni correction), but spatially correlated with its neighbours. These spatial correlations are partly due to the
smoothness and partly to the nature of fMRI data. They are described in units termed 'resels' which divide the image to chunks in a size equivalent to the full-half-maximum-width of the estimated smoothness of the data. Using random field theory, the topographic shape of the statistic maps can be predicted based on the number of resels in the image. Specifically, the likelihood of observing peaks with a certain height or width by chance is known. Random field theory states that the fewer the resels, the less likely it is to observe peaks with a given height and width by chance in an image. Thus, as an image gets smoother, the likelihood of observing a peak by chance decreases. SPM2 uses either Bonferroni or the random field theory to correct for FWR, depending on the actual smoothness of the image.

In all the experiments reported here, there was a clear a-priori hypothesis regarding the anatomical localization of the experimental effects. Therefore a region of interest approach was adopted using a more liberal threshold of $P < 0.001$ to 0.005 for reporting effects.

**Type II error** (i.e. not detecting an effect that truly exists) could be affected by variance in the data. The smaller the variance (the error term in the model) the more sensitive and powerful is the statistical test to detect an effect. SPM2 works to minimize the error term through all stages, in the pre-processing, the design matrix etc.

### 2.5 Experimental Design

Experimental designs of studies measuring responses using fMRI signal should obey the same research rules as any other cognitive experiments measuring behaviour responses. In addition fMRI experimental designs should take into account the nature of the expected response in order to optimize this measurement. Next I describe specific experimental design issues relevant to the experiments reported here.

Experimental manipulations can be at the level of the stimuli or the task. If stimuli are manipulated, the task should be kept constant and vice-versa. fMRI signal
measurements are sensitive to everything that goes through a subject's head during the experiment, therefore it is very important to make sure the design is optimized. Use of a task that engages a subject’s attention and resources is one way to control this. In the experiments reported in chapter 5, 7, 8 and 9 only the stimuli were manipulated and the task was kept constant throughout the experiment. Moreover, in these cases the task was unrelated to the experimental manipulation and its role was to make sure subjects attended to the presented stimuli. In the experiment reported in chapter 6 (i.e. the spatial frequency experiment) the task and the stimuli were both manipulated, and all stimuli were presented twice under both task conditions. In this particular experiment as stimuli were hybrid faces there was a risk that attention would confound the stimuli manipulation. The task was used to direct subjects' attention to one of the other components of hybrid faces.

Manipulation of stimuli alone during fMRI experiments can introduce potential difficulties in interpreting the meaning of the effects observed, as no relevant behavioural responses are collected. Therefore, in the experiments reported in chapters 5, 7, 8 and 9, to validate the experimental manipulation additional off line behavioural experiments were conducted to collect relevant behaviour responses, and these were sometimes used as covariates in the fMRI analysis. Collecting relevant behaviour responses from subjects can also be used to explain variability within and between subjects, as was done in the experiments reported in chapters 5, 7, 8 and 9.

All experiments reported here were designed as event related fMRI. Event related designs refer to cases where responses are modelled separately for occurrence of each single event. As discussed earlier the haemodynamic response for a single event peaks after about 6sec and returns to the baseline only after 30sec. Therefore the first event related designs in fMRI used stimuli onset asynchrony (SOA) of about 30sec, to avoid overlapping responses between events. However, it has been shown that the BOLD response, with some constraints, can be described as linear (Boyton et al., 1996; Rees al., 1997; Robson et al. 1998; Logothetis and Wandell, 2004). Such, that a BOLD response for a single stimulus can be used to predict BOLD responses for two stimuli. This is known as the linear time invariant (LTI) assumption. Though it should be noted, these linear relations are very limited, for example a BOLD response for a single stimulus of 1sec cannot reliably predict BOLD responses for
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8sec stimuli, and not even for 6sec stimuli (Robson et al., 1998). It was also shown that this linearity does not hold for short SOAs (Boyton et al., 1996; Ress et al., 1997), or for short/long stimuli duration (Rees et al., 1997). In all these cases the observed response is smaller than what would be predicted. SPM2 relies on the LTI assumption and linearly convolves the canonical HRF of the stimulus onset function to predict the BOLD response. In order to avoid violating this assumption, the SOA should not be shorter than 1sec, and between conditions SOA and number of consecutive events from the same condition should be equalized.

The relation between the sampling rate of the data acquisition (i.e. the TR) and the SOA determines the effective sampling rate of a response, and is specifically important in cases of event related designs. Increases in the effective sampling rate can be achieved by allowing the signal sampled at any given voxel to reflect different time points along the HRF response. This can be done by ‘jittering’ the SOA in respect to the TR, such that the SOA is not a simple multiplication of the TR. In addition assuring a non fixed relation between the TR and SOA protects one from confounding sampling rate with anatomical location. In the experiments reported in Chapters 5, and 7 jittering was implemented using ‘null events’. In experiments reported in Chapters 6, 8 and 9 the SOA was made to be different than TR.

‘Null events’ are events that appear randomly along the course of the experiment, where no stimuli are presented and are usually implemented by extending the presentation duration of the fixation point that is presented between events. In the case of visual stimulation the use of null events allows the signal in sensory and associative cortices to saturate, as no input is presented. Null events were used in the experiments reported in Chapters 5 and 7.

An fMRI repetition-related decreases design, termed fMR-adaptation (Grill-Spector and Malach, 2001) was used in three of the experiments reported here (Chapters 5, 6 and 7). This is a specific fMRI experimental design that relies on the observation that stimulus-specific decreases can be observed in the BOLD response following repetition of that stimulus (Grill Spector et al., 1999). As this repetition is stimulus specific it is assumed to reflect underlying neuronal changes in activation and not an overall saturation of the BOLD signal due to repeated presentations. An
alternative way of explaining this phenomenon is by looking at the other side of the same coin, i.e. increase activation following a specific change as a marker for region sensitivity.

There are several advantages to using such design for fMRI studies. One is that it can increase the spatial resolution of the fMRI by enabling one to detect the sub-voxel neuronal sensitivity to different aspects in the stimuli. The rationale is that if a voxel shows a decrease in signal following repetition of one aspect of the stimulus but not for other, this voxel reflects activity of neurons that represent the first aspect of the stimulus and not the other. Another advantage of the repetition-related decrease paradigm is that one controls for all differences in visual attributes of stimuli, as the same stimuli can be used in different repetition contexts.

A possible disadvantage for using repetition-related paradigms is that attention might confound the interpretation with reduced activity reflecting subjects being less attentive due to stimulus repetition than when it changes. To avoid such attention confounds, in all reported experiments the task that was given to the subjects was orthogonal to the repetition paradigm, and an additional set of stimuli were used as fillers to hide the repetition structure of the design. Another disadvantage is that it relies on the assumption that neurons decrease their signal for a repeated presentation of a stimulus, as this assumption might be valid only for some brain regions and not for all.
CHAPTER 3:
ELECTROENCEPHALOGRAM IMAGING

3.1 INTRODUCTION

The first person to observe electrical current change on the surface of the brain was Caton (1875). He, and others, demonstrated that electroencephalogram (EEG) currents change due to spontaneous activity and to evoked responses by an external stimulus. Berger (1929) was the first to record EEG signals from humans, using electrodes that were placed directly on the epidural surface of post neurosurgery patients. He was followed by Adrian and Matthews (1934) who recorded EEG from the scalp, and hence opened the way for the use of EEG recording with healthy volunteers.

I start by describing the current opinions regarding the source of the electric current recorded in scalp electrodes, followed by a brief description of the technical side of the method that was used for EEG recordings. In section 3.4, I discuss the advantages and disadvantages in using EEG for cognitive neuroscience research. The EEG experiment that is reported in Part IV was analysed using SPM_EEG developed in the Wellcome Department for Imaging Neuroscience, UCL and will be described in section 3.5.

3.2 THE SOURCE OF SCALP ELECTRONIC CURRENTS

The flow of information within and between neurons is conveyed by electrical and chemical changes. At rest the membrane potential is ~65mV, being more negatively charged inside the neuron. This electric potential is described as the neuron steady-state. Changes to the steady state potential can be triggered chemically or
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electrically. A local change in the membrane potential generates an electrical current. Such that when a membrane potential becomes less polarized locally (less negatively charged) an electric gradient is created along the whole cell membrane since other parts maintain their steady-state polarization. This electric gradient leads to flows of ions within the cell and outside the cell to compensate for the gradient (Fig. 3.1).

Figure 3.1 Electrical currents in the cortex
A. In pyramidal neuron the dendrite tree originate in the most superficial layer of the cortex. It has an epical main dendrite that convey the information to the cell body which is located usually in deeper cortical layers. The steady state membrane potential is negative -65mV. B. Depolarization of the dendrite's membrane following post synaptic activation generates an electric potential between the dendrite's tree and the cell body. This potential could be measured from the scalp, where the maximum potential would when the electrode is place perpendicular to the epical dendrite. Blue - polarized membrane. Orange -depolarize membrane. Green – the equipotential lines, describing the electric filed.

Membrane potential changes can happen at any part of the neuron: in the dendrites, the soma or the axons. Changes in the axon’s membrane potential are associated with action potentials. Changes in the dendrite’s membrane potentials are termed post-synaptic potentials. The sum of the post-synaptic potentials determines the net polarization at the starting point of the axon, and when this value passes a given depolarization threshold an action potential is generated. Post-synaptic potentials can be excitatory (i.e. depolarizing) or inhibitory (i.e. hyperpolarizing), EPSP and IPSP respectively. The action potential propagates actively along the axon arriving at its end terminal where it causes a release of chemical substances, which affect the postsynaptic potentials of other neurons.
The EEG signal is assumed to be related to electrical changes in post-synaptic potentials rather than action potentials. Post-synaptic potentials last longer (10-250msec) and their electrical charge accumulates over time and inputs. Recall, that the BOLD contrast (in fMRI) is associated with local field potentials (LFP's) arising from post-synaptic activity. However, an important difference might be that the BOLD, as opposed to the EEG, reflects metabolic processes and hence does not depend on synchronized activity, whereas EEG signal is assumed to rise from synchronized activity of neurons.

It has being suggested that EPSP is correlated with negative EEG signal and IPSP with a positive EEG wave, though this correlation depends on the amount of synchronization in the activity, and the orientation of the neuron in respect to the scalp and electrodes. The accumulation of electrical charge outside the dendrite causes electric currents that flow through the surrounding media: brain tissues, dura matter, cerebral spinal fluid, skull and skin. The electrical currents change the electrical potential on the scalp by Ohm's law due to the electrical resistance of the tissues. This is why recording EEG signals from the scalp or from the cortex surface differs in the extent of the spatial distributions they reflect and the amplitude of the recorded signal. An intracranial EEG signal source is more closely linked to the site of the electrode, while scalp EEG signal is a result of summations over large brain regional activations.

The effect a post-synaptic potential change (i.e. the source) will have on the scalp's potential depends on its depth, orientation and structure. As the distance between the source and the recording site (i.e. the scalp) increases the amplitude of EEG signal decreases. On the other hand conductivity across the brain is not uniform, with CSF having the lowest impedance compared to grey matter and white matter being the least conductive. Thus a deep structure in vicinity to CSF, such as the brain stem, will be more likely to affect the scalp potential than a deep structure surrounded by white matter such as the putamen. The orientation of the dendrites generating the source in respect to the electrode, also affect the EEG signal. EEG signal amplitude will be higher when recorded perpendicular to the axis of the electric gradient (i.e. the dipole). The structure of the neurons dendrites affects the overall summation of the current flow, such that when neurons are organized in a symmetrical way they
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generate opposite electric currents which cancel each other. Note, that in the EEG’s forward model, which describes the relation between neuronal activity and its manifestation on the scalp, the electrical signal is very complex, posing an additional computational problem on the inverse solution (determining the source of activity based on the scalp electrical response).

Given the above, the best candidates for generating the EEG signal are the dendrites of the pyramidal cells. These are the most common cells in the cortex, and their dendritic trees usually originate in the superficial layer of the cortex closest to the scalp, with the apical dendrite (the main branch) oriented perpendicular to the surface of the cortex (Figure 3.1).

3.3 DATA ACQUISITION – EEG

Scalp EEG measures electrical changes that are associated with brain electrical activity. These changes are recorded from electrodes that are placed on the scalp and provide a non-invasive technique to evaluate the activity of the human brain during different mental states and in response to stimuli. In the EEG study reported here the data was acquired using the NeuroScan V4.0 system.

3.3.1 Electrodes

Electrodes are used to make the connection between the conduction fluid of the tissue in which electrical activity is generated and the input circuit of the amplifier. Electrodes always involve a metal–fluid conjunction. For accurate recording there should be no distortion of the signal at this interface. When an electrode is immersed in an electrolyte, an electron exchange occurs, which causes metal ions to enter into the solution and this exchange causes the electrode potential. Such factors vary with the type of metal. Silver electrodes coated with chloride are the most sensitive and stable electrodes. The conducting medium that was used in the experiment reported here was highly concentrated sodium chloride with the electrode impedance adjusted to be below 5kΩ.
3.3.2 Reference

Detection of electrical signal is done by an amplifier. An amplifier by definition detects a potential difference between two points. The question is then what should be the reference and where should it be located? This is an important issue as the amplifier compares the differences in potentials between recording sites and the reference, hence if both potentials are influenced by a common electrical neuronal activity it will be cancelled out and will not be detected by the amplifier.

Three possible methods have being suggested for selecting a reference: bipolar, a common reference or an averaged reference. In the bipolar method each channel (amplifier) is connected between two electrodes, both of which are likely to be affected by appreciable EEG potentials, generating a serial link between the electrodes. One disadvantage of this method is that one loses a lot of signal, especially in cases where the electrode response is highly correlated. In the common reference method, all electrodes are connected through the same electrode/s, thus subtracting the same constant from all. Here, the location of the reference electrode/s is very important as it affects the signal recorded and will differ depending on the distance of the reference from the electrodes. Therefore, the reference is usually placed as far as possible from the site of expected effects. The third method that is suggested is to use the averaged signal from all electrodes as a reference, this is usually done offline. This last measure of the reference must be based on adequate sampling from all surfaces of the brain, including neck, face and lower scalp parts.

In the current experiment I used the common reference method with the ears-linked serving as the reference electrodes, by combining activity from both ears. Using the ears-linked as references was done for several reasons: 1) two ears served as reference to avoid laterality biases that could occur in the case of reference from a single ear; 2) the number of total electrodes used (27) was inadequate for reliable measure of the averaged signal from all electrodes. Finally the design of the experiment replicated a previous experiment which uses ears-link as references (Eimer and Holmes, 2002). Ears-link pick up signal from the base of the brain, hence this signal could not be optimally measured in this experiment.
3.3.3 Recording montage

Simultaneous recording from multiple scalp electrodes are essential for understanding EEG and ERP in particular. To allow comparisons between labs and different subjects the location of the electrodes on the scalp is determined, based on uniform marking space. This space is called the “Ten-Twenty” system (Jasper, 1958). To accommodate for subjects different head shape and size, electrodes are placed based on calculated percentage distances from the central electrode (i.e. Cz). The location of the Cz on the scalp, is determined as being equally distance from the inion and nasion, and from both ears.

**Figure 3.2** The 10-20 montage
Marked in circles are the electrodes used in the experiment reported in Part IV. Data was recorded from the red electrodes (total of 24), green was the ground and the blue electrodes recorded horizontal eye movements.
The montage specifies any additional electrodes that can be used for artefact reductions, such as an electrode that is connected to the ground. The use of this electrode is important and serves as a large sponge for accumulated charge. This connection to ground drains off charge that may develop in subject's scalp through capacitive inductance from power lines or other sources of high voltage. In addition a ground electrode improves signal-to-noise. Horizontal and vertical electro-oculogram (HEOG, VEOG, respectively) can be placed around the eyes to record eye movements and blinks. Eye movements generate strong positive electrical change which is much larger than the ERP signal. Hence, information regarding eye movements can be used to correct for this artefacts off line or as indication of trials that should be omitted from the analysis. In the study reported here I used only HEOG and relied on strong electrical changes in frontal electrodes to indicate blinks. The montage that was used is presented in **Figure 3.2**.

### 3.3.4 Amplifiers

Amplifiers measure the change differences between the reference electrode and the electrode of interest (See Fig. 3.1). There is an amplifier for each channel i.e. each connection between an electrode and the reference. Electrodes can be connected to an amplifier either through a capacitor or directly (AC or DC amplifiers respectively). DC recordings are used to study slow changes in potentials while controlling for slow drifts from the amplifiers. This is done by balancing out the sustained potential of the recordings so the signal is amplified to show small fluctuations beyond the resting potential. AC amplifiers filter out any sustained potential difference between the recording electrodes and attenuate any slow fluctuation in this potential. In the current reported study AC recording was used, as I was interested only in transient responses.

Amplifiers include a control unit which modulate their sensitivity to different frequencies in the signal, generating frequency filters. Another type of commonly used filter is a notch filter, which is used to eliminate 50-60Hz frequency interference. In the study reported here a notch filter was used, as a 50Hz noise was observed in the recording system.
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Once amplified, the analogue signal is converted into digital form for computational processing. The conversion is done based on a-priori determined sampling rate. The sampling rate must be more than the Nyguist rate, which is twice the highest frequency presented in the signal. In the case of the study reported here the sampling rate was 200Hz.

3.4 **USING EEG FOR COGNITIVE NEUROSCIENCE RESEARCH: PROS AND CONS**

EEG is a commonly used tool to measure brain response in humans. A typical experiment involves recording changes in brain potential to different stimuli under various task demands. In the following paragraph I describe the pros and cons of this technique by comparing it to other available tools in neuroscience.

3.4.1 **Safety issues**

EEG is a non-invasive technique. However, faulty equipment and an 'unclean' electrical environment can be health hazards. Two types of risks can occur. One is the possibility of spark ignition of explosive anaesthetic mixture therefore such substances should be avoided in the vicinity of an EEG recording system. Second, there is the risk of passage of electrical currents through the volunteer's body. This problem is called leakage current and can cause pain, burns, respiratory arrest etc. Leakage current can occur if there is an insulation breakdown that causes electrodes to carry high voltage. A disconnection between the ground electrode and earth can have similar effect. To avoid an uncontrolled increase in electrical voltage in the vicinity of the subject it is recommended to create an isolated electronic environment, specifically not to use electronic devices connected to the main power but rather use batteries for the electronic supply. An isolated electronic environment also improves signal noise.
3.4.2 Spatial resolution

Spatial resolution is a major draw back of EEG scalp recordings, as there is no simple way to relate the location of electrodes to specific brain regions. This is a type of inverse problem where transformation of spatial information from 2D to a 3D space is required. As described above, in the case of EEG the forward model is also not trivial, which makes the inverse problem harder to solve. As in most inverse problems, this problem cannot be resolved unless constraints are introduced to the possible solutions. To date, there is no reliable method that is accepted across labs for solving the inverse problem therefore it is very speculative to describe EEG in terms of spatial resolution. Due to the lack of spatial information it is difficult to compare EEG results with other research modalities in neuroscience, thus limiting the scientific discourse within the EEG modality.

3.4.3 Temporal resolution

ERP’s biggest advantage is its high temporal resolution, in the order of milliseconds. This allows one to describe sequential processes, and to make inferences regarding the order of their occurrence. This cannot be done using fMRI, as the HRF smooths out all differential effects in the time domains. However, due to the lack of spatial information EEG cannot dissociate between processes that occur in parallel but only between processes that occur sequentially. Therefore it is biased towards mainly identifying sequential processes.

3.4.4 Understanding the signal

It is mostly agreed that EEG reflects post-synaptic activity (i.e. the input to a region), similar to fMRI. However it is difficult to interpret the meaning of the signal. For example, does a more negative scalp potential reflect excitatory or inhibitory activation? ERP studies are also restricted to differential effects. But even changes in amplitude in a given time point are hard to make sense of beyond the EEG world, i.e. what does it means that after 170msec, face stimuli elicit more negative potential compared to objects? Does it means that 170msec post-stimuli, brain responses are stronger to faces than other objects, or does it mean that after 170msec, brain potentials are more/less in synchronisation for faces compared to objects, or maybe it
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reflects difference in the spatial distribution of activity etc. Thus one can only speak about differences and the time window at which they occur.

3.5 Data analysis – EEG

Once acquired and digitized the EEG data is ready for offline analysis. Analysis includes pre-processing of the data to improve signal to noise and effects of interest are tested using classical statistics. The data reported here was analyzed using SPM-EEG (Keibel and Friston, Wellcome Department, UCL). The principles of this analysis are described next, based on Kiebel and Friston (2004a, b) focusing on the parts of the software that were used in the experiments reported in Part IV.

3.5.1 Signal pre-processing

The first step in SPM_EEG is to divide the time series of the EEG to epochs based on the experimental conditions. This is done by defining a time window around the onset of an event that usually starts ~100msec prior to an event onset. Its total length depends on the time window where effects of interest are expected to occur and on the experimental design. In the experiments reported here (Part IV) an epoch length was set to 700msec.

The second pre-processing step is termed baseline correction. The average signal of the pre-stimuli duration is subtracted from the whole epoch, scaling all conditions starting potential to zero. To increase signal to noise, artefacts are removed from the data, using a pre-defined threshold. Epochs that show potentials that fluctuate more than the threshold are discarded. The threshold is determined based on the expected effect size. In the study reported here it was ±100mV. This threshold also removes epochs where eye movements, blinks or any other facial muscle movements occur, as these result in much larger potential changes than the threshold specified and the ERP expected. It is possible to introduce correction for blinks and eye movements, using a general linear model that estimates the differential effect they have on the different electrodes, but it was not used here.
SPM EEG offers a unique solution to estimate the spatial distribution of the signal. This is done using 2D interpolation method. The value of each voxel in a 2D brain is estimated using S-spline basis functions based on its neighbouring electrodes (Kiebel and Friston, 2004a). This allows the use of images as row data to generate SPMs. An important thing to note about this interpolation method is that it might estimate larger responses for pixels between electrodes than the pixel where the electrode is located, as it is not a simple linear interpolation.

3.5.2 Event related potential analysis

Event related potential, or evoked response potential (ERP) is a specific approach to analyse and understand EEG signals. The basic idea is that electrical activity change in the brain is triggered by an external stimulation or by an internal process. Therefore a given change can be reliably associated to a specific trigger. These changes are usually identified by their peaks and defined based on the peak latency (from event onset), the sign of the potential (positive or negative) and the peak amplitude. ERPs are analysed along the time domain. An alternative approach is to identify the electrical changes following each event based on their different frequencies component. The data reported here was analysed using the ERP approach.

3.5.2a First level, single subject analysis

Similar to SPM for fMRI, SPM for EEG uses the general linear model as a statistical platform to quantitative evaluation of the data. In the first level analysis a model is generated based on the experimental design and a-priori knowledge regarding the signal for each subject. Similar to the fMRI in an ERP study a design matrix is specified to include all variables that are assumed to have an effect on the ERP signal. The crucial difference is that to date, ERP, as opposed to fMRI response is not well characterized, thus there is no prior knowledge regarding the expected shape of response or of noise that could be generalized over different types of triggers (such as the HRF for fMRI). The response structure along the time domain is much more complex in ERP and varies between electrodes making it even harder to generate a general description. To allow maximum flexibility regarding the shape of the response, SPM for EEG models use time as a factor in addition to the
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experimental conditions, such that for any given time point along the epoch the effect size per condition is calculated. In other words the effect size ($\beta$) is the signal amplitude at each time point in each pixel, and its variance is the deviation of each single response from the averaged response.

Contrasts are calculated on a-priori time windows, where the effect size is averaged across these time windows. Differential effect maps are calculated by subtracting averages of different conditions. Results are presented in 2D maps.

3.5.2b Second level, group analysis

As this thesis focuses on inferences at the population level the differential effects are compared across subjects in a similar way to the random effects analysis used for fMRI data. The calculated differential effect can be taken to the second level, and statistical tests are performed using the variance between subjects and within subjects, as described in the hierarchical model approach (section 2.3).

Type I error is corrected using either Bonferroni corrections or the random field theory. It should be noted that this correction protects one from the likelihood of discovering activated voxels by chance, and does not correct for multiple comparison that can occur along the time domain, i.e. the likelihood of discovering differences between conditions at any point in time.

3.6 Experimental Design

ERP response for events as opposed to fMRI does not have a simple characteristic shape. Therefore, methods of deconvolution used in fMRI to deduce the response for a single trial cannot be applied to ERP. This means that when one measures an ERP the SOA should be as long as the expected brain response, to avoid a spilt over response from one trial to the next. Thus a typical ERP SOA will be at least around 1sec. In comparison to fMRI, it is not a disadvantage as fMRI SOA cannot go below 1sec, as the linearity assumption breaks down in such a short SOA.
An additional concern for ERP studies is movements of head, facial and eye muscles. These movements generate strong changes in scalp potentials which directly affect the signal measured in EEG. As opposed to fMRI these movement related artefacts cannot be corrected off line, hence special care should be applied when designing experiments and instructing the subjects so these artefacts will be minimized.
PART II:

HIERARCHICAL PROCESS OF FACIAL IDENTITY
CHAPTER 4:

CATEGORICAL OR CONTINUOUS

REPRESENTATION OF FACE

IDENTITIES – BEHAVIOURAL WORK

4.1 Introduction

Face identity processing is hypothesized to be hierarchical, encompassing at least three steps with each process a different aspect of a viewed face (see Chapter 1). The aims of the following studies were to test whether there is evidence for these hypothesised stages and whether they engage different brain structures. Based on the model (Bruce and Young, 1986) described earlier it is hypothesized that the initial stage in face processing (i.e. the first step in the structural encoding phase), is view-dependent being highly dependent on physical properties of a face and is ‘blind’ to information such as facial identity, expression etc. Previous research suggests that posterior occipital cortices are involved in generating such representations (de Renzi et al., 1991; Haxby et al., 2000).

A second prediction relates to the next step in the hierarchical process involving the extraction of identity. At this stage an abstract representation (i.e. structural code) of a face that is independent of viewing conditions and physical properties is generated (Bruce and Young, 1986; Haxby et al., 2000). These models also implicitly assume a categorical representation of identity, as each identity is represented by only one
structural code. The fusiform gyrus, a more anterior part of the ventral visual stream has been implicated in the representation of face identities (Haxby et al., 2000; Grill-Spector et al., 2004).

The face space model is an alterative approach to describe the nature of identity representation (Valentine, 1991). Here, faces are represented in a multidimensional space, where the dimensions are different physical attributes. Each face is represented as a vector in that space. This model predicts that faces that are physically similar activate a shared network. It follows that identity is represented within continuous space rather than a separate identities occupying discrete – thus categorical-regions of space (Nosofsky, 1986; Valentine, 1991). To accommodate the ability to recognize identity across different viewing conditions, later developments in face space models suggest that familiar faces are represented by attractor fields (Tanaka et al., 1999). An attractor field is created by warping the face space around a face-vector. Any face that then activates a particular attractor will be recognized as that field’s identity. Based on this model, representations of physical properties and identity are encompassed in the same space and therefore are predicted to engage the same neural network.

Empirically, to dissociate between identity and physical properties of a face is problematic. Both of these aspects of a face are highly confounded, as any change in identity involves a change in physical properties. Past attempts at quantifying a physical change between different identities have been problematic. One approach to quantify physical differences across identities operated on the basis of voxel-by-voxel comparisons between images (Grill-Spector et al., 1999). This measure was highly influenced by the location of a face within the visual field: a failing point, high-order visual regions are known to be insensitive to the location of an object in the visual field (Tanaka et al., 1991). Indeed such physical dissimilarity is shown to be ineffectve in modulating higher visual regions’ responses to faces (Grill-Spector et al., 1999).

A different approach fuelled the attempts of the current experiments to examine identity and physical properties in isolation. Artificial images of faces were generated through using computer algorithms, thus allowing the amount of physical
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change in a face to be quantified. Here, I used a morphing algorithm to generate continua of morphed faces that gradually changed in steps of 10% from one identity to another. This method was used in previous studies to investigate processing related to face identity (Beale and Keil, 1995; Campanella et al., 2000). These studies argue that perception and representation of identity are categorical and not continuous. Intriguingly, no study so far using the above method has demonstrated the existence of representation of the physical properties of a face.

In the following chapter, I report seven studies that aim to disentangle physical and identity representation of faces. Chapter 4 aims to replicate Beale and Keil (1995), as they only used a limited number of morphed continua (i.e. two continua of famous faces and one of unfamiliar). Here, I generated 43 continua between 86 famous faces, and used classification and discrimination tasks to test for categorical and continuous perception of identity (Harnad, 1988). In addition identity discrimination and a similarity tasks were used to test the effect of task on subjects’ responses. In Chapter 5, I test for different types of face representations using indirect paradigm, namely an immediate repetition was applied in generating both behavioural and fMRI data. The behavioural priming response was measured under two different tasks: familiarity and gender judgement. Finally, the effects of pre-experimental familiarity on the representation and perception of face identity was tested.

4.2 IDENTITY CLASSIFICATION TASK

4.2.1 Method

Subject. 20 volunteers (10 female, mean age: 28y range 22-39y) participated. All had normal or corrected vision with no neurological or psychiatric history.

Stimuli. The initial stimulus-set was comprised of 86 achromatic portraits of famous people. Using Photoshop 6.0, all faces were resized to 220*250 pixels. To optimize the subsequent morphing procedure, the faces were paired by matching suitable original faces based on gender and composition of the photograph. I then morphed between faces in each pair using Morpher 3.1 (www.asahi-net.or.jp), to generate a
symmetrical continuum of 11 images (morphs) that represented gradual transitions from one original face to the other in steps of 10% (i.e. 0% through to 100%). The morphing required manual delineation of anatomical loci common to the two faces. Approximately 140 loci were delineated per face, including the outline of the face, forehead wrinkles, eyes and eyebrows, orbicularis occuli, nose, zygomaticus muscles and chin (Winston et al., 2003). Examples of three morph continuum are shown in the x-axis of Figures 4.1 and 4.2.

**Experimental procedure.** Prior to the experiment, subjects were exposed to the original morphs and were asked to rate their level of familiarity with each face on a scale from 0 - “do not recognize at all” to 3 - “I know this person very well and can even name him or her”. Note that by exposing subjects to the face set (as in the above procedure) we have a-priori strengthened the possibility to observed categorical perception for these faces. We have used this prior exposure since it is suggested that categorical perception depends on knowledge of the category edges (Harnad 1988). The **identity-classification task** followed that described by Beale and Keil (1986). Each continuum was tested separately, starting with presentation of the two original faces (unmorphed faces) together with their names. This presentation was followed by 33 trials (3 presentations of each of the 11 different morphs) presented in random order. Subjects made 2-alternative forced-choice identity responses for each morph. Morphs were presented for 750ms, followed by a fixation point that remained until subject responded.

**Analysis.** Parametric characterization of the response function was tested using polynomial regression. To test whether the response function had a continuous or a categorical component, i.e. a step-like function, the parameters estimate for the 2nd (linear) and 3rd order (sigmoid), averaged across subjects, were tested against zero using a one sample t-test across face-pairs.
Figure 4.1: Identity classification task

Results of the identity-classification experiment shown for two continua: Top "Maggie-Marilyn", Bottom: "Blair-Bond". Along the X-axis the 11 levels of morphs are shown for Maggy & Marilyn / Blair & Bond. The graph represents averaged proportion of responses across 20 subjects in the identity classification task for these continua given for the name shown at top of the Y-axis: MM - Marilyn Monroe; MT - Margaret (Maggie) Thatcher; PB - Pierce Bronson (James Bond); TB - Tony Blair. Error bars represented SEM.

The black arrows indicate the three particular morphing levels that constitute the stimuli-set in later experiments. In the top graph, the two levels on the left were reliably identified as MT and the third was reliably identified as MM (i.e. "Maggy-set"). At the bottom the black arrows represent the "Blair-set". The dash arrows point to morphs used for another counterbalanced stimuli-set in those experiments, where two of those morphs are now reliably identified as MM, the other as MT (i.e. "Marilyn-set") or the "Bond-set".

4.2.2 Results & Discussion

An illustrative response profile for two continua is shown in Figure 4.1. The response profiles for each face-pair and each subject were fitted by polynomial regression. In addition to a linear component ($t_{42} = 36.5, P < 0.001$), a highly significant (negative) cubic component ($t_{42} = -20, P < 0.001$) was observed (tested across continua), that captured the step-like (i.e. sigmoidal) function. Such a nonlinear pattern is consistent with categorical perception of identity (Beale and
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Keil, 1995). Although the function suggests evidence for continuous representation as well (i.e. the linear component).

One caveat in relation to the above experiment is the nature of the task. Thus, it is possible that the step-like function observed was a result of the two-alternative forced choice task used and therefore does not reflect the nature of face identity representation per se. To test for task effects on the observed results, I used a similarity judgement task. Subjects were requested to rate on a scale from zero-to-six the similarity of each morph to one of the identities (e.g. how similar the face is to Maggie). If identity is represented solely in a categorical fashion, the change of task should not affect the response pattern.

4.3 SIMILARITY JUDGEMENT TASK

4.3.1 Methods

Subjects. 39 volunteers (20 females, mean age 25, range 18-42y) participated. All had normal or corrected vision, with no neurological or psychiatric history.

Stimuli. The same set of stimuli as were applied in the identity discrimination task, were used here. i.e. 43 morph continua between 86 famous faces.

Experimental procedure. Prior to the experiment, subjects rated their familiarity with the faces as above. The 43 continua were divided randomly to 5 blocks of stimuli. Each block was run at a separate session, using different subjects (some subjects participated in more than one session). This was done in order to reduce the load of the task, and minimize fatigue effects. An addition coding for familiarity for name and face was preformed. Here, subjects were presented with the unmorphed faces and names and had to indicate whether they knew the face or not, using a button press. Following this, each continuum was tested separately, starting with the presentation of the target name. The target name could be of either one of identities that was included in the continuum (e.g. rating similarity to Marylin when viewing the "Maggie-Marylin" continuum). A target identity was assigned randomly for each
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continuum. Subjects' task was to rate each morph on a similarity scale, ranging from 0-to-6 (0 - 'the face is not the target's face', 1 - 'there is a slight resemblance to the target face' ... 5 - 'the face is very similar but not the target', 6 - 'this is the face of the target name'). This similarity judgement was carried out on the 11 different morphs, each presented 3 times in random order. Morphs were presented for 750ms, followed by the similarity scale that remained until the subject responded. The first continuum in each session (randomly assigned) served as a practice and was excluded from the analysis.

**Analysis.** Parametric characterization of the response function was tested using polynomial regression. To test whether the response function had a categorical or a linear component, the parameter estimates for the 2nd (linear) and 3rd order (sigmoid) function, averaged across subjects, were tested against zero using a one sample t-test across face-pairs.

### 4.3.2 Results & Discussion

In the similarity judgement task, subjects rated the similarity to a particular identity. An illustrative response profile for two continua is shown in **Figures 4.2**. There was no significant difference in the response function that depended on the target identity of each continuum (e.g. whether similarity judgement were done to Maggie or Marilyn, see **Fig. 4.2**). Therefore responses for each continuum were collapsed across target identities. The response profiles for each continuum averaged across subjects were fitted by polynomial regression. A strong linear component, 2nd order, was observed ($t_{42} = 19.26, P < 0.001$), as well as (negative) a 3rd order component ($t_{42} = -11, P < 0.001$).

A comparison of the response functions between the identity discrimination and similarity judgement tasks revealed that the parameter estimates for the linear component were higher for the similarity task than for the classification task ($t_{42} = 11.3, P < 0.001$). This result suggests that when judging similarity, responses had a greater linear component than when classifying face identity. The opposite pattern was observed for the sigmoid component (i.e. 3rd order), where the estimates for the similarity judgement task were lower than for the identity classification task,
indicating a weaker sigmoid component in the similarity judgement compared to the classification task ($t_{42} = -6, P < 0.001$). The strong linear component of response observed in the similarity judgement task is inconsistent with the idea that face identity is only perceived categorically (Beale and Keil, 1995).

![Figure 4.2: Similarity Judgement task](image)

Results are shown for two continua: Top “Maggie-Marilyn”, Bottom: “Bush-Martin”. Along the X-axis are shown 11 levels from the morph continuum between Maggy & Marilyn / Bush & Martin. The graph represents the average proportion of responses across the subjects who judged similarity for that continuum and are separated depending on the target identity. In black, judgement of similarity to MM - Marilyn Monroe (top) and SM - Steve Martin (bottom); In red: judgement of similarity to MT - Margaret (Maggie) Thatcher (top) and GWB - George W Bush (Bottom). Error bars represented SEM. For comparison with Fig 4.1: The black and dashed arrows indicate the three particular morphing levels used for a stimuli-set in later experiments. Note that here, the categorical boundaries are not clear.
Part II: Hierarchical processes of facial identity

The results of these two experiments suggest that task requirements affect the observed pattern of responses, and therefore interpretation about the nature of representation should be done with caution. They also suggest that both types of representation exist: a continuous representation of physical properties and a categorical representation of identity. However, since I used two different tasks, it is difficult to directly compare between the two types of representations. Therefore in the next two experiments I used an identical task to further investigate whether face identities are represented in categories or based on physical similarity in a continuous fashion.

4.4 Identity Discrimination Task

4.4.1 Methods

Subjects. 13 volunteers (7 females, mean age 29, range 18-38y) participated. All had normal or corrected vision with no neurological or psychiatric history.

Stimuli. Subjects in this experiment saw three morphs from each continuum. The specific morphs chosen were selected based on performances in an identity classification task (see above) that other subjects had undergone (see the arrows in Fig. 4.1). Specifically, two morph levels were used that had been reliably perceived as having the same identity and were 30% apart along the continuum, plus a third that was perceived as having a different identity but was also 30% distance from one of the other morphs. These exemplars were used in the Within, Identical and Between conditions respectively (see below). Two such sets of three morphs were chosen from each continuum (one from each end-point), though any one subject only viewed one of these sets, selected randomly (e.g. either the “Maggie set” – black arrows, or the “Marilyn set” – dashed arrows, Figs. 4.1). This meant that, across subjects, the direction of shift along the morph continuum was not confounded with Within or Between conditions. Note that the faces used in the Identical and Between conditions were approximately the same distance from an original face (one or other end-point of the continuum); moreover across subjects, these particular face-pairs could appear
(pair-type) by 2(inter-stimulus interval, ISI) factorial design. The three types of pairs were (see Fig. 4.3a): Identical, where the same image was repeated, with the same physical properties and identity; Within, where the morphs came from the same side of identity boundary, but with 30% difference along the continuum; Between, where the morphs came from different side of identity boundary and also varied from the first member of the pair by 30% difference along the continuum. Note that the first face in each pair was always the same. Each pair was shown twice, once with a long (500ms) ISI between first and second faces, and once with a short ISI (75ms). Each face was presented for 500ms, with a 2500ms stimuli onset asynchrony (SOA) between pairs. The ISI manipulation was introduced to test whether iconic memory affects subjects’ response patterns. The hypothesis was that stronger categorical perception will be observed in the long ISI and physical change effects will be mostly observed in the short ISI. Subjects were instructed to judge whether the two faces have the same or different identities. Subjects were advised that on occasion one identity might be presented with two different pictures. They were asked to respond as quickly and accurately as possible.

**Data analysis.** Data were analysed using Matlab6.0 and SPSS11.0. Results for ‘different’ responses were represented as a proportion of the total number of pairs per condition (i.e. out of 43*2). All reported results are Greenhouse-Geisser corrected for violation of sphericity.

### 4.4.2 Results & Discussion

Results are presented in Figure 4.3b. Participants judgements that stimulus pairs differed depended on their type \(F_{1,4,13.9} = 80, P < 0.001\). As expected, pairs that straddled the categorical boundary (i.e Between) were more often judged as different than Within pairs \(t_{10} = 7.9, P < 0.001\). There was also an additional (albeit smaller) effect of physical difference, with Within pairs more often judged as different than
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in either of the Identical or Between conditions in a counterbalanced manner, hence controlling for any effects due to the distance from original faces.

**Experimental procedure.** Prior to the experiment, subjects provided their
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in either of the *Identical* or *Between* conditions in a counterbalanced manner, hence controlling for any effects due to the distance from original faces.

**Experimental procedure.** Prior to the experiment, subjects provided their familiarity rating for each of the famous faces as above. The experiment had a 3 (pair-type) by 2(inter-stimulus interval, ISI) factorial design. The three types of pairs were (see Fig. 4.3a): *Identical*, where the same image was repeated, with the same physical properties and identity; *Within*, where the morphs came from the same side of identity boundary, but with 30% difference along the continuum; *Between*, where the morphs came from different side of identity boundary and also varied from the first member of the pair by 30% difference along the continuum. Note that the first face in each pair was always the same. Each pair was shown twice, once with a long (500ms) ISI between first and second faces, and once with a short ISI (75ms). Each face was presented for 500ms, with a 2500ms stimuli onset asynchrony (SOA) between pairs. The ISI manipulation was introduced to test whether iconic memory affects subjects’ response patterns. The hypothesis was that stronger categorical perception will be observed in the long ISI and physical change effects will be mostly observed in the short ISI. Subjects were instructed to judge whether the two faces have the same or different identities. Subjects were advised that on occasion one identity might be presented with two different pictures. They were asked to respond as quickly and accurately as possible.

**Data analysis.** Data were analysed using Matlab6.0 and SPSS11.0. Results for ‘different’ responses were represented as a proportion of the total number of pairs per condition (i.e. out of 43*2). All reported results are Greenhouse-Geisser corrected for violation of sphericity.

**4.4.2 Results & Discussion**

Results are presented in Figure 4.3b. Participants judgements that stimulus pairs differed depended on their type ($F_{1,4,13,9} = 80, P < 0.001$). As expected, pairs that straddled the categorical boundary (i.e. *Between*) were more often judged as different than *Within* pairs ($t_{10} = 7.9, P < 0.001$). There was also an additional (albeit smaller) effect of physical difference, with *Within* pairs more often judged as different than
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Identical pairs (t_{10} = 4.5, P < 0.005). More ‘different’ responses were given to pairs that were presented with short ISI compared to long ISI (F_{1,12} = 18.6; P < 0.001). An interaction was also evident (F_{1,7,173} = 7.3; P < 0.01), with a tendency for the Between condition to elicit even more ‘different’ judgements at the short ISI compared to the long ISI (t_{10} = 4.7, P < 0.05) than the Within and Identical conditions. But note that similar overall behavioural patterns were observed at both ISIs (see Fig. 4.3b)

Figure 4.3: Identity discrimination experiment

a. Illustration of the three types of face-pairs used to produce the three main conditions (Within, Identical and Between) in the identity discrimination, fMRI and the priming experiments. Note that in all three conditions, the first face in a pair is equivalent, while only the second face varied to create the different pair-types. Note also that a given morphing level (e.g. 4th or 7th morph from the left along the x-axis in Fig. 4.1) could appear in either the Identical or the Between condition, depending on which of the counterbalanced stimulus-sets was used; see Methods. b. Results for the identity discrimination experiment: proportion of ‘different’ responses averaged across 13 subjects for the six different experimental conditions (see main text and Methods). Error bars represent SEM.
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The results from this experiment confirmed that two faces straddling the putative ‘category boundary’ for identity were more likely to be judged as having different identities than two faces from the same side of the boundary, yet the faces in both pair types were equally separated along the morph continuum (Figs. 4.1). This finding accords with a previous report arguing for categorical perception of face identity (Beale and Keil, 1995). Nonetheless, mere physical change along the morph continuum also influenced behavioural judgements, with Within conditions being judged ‘different’ slightly more often than Identical conditions. This suggests sensitivity to physical properties as well as to identity categories in the identity discrimination task.

The stronger effect observed here for categorical representation of identity might again be a mere task effect. As in the current experiment subjects were instructed to compare identities and not to base their judgement on physical cues between the images, hence biasing them towards categorizing identity while performing the same-different task. Therefore in the next experiment, I conducted an additional discrimination experiment, testing for categorical representations in a task based solely on physical aspects of an image.

4.5 Perceptual Discrimination Task

4.5.1 Methods

Subjects. 13 volunteers (9 females, mean age 22, range 18-37y) participated. All had normal or corrected vision with no neurological or psychiatric history.

Stimuli. Subjects in this experiment saw four morphs from each continuum. The specific morphs were selected based on performance in the identity classification task (see above) that other subjects had undergone. Specifically, four morph levels generated two pair types of Within and Between, with the items of each pair being 30% apart along the continuum. It is important to note, that in this experiment the same morphs were used as in the previous experiment, but here we included both sets simultaneously (i.e. the Maggie and the Marilyn sets).
Part II: Hierarchical processes of facial identity

**Experimental procedure.** Prior to the experiment, subjects were exposed to the original morphs and provided a familiarity rating for them (see above). The experiment followed the XAB paradigm of (Bulthoff and Newell, 2004), where X is a cue face presented in the centre, followed by a AB face-pair presented simultaneously, side by side, in which A is the target (i.e. identical to the cue), while B is a distracter. The distracter can be either from the same side of the identity boundary (i.e. Within) or from the other side (i.e. Between). Note that in all cases the physical distance between the distracter and the target was 30%, thus any significant difference between the two distracter types could not be attributed to difference in physical similarity between the images (Fig. 4.4a). The cue/target morph could be any of the four morphs used, such that any order effects are counterbalanced. The subjects’ task was to detect the location of the target face which was randomized. A total of 344 XAB trios per condition (43(pairs) x 2(Within, Between) x 2(end points) x 2 (direction of move on the continuum: to one end point or the other). A trial started with the presentation of an empty circle (500ms) to alert the subject, followed by the cue morph presented for 750ms. Then a fixation point for 250ms, and the face-pair presented for 750ms. A trial ended with a fixation point - total SOA 4s. The sequence was divided into five sessions, after each session the subject got feedback on his performances. Accuracy and reaction time were recorded.

**Data analysis.** Data were analysed using Matlab6.0 and SPSS11.0. Results for accuracy are represented as a proportion of the total number of trials per condition. Reaction times data were analysed only for corrected trials.

### 4.5.2 Results & Discussion

Results are presented in Figure 4.4. Subjects were better than chance (50%) at detecting the target in the Within condition ($t_{12} = 18.2, P < 0.001$) suggesting that they were sensitive to the 30% physical difference that was between the target and distracter. However they were even better at detecting the target when the distracter was straddling the categorical boundary (i.e. Between) than when it was from the same side of the boundary (i.e. Within, $t_{12} = 10.5, P < 0.001$, Fig. 4.4b), even though the physical distance between the target and distracter in both conditions was the same (i.e. 30%). Moreover even in trials in which the target location was accurately
detected in the *Within* response time were longer compared to *Between* trios (*t_{12} = 2.48, P < 0.05, Fig. 4.4c*) suggesting the former process was harder and more demanding.

**Figure 4.4: Perceptual discrimination experiment**

a. Stimuli & Conditions

<table>
<thead>
<tr>
<th>Cue (X)</th>
<th>60% Julia</th>
<th>60% Julia</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Within</em></td>
<td>90% Julia</td>
<td>65% Julia</td>
</tr>
<tr>
<td><em>Between</em></td>
<td>30% Julia</td>
<td>60% Julia</td>
</tr>
</tbody>
</table>

b. Accuracy

<table>
<thead>
<tr>
<th>Proportion of correct response</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Within</em></td>
</tr>
<tr>
<td>0.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RT (Msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Within</em></td>
</tr>
<tr>
<td>70</td>
</tr>
</tbody>
</table>

The results from this experiment confirmed that two faces straddling the putative 'category boundary' for identity were less likely to be confused, compared to two faces from the same side of the boundary, even though the members of each pairs were equally separated along the morph continuum (Fig. 4.4a). These findings accord with the previous experiment reported here and a previous report arguing for categorical perception of face identity (Beale and Keil, 1995), but at the same time they provide also evidence for the physical representation of a face. The reaction time results suggest that physical discrimination between two morphs that are perceived to have the same identity is more costly than discriminating between two morphs that straddle the boundary. This supports the notion of an interaction between physical and identity representations, as identity influenced physical perception in these findings.
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A comparison of the contribution of the physical difference (30%; Within – chance, 50%) and the identity boundary (Between – Within) in the perceptual discrimination task, revealed a larger effect for the physical differences than for the shift across the putative identity boundary ($t_{12} = 13.9, P < 0.001$). Interestingly, recall that in the identity discrimination experiment (see Chapter 4.4.2) a shift along the identity boundary had a much larger effect than a mere physical change (Fig. 4.3b); when subjects were required to perceptually discriminate between faces, the physical change effect was larger. This finding again suggests that the task at hand affects the way we perceive faces.

In conclusion, using four different tasks I have demonstrated that representations of faces contain both physical and identity information, with the former represented in a continuous fashion and the latter categorically. It was also shown that humans use these two types of information flexibly depending on their goals. The question that remains is whether these two aspects of a face (physicality and identity) are represented in the same neuronal system (as would be predicted by the face space models) or in two different systems (as would be predicted by the hierarchical models). In order to answer this question I conducted the following fMRI experiment.
CHAPTER 5:

DIFFERENT TYPES OF

REPRESENTATION IN THE BRAIN –

fMRI AND PRIMING EXPERIMENTS

5.1 PHYSICAL AND IDENTITY REPRESENTATIONS IN THE BRAIN – AN fMRI EXPERIMENT

Only a handful of studies so far have used functional brain imaging combined with face morphing manipulations to investigate the neuronal representation of faces. Campanella et al. (2000) tested for a physiological marker indicative of categorical perception of unfamiliar faces using electrophysiological recordings. They showed an identity categorical effect in the N170 to pairs of faces, where the items in a pair were either from the side of a continuum or from opposite sides. These electrophysiological results are inconsistent with previous reports in the literature. Firstly, categorical perception was not observed for unfamiliar faces (Beale and Keil, 1995). Furthermore, repetition related decreases for identity are rarely reported to occur in the N170 but much later (George et al., 1997; Schweinberger et al., 2002; Henson et al., 2003).
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Using PET Rossion et al., (2001) identified regions in the brain that tracked categorical perception of a familiarity signal. They generated morphed continua between familiar (newly-learned through repeated presentations) and unfamiliar faces. During scanning, subjects were presented with blocks of faces from six different locations along the continua. Results showed reduced activation to newly learned faces compared to novel faces in the right fusiform gyrus (FFG), right inferior occipital gyrus (IOG) and right middle occipital gyrus (MOG). Based on these findings, they claimed that the familiarity signal is categorical i.e. ‘all-or-none’, and that this categorical representation is not associated with activation of different regions in the brain, suggesting that familiar and unfamiliar faces activate the same neuronal network and differ only quantitatively (Rossion et al., 2001).

These studies provide some evidence for categorical representation of faces in the brain. They do not provide evidence for representation of the physical properties of a face, though as I demonstrated previously in the behavioural studies, the physical properties of a face are represented. Therefore the following fMRI experiment was designed to address this question: Are there representations of physical properties and identity of faces in the brain and are they anatomically dissociated as the hierarchical model predicts?

5.1.1 Methods

Subjects. 14 healthy right-handed volunteers participated (7 females, mean age 28, range 22-39y). All had normal vision and no concurrent or past neurological or psychiatric history. One subject failed to understand the monitoring task and was excluded from analysis.

Stimuli. In the imaging experiment we used stimuli and conditions analogous to the identity discrimination experiment see Sec. 4.4.1 and Figure 4.3a (except that only 39 morph continua were now used, due to time constraints).

Experimental procedure. Prior to the experiment, subjects were exposed to the original morphs and gave their familiarity ratings for them as above. During fMRI, a pair-repetition paradigm was used (i.e the ‘adaptation’ paradigm; Grill-Spector et al., 1998; Kourtzi and Kanwisher, 2000). The factorial design was identical to the
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identity discrimination experiment (see above) with a 3 (pair-types: Within, Identical, Between) by 2 (ISI: 75/500ms) design. Morphs were presented for 500ms with one or other ISI separating the two morphs, the SOA was 2500ms. The order of trials was pseudo randomised to maximize separation in time between repeating of morphs from the same continuum. Subjects were instructed to maintain fixation and to press a key only when a particular face-identity appeared, the target identity was randomly chosen from 3 continua that were excluded from the experimental design. These target events were used for the monitoring task and were modelled separately in the analyses. This task was chosen to avoid confounding the repetition manipulation with task demands. The experiment was divided into three phases (without a break in scanning) that started with presentation of a target identity (one of the three possibilities) and ended with feedback on performance. The experiment included 36 trials for each of the 6 conditions. A further ~25% of the total trials were null events in which only a fixation point was presented (Josephs and Henson, 2001), and ~15% of total trials were targets. The targets could appear as the first or the second face in a pair with either a long or a short ISI.

Scanning. A Siemens 3T Allegra system was used. 44 oblique axial slices (2 mm thick with 1mm gap) were acquired with 64*64 pixels and in-plane resolution of 3*3 mm\(^2\), 90\(^\circ\) flip-angle, 30ms echo time (TE) and 2860s repeat time (TR). Subsequent to the functional scans, a T1 weighted structural image (1*1*1 mm resolution) was acquired for co-registration and display of the functional data. See Chapter 2 for more details.

Data analysis. The whole-brain voxel-based analyses were performed with SPM2 (www.fil.ion.ucl.ac.uk/spm). Pre-processing included spatial realignment, unwarping and temporal realignment (see Chapter 2 for more details). To optimize the normalization, the segmented grey matter of the EPI image was normalized to a standard grey matter template corresponding to the MNI reference brain in Talairach space. The EPI images were then resampled with the parameters obtained from the above procedure to 3 x 3 x 3 mm\(^3\), smoothed with an isotropic 9 mm full-width-at-half-maximum (FWHM) Gaussian kernel.
In the first level analysis (Chapter 2 and Fig. 2.8), single subject fMRI responses were modelled by a design matrix that consisted of the onset for the second event for each of the within-trial pairs for the 6 conditions, plus the target events, and the feedback at end of each phase. These 8 regressors were convolved with the canonical HRF. Note that with such short ISIs (75ms, 500ms), one cannot distinguish BOLD responses to the first and second face within each pair, meaning that the pairs are effectively treated as a single event (see also Winston et al., 2004); but recall also that the first face was kept constant for each continuum set, and conditions differed only in respect of the second face and its relationship to the first. To assess and control for pre-experimental familiarity with the faces (see below), I included as additional covariate regressors for each of the 6 conditions coded the mean familiarity rating of each subject with each face-pair (see Figure 2.8). Linear contrasts pertaining to the main effects, interactions and simple effects were calculated for each subject.

In the second level analysis, one sample t-tests were used with contrasts from the first level. The contrast images were first smoothed using a 3mm FWHM Gaussian kernel to account for residual inter-subject differences (final estimated smoothness was ~11 x ~11 x ~11 mm$^3$ FWHM). Simple effects were computed in SPSS using the parameter estimates (linearly transformed to percent signal change relative to the grand mean of the time course) extracted from the maxima that are presented in Figures 5.1. All reported results are Greenhouse-Geisser corrected to account for violation of sphericity.

5.1.2 Results & Discussion

Sensitivity to physical change was tested by comparing the condition where the same physical stimulus was repeated against those conditions where there was a physical change (i.e. Identical < mean[Within + Between]) in a whole-brain analysis. Bilateral IOG showed less activation when physical properties were repeated compared to when they changed (Table 5.1a, Fig. 5.1a). A similar outcome was observed for the simple comparison of Identical < Between (right: $t_{12} = 5.00$, $P < 0.001$; left: $t_{12} = 4.14$; $P < 0.005$), which controlled for distance from the original unmorphed faces (hence from the ‘ends’ of the morph continua, see Methods).
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Likewise, these regions also showed less activity in a simple comparison of Identical < Within conditions, where both conditions fall on the same side of the identity boundary while just physical aspects differ (right: \( t_{12} = 3.48, P < 0.005 \); left: \( t_{12} = 3.56, P < 0.005 \)). There was no significant difference between the Within and Between pairs in these regions. This result suggests that bi-lateral IOG represents physical properties of a face independent of its identity.

Next, regions showing sensitivity to crossing the identity boundary were tested, initially by comparing conditions where the pair of faces remained on the same side of the identity border versus instances where they crossed it (Between > mean,[Identical + Within]). The right FFG showed less activation when identity was repeated compared to when it changed (Table 5.1b & Fig. 5.1b). A simple comparison of Between versus Identical also showed this effect \( (t_{12} = 4.28, P < 0.005) \), while controlling for distance from the original unmorphed faces (and hence from the ‘ends’ of the morph continua, see Methods). Similarly, the simple contrast of Between versus Within also showed this effect \( (t_{12} = 3.48, P < 0.005) \), while controlling for the presence of a 30% shift along the morph continuum. There was no significant difference between the Identical and Within conditions in that region. This result suggests that the right FFG represents facial identities independent of its physical properties.

Taken together, the above findings suggest a functional dissociation between posterior (occipital) and more anterior (fusiform) regions. To formally test for this dissociation, we performed an ANOVA now including region (left/right IOG, FFG) as well as conditions (Within, Identical, Between) as factors. This confirmed an interaction between regions (left IOG, right FFG) and conditions \( (F_{1,6} = 5.8, P = 0.05) \), due to the Between condition differing from the Within condition in the right FFG but not in the left IOG and the Within condition differing from the Identical in the left IOG but not in the right FFG. However, no such interaction was observed for the right IOG and the right FFG.
The fMRI results revealed different levels of face representation across distinct brain regions. The IOG was most sensitive to physical changes between face-pairs, regardless of whether these changes crossed an identity boundary. In contrast, right FFG was primarily sensitive to changes that crossed an identity boundary. This was found even when the presence of physical change was controlled, via comparison of a 30% shift within one side of the identity boundary against a 30% shift that crossed it.

These results accord with the hierarchical model of face processing where the initial stage encodes a view-specific representation of a face (Bruce and Young 1986), where variant aspects of a face are coded (Haxby et al., 2000), and is thought to be unaffected by face identity. Thus the sensitivity to subtle physical changes observed

The table below details the anatomical description, number of voxels, Z score, and MNI coordinates of the regions with significant differences in neural activity:

<table>
<thead>
<tr>
<th>Anatomical Description</th>
<th>#voxels</th>
<th>Z score</th>
<th>MNI x</th>
<th>MNI y</th>
<th>MNI z</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Physical Change effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IOG R</td>
<td>11</td>
<td>3.72</td>
<td>42</td>
<td>-69</td>
<td>-18</td>
</tr>
<tr>
<td>L</td>
<td>12</td>
<td>3.68</td>
<td>-45</td>
<td>-78</td>
<td>-15</td>
</tr>
<tr>
<td>IFG L</td>
<td>30</td>
<td>4.76</td>
<td>-39</td>
<td>30</td>
<td>-15</td>
</tr>
<tr>
<td>mOFCL</td>
<td>6</td>
<td>3.76</td>
<td>-9</td>
<td>42</td>
<td>-21</td>
</tr>
<tr>
<td>SFG L</td>
<td>7</td>
<td>3.67</td>
<td>-9</td>
<td>45</td>
<td>48</td>
</tr>
<tr>
<td>B. Identity Categorical effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FFG R</td>
<td>41</td>
<td>4.35</td>
<td>45</td>
<td>-57</td>
<td>-24</td>
</tr>
<tr>
<td>LOS R</td>
<td>6</td>
<td>3.26</td>
<td>33</td>
<td>-45</td>
<td>-27</td>
</tr>
<tr>
<td>aSTS R</td>
<td>8</td>
<td>3.39</td>
<td>33</td>
<td>-87</td>
<td>0</td>
</tr>
<tr>
<td>IFG R</td>
<td>5</td>
<td>3.35</td>
<td>-36</td>
<td>-90</td>
<td>-9</td>
</tr>
<tr>
<td>IFS R</td>
<td>16</td>
<td>3.28</td>
<td>-36</td>
<td>-78</td>
<td>-3</td>
</tr>
<tr>
<td>IFS R</td>
<td>42</td>
<td>4.25</td>
<td>48</td>
<td>-6</td>
<td>-21</td>
</tr>
<tr>
<td>FFS R</td>
<td>10</td>
<td>3.97</td>
<td>48</td>
<td>36</td>
<td>3</td>
</tr>
<tr>
<td>IFS R</td>
<td>7</td>
<td>3.52</td>
<td>-33</td>
<td>36</td>
<td>-3</td>
</tr>
</tbody>
</table>
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in IOG activation makes this region a plausible candidate substrate for the initial structural encoding phase of faces.

**Figure 5.1: fMRI results**

On the left, SPMs depicting a. the physical-change effects and b. identity-change effects (threshold $P < 0.001$ uncorrected), overlaid on a T1 image of one subject. On the right, the histograms show average percent signal change for the three conditions (collapsed across ISI) taken from the maxima voxel marked with blue crosshairs, for which coordinates are given above each histogram. Zero in these histograms is the averaged signal along the entire scan.

In contrast, the right FFG showed sensitivity to identity change even when the presence of physical change along the morph continuum was controlled at 30%. This finding provides new evidence for some previous proposals that the FFG may play a role in differentiating between individual faces while generalizing across different viewing conditions (Haxby et al., 2000; Grill-Spector et al., 1999; Grill Spector et al., 2004). This finding can also be reconciled with single-cell evidence for units tuned to facial identity in regions that may be homologous to human FFG (Hassalmo et al.,
1989). It also fits with a recent report that epileptic activity in the right FFG can produce an inability to distinguish between faces (Mendez et al., 2003). The ability of an intact right FFG to generalize to some degree across different physical properties, respecting identity category boundaries more than physical properties per se (at least for the relatively subtle physical changes used here) is also consistent with studies that examined repetition-related effects on haemodynamic measures across other types of physical change. For example, the right FFG repetition effects can generalize across facial expressions (Winston et al., 2003), and across different spatial frequencies (Eger et al., 2004), though its ability to generalize across different viewing angles might be limited (Grill-Spector et al., 1999).

The right FFG response is consistent with the idea of categorical representation of identity independent of physical change as predicted by hierarchical models (Bruce and Young, 1986), corresponding to abstract representation of identity. Recordings from neurons in Macaque inferior temporal cortex during supervised categorization task (Sigala and Logothetis, 2002), show that neurons tend to become more tuned to ‘diagnostic’ visual features (e.g. distance between eyes, length of nose) that distinguished between the categories of cartoon faces used, than to equally salient features that were non-diagnostic of category in the experiment (e.g. length of mouth). From this perspective, the FFG pattern observed here might conceivably reflect activity in a population of such ‘diagnostic-feature’ neurons that give rise to categorical perception.

The results reported here are inconsistent with the predictions drawn from the face space models (Valantine, 1991; Tanaka et al., 1998), as the identity and the physical properties of a face were not represented in the same neuronal space but in two different anatomical structures. One possible way to accommodate the current results within the framework of face space models is by considering two spaces of representation: one of continuous representation of physical properties in the IOG, as early face space models have suggested (Valantine, 1991) and two an additional warped version of it in the FFG where attractor fields are created around identities (Tanaka et al., 1998).
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The neuroimaging data reported here demonstrated that faces are represented in the occipito-temporal cortex in two ways: based on their physical characteristics and their identities. The next two experiments were designed to test the role of identity and physical representations in processing different types of information from a face. I used an immediate repetition priming paradigm and tested for modulation of response facilitation that is either influenced by physical properties of the face-pairs or by shared identity. The prediction was that for a given task, if response facilitation is observed for overlaps in perceived identity, then this task engages processes of identity mediated via the right FFG; however if no modulation of perceived identity is observed, then the task requirements do not rely on identity and hence are not modulated via the right FFG. A similar rationale was applied to infer modulation of physical properties from response facilitation. Two tasks were tested: a gender decision task that was hypothesized to engage processes related to physical aspects of face (see Introduction and Chapter 4) and a familiarity decision task that was hypothesized to engage identity related processes.

5.2 GENDER JUDGEMENT - PRIMING EXPERIMENT

5.2.1 Methods

Subjects. 12 volunteers (8 females, mean age 21, range 18-37y) participated. All had normal or corrected vision with no neurological or psychiatric history.

Stimuli. The set of stimuli used here were the same as in the identity discrimination and fMRI experiments, with three morph levels from each continuum. To avoid response bias, I equalized the number of females and males and used only 40 continua, by randomly excluding 3 male continua from the experimental stimuli set. These were used as fillers. In addition there were 48 (24 male) portrait photos of famous people who were edited to match the non-morphed original images and they served as additional fillers, to disguise the experimental structure.

Experimental procedure. Prior to the experiment, subjects were exposed to the original morphs and to the fillers and gave their familiarity rating as above. The
experiment had 4 conditions: *Within, Identical* and *Between* and a condition where the two faces were not from the same continuum - *Diff.cont*. This last condition was added for two reasons: one to test for an effect of stronger physical changes that was produced by the different pictorial cues and second, it was used to control for variations in responses that is due to the location of the morph on the continuum. Thus, each of the three morph levels (*Fig. 5.2*) appeared in an additional face-pair where the first morph was from a different continuum. Note that across the whole experiment the same set of morphs were used but each time with a different pairing. Subjects were requested to indicate the gender of each stimulus using a button press. To control for priming due to facilitation of motor response, the gender of prime and target were always the same. Importantly, stimuli appeared in an on going sequence with no indication for the pair-repetition structure (*Fig. 5.2a*), fillers occurred 20% of the time. Each stimulus was presented for 500ms with an SOA of 1500ms. Reaction time for each stimulus was recorded. The sequences were divided into six sessions. Each started with five fillers and ended up by giving feedback to the subject of his/her performances.

**Data analysis.** Data were analysed using Matlab6.0 and SPSS11.0. Analysis was preformed only for pairs for which both primes and targets where correctly judged. The results are presented in the form of reaction time for the second morph, and as a measure of the priming facilitation effect. The priming facilitation effect was estimated by subtracting reaction time responses to the second morph from that of the first in each pair. Higher priming values indicate larger facilitation. All reported results are Greenhouse-Geisser correction for violation of sphericity.

### 5.2.2 Results & Discussion

Morph levels did not affect gender decision in the different continua conditions. This was tested in the conditions where the two morphs were not from the same continuum (RT: $F_{1,9,17,9} = 0.48, P = 0.6$). This suggests that the location *per se* of an image along the morph continuum did not affect performances on the gender decision task. Therefore, I collapsed responses across the different morphed levels of the second face for pairs where they were not from the same continuum.
Results are presented in Figures 5.2b,c. As can be seen when both faces were from the same continuum, subjects were quicker to judge the gender of the second morph ($t_{10} = 7.87, P < 0.001$) and showed stronger priming facilitation effect ([first – second]: $t_{10} = 8.8, P < 0.001$). These results indicate that gender decision involves processes that can be due to physical properties of a face, instantiated as pictorial cues in the image, or to identity change. As the two morphs in the diff.cont condition differ not only in the pictorial composition but also in their identity. Hence the next analysis aimed to tease these two processes apart.
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When both morphs were from the same continuum, the pair types (Within, Identical, Between) had a significant effect on reaction time ($F_{1.3,13.3} = 7.9$, $P < 0.01$, Fig. 5.3b). Simple effects revealed that a mere physical change (30%) along the continuum slowed subjects' reaction times for the second morph in the Within compared to the Identical conditions ($t_{10} = 2$, $P = 0.069$). Similar effects were observed for crossing a putative identity boundary but keeping the physical change constant (i.e. 30%, Between – Within; $t_{10} = 2.1$, $P = 0.063$). Thus, introducing a physical change attenuate the repetition effects and when the physical change included a shift across an identity boundary, the repetition effect was attenuated even more. These results were not observed as priming facilitation effects (i.e. first – second in a face pair).

To summarise, gender decisions were highly influenced by the relationship between the first and second face. Differences in decision time were particularly evident between faces that came from either the same of different continua. Subtle physical or perceived identity changes had a smaller repetition effect on reaction time. The results failed to tease apart the underlying process of gender judgement in regards to physical and identity representations and both had only marginal effect on responses. This might suggests that gender decision is neither based on extracting subtle physical differences from a face nor on identity processes, and hence does not involve the IOG or the FFG respectively. In accord with such a proposition, Sergent et al., (1992) have argued that a gender decision task involves the angular gyrus and not the IOG. The fact that this region was not detected in the fMRI experiment might be related to the task demand: recall that in the fMRI experiment the task was related to identity processes (i.e. detect a target identity) and not to the physical aspects of a face per se. It might be that a task that is more related to identity will be more sensitive at detecting difference between physical and identity processing. Therefore, I next tested priming effects in a familiarity judgement task.

5.3 Familiarity judgement priming experiment

5.3.1 Methods

Subjects. 12 volunteers (7 females, mean age 28, range 23-38y) participated. All had normal or corrected vision, with no neurological or psychiatric history.
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**Stimuli.** The same set of stimuli were used here as in the prime-gender experiment. In addition, there were 116 portrait photos of unfamiliar faces for the task purposes. The unfamiliar portraits were chosen with care in order to minimize differences between these portraits and the ones of famous faces with regards to the composition of the photos: thus most unfamiliar faces were taken from models booklet or were unknown local politicians from around the world. Three independent judges rated these faces on familiarity to insure that the faces are indeed unfamiliar to Londoners. An additional 48 (24 male) portrait photos of famous faces served as fillers. All additional images were edited using Photoshop6.0 to match the size of the unmorphed original images.

**Experimental procedure.** Prior to the experiment, subjects were exposed to the original morphs and rated their familiarity with them, as above. The experiment had a similar design to the gender-prime experiment with 4 conditions: *Within, Identical, Between* and different continuum condition (*diff.cont* see above). The unfamiliar faces also appeared in pairs, where faces either repeated or changed. Subjects were requested to indicate for each stimulus whether it was familiar or unfamiliar by using a button press. Importantly, stimuli appeared in an on going sequence with no indication of the pair-repetition structure, with fillers occurring 20% of the time (**Fig. 5.2a**). Each stimulus was presented for 500ms with an SOA of 1500ms. The reaction time for each stimulus was recorded. The sequence was divided into six epochs: each started with five fillers and ended up by giving feedback to the subject of his/her performances.

**Data analysis.** Similar analysis procedures were used as in the priming-gender experiment (see above). Only the famous face conditions were analysed and pairs included in the analysis were those in which correct responses were given for both first and second morphs.

**5.3.2 Results & Discussion**

Similar to the gender-priming experiment, there was no significant effect of morph levels on familiarity decision. This was tested in the conditions where the two morphs were not from the same continuum (*RT: F_{1,9,21.9} = 2.83, P = 0.08*). This
suggests that the location of an image along the morph continuum did not affect performances on familiarity decision tasks. Therefore, I collapsed responses for this condition, across the different morphed levels of the second face.

![Figure 5.3: Familiarity priming experiment](image)

**a. Priming effect**
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**Figure 5.3: Familiarity priming experiment**

*a. Reaction time for the target, i.e., second face for the four experimental conditions: Same continuum: Within, Identical (Iden), Between (Betw.) and the different continua (Diff.-Cont.) pairs. b. Results for the priming facilitation estimation*

Similar to the gender judgement experiment, responses for the second morphs were much faster if the first was from the same continuum than from a different one \((t_{11} = 7.85, P < 0.001; \text{ Fig. 5.3a})\). This effect was also observed as a priming facilitation effect \((t_{11} = 8.95, P < 0.001; \text{ Fig. 5.3b})\). These results indicate that a familiarity decision, similar to gender judgement, relies strongly on pictorial cues encompassing both physical properties of a face and its identity. Hence, the next analysis aimed to tease these two processes apart.

When both morphs were from the same continuum, the pair types \((Within, Identical, Between)\) had a significant effect on reaction time \((F_{1.9,21.6} = 12.5, P < 0.001)\) and on priming facilitation \((F_{1.7,19.3} = 11.9, P < 0.001)\). Simple effects revealed that a mere physical change \((Within – Identical)\) had a marginal effect on familiarity judgement, leading to slower reaction times, and weaker response facilitation for pairs that differed physically (i.e., 30%) compared to those that did not \((Within – Identical; RT: t_{11} = 2.1, P = 0.057;\) priming: \(t_{11} = 1.9, P = 0.086)\).

In contrast to the small effect of physical change, there was a clear and robust effect of identity change on reaction time and response facilitation. Hence, crossing a putative identity boundary even when physical change was kept constant \((Between –\)
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Within), slowed reaction times and attenuated the facilitation of responses by priming (RT: $t_{11} = 2.7, P < 0.05$; priming: $t_{11} = 2.5, P < 0.05$).

As predicted, the results from the familiarity priming experiment suggest that familiarity decision involves processes of identity, although it is also marginally affected by physical processing. This suggests that familiarity decisions rely mostly on the activation within the FFG. This accords with results from the neuropsychological literature (see Introduction) where impaired familiarity decisions are associated with lesions to occipito-temporal cortices and less with lesions to more posterior regions. The observed contribution of both identity and physical processing to familiarity decision might be due to the fact that behavioural responses are most likely reflect outcomes of different neuronal systems and processes that operate in parallel or sequentially. Hence, it is not surprising that both types of representations were evident to some extent in the priming experiments results and in all the behavioural results presented before.

5.4 EFFECTS OF PRE-EXPERIMENTAL FAMILIARITY

Categorical perception is argued to be acquired (Harnad 1988), hence a knowledge regarding the characteristics of a category are essential before such a boundary can be established and categorical perception can arise. In relation to faces it has been demonstrated that when a face-pair is unfamiliar, categorical perception of an identity does not occur (Beale and Keil, 1995, though see Campanella et al., 2000, and Rossion et al., 2001). The aim of this analysis is to test whether the extent of familiarity with the famous faces modulates the identity categorical effects observed in perception and in the brain.

In order to test the effect of prior experience, prior to all experiments subjects gave familiarity ratings for each of the original (unmorphed) faces. For each face they were asked to indicate how well they knew that person, following a scale from 0-to-3 (0 – “don’t recognize at all”; 1 – “the face looks familiar”; 2 – “I have contextual information regarding that person” (e.g. she is a movie star); and 3 – “I know this
person well and can name him/her”). For each continuum I obtained a pre-experimental familiarity score by averaging the rating of its end-point faces. Note, that the experiments were not designed to test for these familiarity effects, hence the design and stimuli were not optimized (i.e. no unfamiliar faces were included) and only few faces were rated as complete unknown by subjects. Given the extended number of morphed continuum used (i.e. 43) some variability in pre-experimental familiarity was evident in subjects rating, allowing preliminary tests of such effects.

5.4.1 Perceptual modulation by pre-experimental familiarity

Familiarity did not significantly modulate responses in the identity classification task, nor in the similarity judgement task. However, a significant effect was observed in the identity discrimination experiment at the inter- and intra-subject levels. Mean pre-experimental familiarity per subject correlated positively ($r = 0.798$, $P < 0.005$) with the effect of Between - Within conditions on rate of ‘different’ judgements. A similar effect was observed when testing it at the intra-subjects levels, i.e. assigning each morph-pair to a different familiarity level depending on individual subject ratings. A significant linear increase ($F_{1,11} = 6.87$, $P < 0.05$) with larger categorical effects for morphs that were more familiar to the subjects (Fig. 5.5a). In other words, when faces were more familiar to the subjects, the difference of Between – Within was larger; thus pairs were more likely to be judged as having ‘different’ identity when they straddled an identity boundary, while controlling for the presence of a shift along this continuum by comparison with the Within case.

Figure 5.4: Effect of familiarity on perception

Effects of subjects’ familiarity with the faces on the categorical perception estimated as Between – Within a. in the identity discrimination experiment. b. in the perceptual discrimination experiment

A similar effect was observed in the perceptual discrimination task (Fig. 5.4b), but it was not significant either at the inter subjects level ($r = 0.4$, $P = 0.1$) or as a linear component at the intra-subject level ($F_{1,11} = 2.1$, $P = 0.17$). When comparing continua where both faces
are unknown compared to all other continua, a significant difference was observed \( t_{10} = 1.8, P < 0.05 \), one tailed, with unknown pairs showing a weaker identity categorical effect compared to known pairs. This result confirms previous reported observations (Beale and Keil, 1995) that categorical perception depends on prior familiarity with faces.

The extent of familiarity with a face did not modulate the sensitivity to physical change in a face in either the identity or the perceptual discrimination tasks.

**5.4.2 Extent of familiarity modulates brain sensitivity to changes in faces**

Pre-experimental familiarity modulations of brain sensitivity to identity change were observed at the inter-subject level. Here, sensitivity to identity change was assessed by the *Between – Within* comparison that controls for the presence of physical change. Recall, that it was this comparison that had shown a correlation with inter-subject pre-experimental familiarity in the behavioural study. The difference in activity for *Between* minus *Within* conditions correlated positively with inter-subject differences in the extent of pre-experimental familiarity (being more pronounced in those who were more familiar with the faces) in the bilateral anterior temporal pole (aTP), and in the right anterior hippocampus (Fig. 5.6, Table 5.2). Note that these regions showed no reliable main effect of identity change when subjects’ familiarity was not considered. This profile contrasts with the right FFG region, which showed an effect of identity change (see above), but no evidence of modulation by the extent of pre-experimental familiarity (FFG: \( r=0.25, Z=0.23, p=0.41 \)).
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L anterior temporal pole (45 0 -39)

R Hippocampus (+24 -12 -27)

Figure 5.5: Effect of pre experimental familiarity – fMRI

On the left, statistical parametric maps for regions showing a positive correlation between inter-subject pre-experimental familiarity and the BOLD effect of identity-change, when the presence of a physical shift along the morph continua was controlled (i.e. for Between > Within), thresholded at p<.001 (uncorrected) and overlaid on a T1 image of one subject. The graphs on the right show scatter-plots for subjects’ mean pre-experimental familiarity ratings on the whole face set (x-axis), against their identity-change fMRI effect (y-axis) with a fitted regression line, for the left anterior temporal pole and right anterior hippocampus.

Table 5.2: effects related to pre-experimental familiarity

<table>
<thead>
<tr>
<th>Anatomical Description</th>
<th>#voxels</th>
<th>Z score (p&lt;0.001)</th>
<th>MNI (x y z)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Inter-subject - Positive correlation familiarity &amp; identity:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familiarity &amp; (Between - Within)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>aTP L</td>
<td>26</td>
<td>5.27</td>
<td>-45 0 -39</td>
</tr>
<tr>
<td>R</td>
<td>1</td>
<td>3.09</td>
<td>63 -6 -33</td>
</tr>
<tr>
<td>aHipp R</td>
<td>34</td>
<td>4.14</td>
<td>24 -12 -27</td>
</tr>
<tr>
<td>SFG L</td>
<td>28</td>
<td>4.16</td>
<td>-6 18 69</td>
</tr>
<tr>
<td><strong>B. Inter-subject - Positive correlation familiarity &amp; physical:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familiarity &amp; (Within - Identical)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcarine sulcus</td>
<td>46</td>
<td>4.47</td>
<td>18 -67 15</td>
</tr>
<tr>
<td>CG</td>
<td>8</td>
<td>3.77</td>
<td>12 18 48</td>
</tr>
</tbody>
</table>

Abbreviations: aTP: anterior temporal pole; mOFC: medial orbital frontal cortex; LF: lateral fissure; STG: superior temporal gyrus; aHipp: anterior hippocampus; SFG: superior frontal gyrus; aSTS: anterior superior temporal sulcus; CG: cingulate gyrus; L: left; R: right hemisphere.
5.4.3 Familiarity modulation of facilitation priming response

The extent of familiarity did not modulate an identity categorical effect, neither in the gender judgement task (Linear component: $F_{1.9} = 1.5, P = 0.24$) nor in the familiarity decision tasks ($F_{1.10} = 0.35, P = 0.85$). The last comparison was tested only on pairs with familiarity levels of 1.5 and above, as there were not enough correct responses for less familiar pairs. The lack of pre-experimental effects on identity categorical priming effects is not surprising. As for the gender experiment, there was weak evidence that identity processes are involved in this process to begin with (see 5.2). With regards to the familiarity decision, the responses are limited only to those faces with which subjects were familiar with prior to the experiment, hence rendering the design insensitive to any possible effect of pre-experimental familiarity.

5.5 GENERAL DISCUSSION

The aim of this part of the thesis was to explore the hierarchical structure of face identity processing. As predicted, evidence for physical and identity representations of faces was observed. It was also shown that the goal of the observer (i.e. task requirement) affects which of these two types of representation is most likely to be used, with similarity judgements and perceptual discrimination relaying more on continuous physical representations and identity classification and discrimination relying more on categorical identity representations. Second, I demonstrated that these two processes are dissociated anatomically in the brain, and this hierarchy is along a posterior-anterior anatomical axis. Posterior regions (IOG) represent physical properties of a face while more anterior regions (FFG) represent the identity of a face. An additional level of the hierarchical structure of identity involved anterior temporal regions (aTP, aHipp). These regions modulated their sensitivity to identity change as a function of the extent of subjects' familiarity with the face set and are suggested to be involved in representing semantic information. An additional priming experiment revealed that familiarity decisions are affected by shifts across
identity boundaries. Hence it is suggested that familiarity decision involves processes within the FFG. The absence of modulation by the extent of familiarity with the faces in the familiarity priming experiment might suggest that these processes did not involve representations encoded in the anterior temporal pole. In contrast, the priming gender experiment did not show robust effects of either identity or physical changes in the morphs. This might suggests that gender decision primarily involves other regions than the ones observed in this fMRI experiment.

Building on these results, the aim of the next chapter is to explore in more detail the type of representations and processes that occur in the early stages of face processes, specifically focusing on posterior occipital regions.
"I should know you again if we did meet,"
Humpty Dumpty replied in a discontented tone...
"You're so exactly like the other people."

"The face is what one goes by, generally," Alice remarked in a thoughtful tone.

"Your face is the same as everybody has - the two eyes, so-" (marking their places in the air with his thumbs) "nose in the middle, mouth under.
It is always the same. Now if you had the two eyes on the same side of the nose, for instance - or the mouth at the top - that would be some help."

(Lewis Carroll, Alice in Wonderland).
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In their seminal paper 'understanding face recognition' Bruce and Young (1986) acknowledged that the description of early face processes i.e. the structural encoding phase was vague and underspecified, and that more work was needed to establish a more precise specification of this phase. The aim of this part of the thesis is to explore the question as to what precisely early face processing encompasses.

This part of the thesis was based on two working assumptions. The first, a functional assumption, postulated that distinct types of visual face information are processed separately in early stages, while at later stages this information is integrated to generate the conscious perception of a face as we experience it. The second assumption relates to the neurophysiological structure of the brain: where it is assumed that posterior occipital regions are associated with lower levels of computation than those occurring in more anterior regions, in effect reflecting a posterior – anterior hierarchical gradient as observed in Chapter 6.

Two types of functional dissociations were investigated. The first (Chapter 6) relates to the nature of the visual input to the cortex. Specifically, there are two different pathways by which visual information projects to the cortex: the parvo- and the magno cellular pathways. These two pathways differ in the spatial frequency information they convey. The experiment tests for anatomical dissociation in posterior occipital cortices between processes related to the different spatial frequency bands (SF). The chapter includes a review of the relevant literature on spatial frequency role in face processing and the presentation of an fMRI experiment.

The second functional dissociation that was tested is based on cognitive definitions of the different types of information within a face, namely features and configuration (Chapter 7). Again, it starts with a literature review and continues with a description of a behavioural and an imaging work that tested the role of featural and configurational information in face processing. The chapter concludes with a description of a follow up behavioural work that focused on individual differences in sensitivity to featural and configurational information and the way in which this sensitivity affects face recognition.
CHAPTER 6:

PROCESSING SPATIAL INFORMATION FROM A FACE

6.1 INTRODUCTION

6.1.1 Two sub-cortical visual pathways

In a visual scene, luminance and contrast changes can be described along a frequency dimension. Using Fourier’s algorithms it is possible to transform the spatial information in an image into spectra of frequencies (Campbell and Green, 1965). Slow changes of luminance in an image can then be described as low spatial frequency (LSF) information. An image that contains only LSF information looks fuzzy and blurred depicting mostly crude information in the image (see Fig. 6.1). On the other hand, rapid and abrupt changes of luminance (such as contour lines) can be described as having mostly high spatial frequency (HSF) information. A line drawing is an example of an image that contains mostly HSF information (see Fig. 6.1). HSF information is associated with the fine detailed information in an image (Morrison and Schyns, 2001).

Somewhat surprisingly (as for us humans we cannot consciously dissociate the information from different frequencies) it turns out that processes that take place in the mammals’ eye can be described using spatial frequency filters, where the visual input is separated into different SF components (see de Valois and de Valois, 1990 for review). The different frequencies are conveyed by two sub-cortical pathways: the magno- and the parvo-cellular (MC, PC, respectively). These two pathways
express different types of information regarding a stimulus (Hubel and Wiesel, 1977; Bullier, 2001; Bar, 2003; Lamme, 2001). MC inputs have larger receptive fields and are more sensitive to LSF information (SF < 1.5 cycle/degree, Skottun, 2000). MC inputs are also sensitive to rapid temporal changes in the environment especially in the periphery and convey information faster than the PC pathway (Nowak and Bullier, 1997). The latter by comparison has smaller receptive fields and is more sensitive to HSF information (SF > 1.5 cycle/degree, Skottun, 2000), colours and foveal vision. Thus these two pathways can be described as providing a coarse and fine representation of the visual world, respectively (Bullier, 2001; Bar, 2003). Based on neurophysiology research, it has been suggested that to some extent the SF segregation is maintained beyond V1/V2 (i.e. in higher visual areas; Shipp and Zeki, 1995). Furthermore, it is known that the dorsal pathway, especially the middle temporal cortices, receives the majority of its input from the MC pathway (Shipp, 2001). Psychophysical research using adaptation techniques have also demonstrated that these SF channels could be selectively compromised, suggesting a degree of independence (e.g. Blackmore and Campbell, 1969).

### 6.1.2 The coarse-to-fine and the flexible usage hypotheses

The coarse-to-fine hypothesis is one of the most influential ideas regarding the differential role of low SF (i.e. coarse) and high SF (i.e. fine) in processing visual information (e.g. Mar, 1982; Parker and Costen, 1999, Lamme 2001; Bullier, 2001; Bar 2003). This hypothesis states that low SF information arrives in the brain before high SF (see above) and generates an initial coarse image representation that constrains and facilitates the latter high SF processing that extracts fine detailed information from an image.

Using complex visual stimuli and faces, Parker et al. (1992) were the first to provide evidence for the coarse-to-fine hypothesis. They presented subjects with a rapid sequence of spatially filtered images, in two different orders either LSF-then-HSF or HSF-then-LSF. They showed that subjects perceived the first sequence, LSF-then-HSF as having a better quality compare to the second (Parker et al., 1992). In a different experiment, subjects mistook more frequently the LSF-then-HSF sequence as being a non-filtered image compare to the HSF-then-LSF sequences (Parker et al.,
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1997). A similar advantage in processing LSF-then-HSF sequences was demonstrated using hybrid images (Schyns and Oliva, 1994).

Based on neurophysiological findings, several neuroanatomical models have been proposed for this coarse-to-fine hypothesis (Lamme, 2001; Bullier, 2001; Bar, 2003). MC pathways are suggested to generate an initial crude representation in V2 (Lamme, 2001), in dorsal parieto-occipital regions (Bullier, 2001) or in frontal cortices (Bar, 2003). The crude representation is then projected back to early visual areas (Lamme, 2001; Bullier, 2001) or to the ventral stream (Bar, 2003) to facilitate fine detailed analysis and to guide the binding of features into a whole object.

A flexible usage of the SF hypothesis was suggested by Morrison and Schyns (2001). Here, LSF and HSF information are used flexibly, depending on the goal of the observer. Using hybrid SF faces (e.g. LSF extracted from an angry female face and superimposed on an HSF image of a happy male face) they demonstrate that different tasks recruit different SF information (Schyns and Oliva, 1999). For example, judgement of whether a face is expressive or not is more dependent on the HSF information, while categorization of the expression relies more on LSF information than HSF. These findings suggest that distinct task demands influence the type of information extracted from different SF channels, which means that they remain dissociable to some extent and that they are susceptible to top down modulation.

### 6.1.3 SF information and facial identity processing

SF information has also been investigated in the context of identity processing with the aim to determine the critical bandwidth for face identity processing. Some researchers have shown that LSF information is particularly important for encoding face identity (Harmon, 1973; Ginsburg, 1978), though others challenge the LSF information superiority hypothesis and suggest that HSF information is more important for face recognition (Fiorentini et al., 1983, Vuilleumier et al., 2003) or that the critical bandwidth for identification is in the middle SF range (8-13 cycle/face, Nasanen, 1999; Ojanapaa and Nasanen, 2003).

An interesting study by Le Grand et al. (2003) has reported that early deprivation of LSF visual information (due to cataract at birth) impairs configural processing of a
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face. This suggests some role of LSF in face processing, though the effect on face processing beyond the lab context was not reported (Le Grand et al., 2003) for example do these patients have impaired face perception, or impaired face recognition?

The differential role of SF information in face processing has also been investigated using electrophysiological methods. Recordings from face selective cells in macaques’ superior temporal sulcus did not report any differential SF responses, i.e. the cells responded equally well to a filtered face with either HSF or LSF information (Rolls et al., 1985). Intracranial ERP studies have demonstrated that N200 (a face specific ERP wave) recorded from humans’ ventral occipito-temporal cortex is weaker and emerges later for line drawing (i.e. HSF) compared to blurred (i.e. LSF) faces. Similar results were obtain using scalp recording, in which weaker N170 responses were observed for HSF compared to LSF and full band faces (Goffuax et al., 2003a), an effect that was also modulated by task (Goffuax et al., 2003b).

6.1.4 Computational models

Daily and Cottrell (1999) created a neuronal network with two modules, each receiving a different SF input. They trained the network on two tasks: the first task was to distinguish between faces and different types of objects (e.g. cups, books) and presumably reflects face detection mechanism; the second task was to distinguish between individual faces, and hence taps to recognition processes. They found that the module that received low SF input was more efficient in categorizing faces from different objects and was also more dominant in a face identity discrimination task. They concluded that a specialized face processor -for detecting and recognizing faces- is likely to rely more on low than high SF information (Daily and Cottrell, 1999).

The lattice model (Lades et al., 1993) is another computational network that separates an image into different SF bands. This network has two layers. The first layer is a matrix superimposed on a 2-D image (such as the image encoded by the eye), with each point of the matrix acting as the centre of a receptive field. An image
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is described in terms of the different SF components and their 2D orientations at each point. This is achieved by using a set of kernel functions called Gabor jets. The second layer of the network is suggested to store information about a particular face using a similar matrix layout. Having limited warping between the two representations allows for a match or non-match decision to be obtained for recognition purposes.

In order to increase efficiency and reduce the degrees of freedom in this matrix, Wiskott et al., (1997) suggested fixing points (jets) based on a-priori knowledge of the canonical structure of a face (1\textsuperscript{st} order configuration), i.e. critical landmarks, such as the corner of the eyes, eyebrow etc. These points are termed fiducial points. The location of the fiducial points is encoded with respect to a prototypical face (Biederman and Kalocsai, 1997). Using this method it was possible to demonstrate how face recognition can be achieved by decomposing a face into different SF information components and comparing the output to a stored representation with a similar format (i.e. second layer). Such a model would predict separate representations of different SF bandwidths and that regions that are involved in face recognition (as suggested here the FFG, see Chapters 1, 5) maintain the SF separation (i.e. different Gabors jets). This computational network also suggests also that all SF bands are critical to face processing.

6.1.5 Neuroimaging studies

Despite a considerable literature on the role of SF in face processing, there have been remarkably few neuroimaging studies to date using face-stimuli at different bandwidths. Two recent fMRI studies reported differential activations for high- and low-pass faces during a gender-decision task (Vuilleumier et al., 2003; Eger et al., 2004). Specifically, bilateral FFG and IOG showed stronger activation for HSF faces than LSF faces (Vuilleumier et al., 2003; Eger et al., 2004). Conversely, LSF faces show stronger activation in bilateral parieto-occipital cortex (Vuilleumier et al. 2003), or in the calcarine sulcus (Eger et al., 2004). Others (lidaka et al., 2004) argue for hemispheric differences and showed that only the left FFG and the left IOG responding more strongly to HSF compared to LSF filtered faces and houses - neither hemisphere showed larger activation for LSF compared to HSF visual
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information (lidaka et al., 2004). Integration of LSF and HSF information from a face was observed in the FFG (Vullemier et al., 2003; Eger et al., 2004).

One caveat of the above studies is that the SF manipulation is confounded with other visual differences between the filtered images (e.g. contrast, energy, luminance). More importantly, stimulating only partial SF bands might have led to changes in face processing strategy in order to adapt to the limited amount of information available (see also Morrison and Schyns, 1999). Therefore, in the present fMRI study, I avoided any effects due to stimulation of only one or other SF range, by always presenting information in both HSF and LSF ranges conjointly, using ‘hybrid’ stimuli. In a hybrid image different LSF and HSF filtered faces are superimposed (e.g. Schyns and Oliva, 1999; see Fig. 6.1). This technique has previously been used successfully in one other fMRI study (Winston et al., 2003). However, this latter study focused on the role of distinct SF for processing facial expression, whereas the present study is specifically concerned with neural activity associated with repetition of face identity in different SF ranges, i.e. testing the SF effects of face individuation processing.

Here, differential SF sensitivity was tested using an immediate repetition paradigm (i.e. fMRI-adaptation paradigm Grill-Spector et al., 1999). Within the hybrid stimulus, a given HSF or LSF face could be either repeated or changed across successive trials independently (Fig. 6.1). The rationale behind the analyses was that sensitivity to a particular SF (say, LSF information), would be revealed by repetition-related decreases in activation specific to that particular SF range (e.g. decreases for repetition of LSF information). By contrast, the same region would not be affected by repetition in the other range (e.g. HSF). Any brain region mediating face processing that can draw on face information from both SF ranges should be modulated by repetitions in either LSF or HSF.

Finally, I manipulated the observer’s attention to one or other SF range during presentation of the hybrid faces. This was done in order to avoid uncontrolled spontaneous allocation of attention to one particular range. It also enabled me to test whether repetition for a given SF range might depend on selective attention to that range. Moreover, directing attention to specific aspects of sensory stimuli is known
to enhance fMRI evoked responses in brain regions that are involved in processing those attended aspects (O'Craven et al., 1999; Vuilleumier et al., 2001). Note that in this instance, the predicted effects of attention is in the opposite direction to the predicted effect of stimulus repetition, evoking an increased activation for attended properties (O'Craven et al., 1999) rather than decreased activation for repeated properties of a particular stimulus (Grill-Spector et al., 1999, 2001; Eger et al., 2004; Rotshtein et al., 2005).

6.2 METHODS

Subjects. 15 healthy volunteers participated in the brain imaging experiment (8 females, mean age 29.5y, range 22-43y, all right handed). All had normal vision, no past neurological or psychiatric history and no structural brain abnormality. One subject failed to perform the task and was excluded from the analysis.

Stimuli. 56 faces (28 females) with neutral expression were chosen from the Karolinska Directed Emotional Faces set (KDEF, Lundqvist and Litton, 1998). 56 faces with fearful expression\(^1\) and 18 additional faces from the same set served as fillers (see below). Faces (experimental and fillers) were achromatic and edited so that different ‘inner’ facial features were placed within an identical unisex face outline (i.e. hair style, ears, chin contour, neck and shoulders, see Fig. 6.1a). This latter manipulation was implemented to avoid a possible confound due to different SF information in the ‘outer’ and ‘inner’ features of a face, as it is likely that ‘outer’ features varied more in LSF than in HSF range. Moreover, I wanted to constrain the effect of the experimental manipulation to the ‘inner’ features of a face, as it is commonly assumed that they are more crucial for face processing than ‘outer’ features (Haig, 1986). In addition, oddball target stimuli (Fig. 6.1b), were created by inverting the inner face features within the upright outline. The final image resolution was 512*512 pixels with view angle of 6.8°.

\(^1\) This experiment originally had another factor - the expression of a face (i.e. neutral or fearful). Due to an error in the programming of the experiment one cell was not presented to the subjects, creating an incomplete factorial design with a missing cell. As it turned out, the expression of a face had a big effect on the results, but due to the missing cell these results were uninterruptible. Therefore, in all the subsequent analysis I did not include the faces with the fearful expressions and they were treated as fillers. This obviously resulted in lost of sensitivity, as more than half of the stimuli in the experiment were not included in the final analysis.
Using Fourier transformation, the images were transformed to frequency space and were filtered using a Butterworth filter (Winston et al., 2003), set to high pass (SF > 24 cycle/image; viewed as SF > 3.52 cycle/degree) or low pass (SF < 8 cycle/image; viewed as SF < 1.17 cycle/degree). The distance between these filtered faces was 1.5 octaves to minimize overlaps. This cut-off was chosen to fit previous findings suggesting that MC visual pathways are sensitive to SF below 1.5 cycle/degree while PC pathways are sensitive to SF above it (Skottun, 2000). After filtering, each SF band was transformed back to the spatial dimension. Each 'hybrid' stimulus was composed of two partly overlapping filtered faces (i.e. HSF and LSF) with different

\[
\begin{array}{|c|c|c|}
\hline
\text{Att-LSF} & \text{LSF repetition} & \text{diff} \\
\hline
\text{rep} & Lrep/Hrep & Ldiff/Hrep \\
\hline
\text{att-HSF} & \text{LSF repetition} & \text{diff} \\
\hline
\text{rep} & Lrep/Hrep & Ldiff/Hdiff \\
\hline
\text{diff} & Lrep/Hdiff & Ldiff/Hdiff \\
\hline
\end{array}
\]

**Figure 6.1 Stimuli & Design**

a. Example of a stimulus used in the experiment. Stimuli were partly overlapping filtered faces. The face partially offset to the left is the LSF filtered face, perceived as more blurry, and the face in the right is the HSF filtered face, perceived as a line drawing. The side of shift for each SF filter face was random, though did not change within condition. To experience the stimulus in the same visual angle as the subjects, given the current size (i.e. 11*11 cm) one has to look at them from a ~91 cm.

b. Example for a target stimulus for the LSF attention condition. Note, that only the inner features are inverted.

identities. These two overlapping faces were offset by 30 pixels (Fig. 6.1a) as pilot testing showed it facilitated selective attention to one or other SF range as required by the task. The direction of offset was random across different stimuli sequences, but was kept constant for subsequent trials within the same sequence (e.g. a sequence of HSF repetition and LSF changing). This latter procedure was done in order to facilitate adaptation of neuronal responses in low level visual cortices, which are affected by stimuli location in the visual field.

**Procedure.** An fMR-adaptation paradigm (Grill-Spector et al., 1999) was used to test for BOLD decreases caused by immediate repetitions of the same identity at either the HSF or LSF bands, or in both, within hybrid stimuli. A given SF-filtered face could either be repeated (maximum 6 times; Lr, Hr for LSF, HSF repetition respectively) or changed (maximum 6 times; Ld, Hd for LSF, HSF differing, respectively). The number of repeated events per condition varied to disguise the experimental structure and hence control for possible attention or strategic effects that might confound the interpretation. Stimuli were presented in an event related manner with each stimulus shown for 500ms with an SOA of 1250ms.

Attention to either HSF or LSF was systematically manipulated across blocks, using an explicit cue that instructed subjects to attend only to one SF range in which inverted inner face targets could occasionally appear (the letter ‘L’ signalled attention to HSF, described to subjects as the components that looked more like “line-drawings” faces, whereas the letter ‘B’ signalled attention to LSF, described to subjects as the “blurred” faces). The cue was presented during each ISI. Subjects were instructed to maintain fixation, to attend the SF range indicated by the cue, and to report any inverted-face that appeared as quickly and accurately as possible with a button press. A target—inverted inner features—always appeared in the SF band that was cued. This was done to insure that subjects’ attention was constantly directed to a given SF. In each ‘attention’ block, about 80 hybrid faces were presented; with about 15% target stimuli, 30 upright neutral faces (constituting the experimental events), plus filler items (40 with neutral and non neutral expression, see footnote 1). The fillers were included to dilute and thus disguise the repetition manipulation. There were 4 blocks per attention condition (total 8 blocks), with 6-9s of a blank screen with just a fixation point presented centrally between each of the different
attention blocks. Each block started with the presentation of 5 fillers to avoid confounds due to task switching. The final design had three factors (Fig. 6.1c): 2 (Attention, HSF, LSF) by 2 (LSF repetition: Lr, Ld) by 2 (HSF repetition: Hr, Hd). Note that visual stimuli always contained both HSF and LSF information and sensitivity was tested by comparing responses separately within each SF range (e.g. sensitivity to HSF was tested by comparing Hd vs. Hr).

Prior to scanning, subjects practiced the task. After the fMRI experiment, they were debriefed and asked whether they had noticed any structure in the order in which stimuli appeared. None reported noticing repetition, presumably thanks to the fillers and the varied number of events per condition.

**Imaging.** A Siemens 1.5T Sonata system (Siemens, Erlangen, Germany) was used to acquire 26 oblique slices, 3 mm thickness, with a 1.5mm gap and an in-plane resolution of 3*3*4.5 mm³, with 64*64/900/50msec/2340sec (matrix/FA/TE/TR) see **Chapter 2** for more details.

**Data Analysis.** Pre-processing included spatial realignment, normalization and smoothing (see **Chapter 2** for more details).

The first-level design matrix included eight regressors each depicting the onset of each event for the eight experimental conditions (recall the 2x2x2 design), with fillers and targets modelled separately. The regressors were convolved with the canonical HRF (Friston et al., 2003). In addition, the 6 movement parameters obtained from the realignment procedure were included in the design matrix, to correct for possible artefacts due to head movement.

Consistent effects across subjects (second level analysis, random effects model, Friston et al., 1999) were tested using the resultant contrast images from the first level in one-sample t-tests. Conjunction analyses (Friston et al., 1999) were also used in order to test for cortical regions sensitive to repetition in both high and low SF and to test for cortical regions that showed reduced activation for a specific SF repetition and an increase when attending to that particular SF range. These conjunction
analyses were calculated using repeated-measure ANOVAs with correction for violation of sphericity at the second level.

A further analysis was performed on the maxima activation in occipito-temporal cortices obtained in the above analysis in SPM in order to establish functional-anatomical dissociations. Using repeated-measure ANOVAs in SPSS a region-by-condition interaction, with 2 (regions) by 2 (HSF: Hr, Hd) by 2 (LSF: Lr, Ld) factors collapsed across the attention factor was computed. All reported results were Greenhouse-Geisser corrected to account for possible violation of sphericity.

Finally, to asses selectivity of SF repetition decreases, an ‘adaptation ratio’ was calculated for each SF band by dividing the estimated response for the SF repeated condition by the corresponding response for the non-repeated conditions, taken from peaks activation obtained from the SPM second level analysis (see above), separately for each subject (similar to Grill-Spector et al., 1999; Rotshtein et al., 2001). Note that a higher ratio indicates less repetition-related decrease. Paired t-tests were used to compare adaptation ratios for the two SF ranges within each region.

6.3 RESULTS

There was no significant difference in subjects’ performance in detecting LSF compared to HSF inverted-face targets. Correct responses were 92.41±2.0% and 91.5±9.4% and reaction times were 637 ± 71.3sec and 632 ± 67.1sec for the LSF and HSF attention conditions, respectively. This suggests that any differences between the two SF attention conditions can not be explained by differences of task demands and attention load.

The focus of this thesis is in dissociating processes within occipito-temporal cortices (see Chapter 1). Therefore I concentrated on activations from these regions, but for completeness, in the tables I reported all regions showing significant effects above threshold of $P < 0.001$ uncorrected. No above threshold interactions between attention and SF repetition or between LSF and HSF repetition were observed in occipito-temporal cortices. Therefore, I only reported main effects and conjunctions.
Sensitivity to HSF information in a face was tested by comparing the conditions where this information repeated to those where it differed (i.e. Hd > Hr). Reduced fMRI signal for HSF repetition, independent of LSF repetition was observed in the right IOG (Fig. 6.2a) and the left inferior temporal gyrus (ITG; Table 6.1a). In both these regions, decreases for HSF were significantly larger than that of LSF face repetition (Table 6.1b). The magnitudes of these decreases were quantified by calculating their adaptation ratios. The right IOG showed smaller adaptation ratio (indicating greater reduction in signal) for the repetition of HSF compared to LSF faces ($t_{13} = 2.36, P < 0.05$; Fig. 6.2a), whereas the left ITG showed no significant difference in adaptation ratios for different SFs ($t_{13} = 0.13, P = 0.9$). Therefore, the right IOG is suggested to be the only region that showed a clear preferential response to HSF relative to LSF information in faces, while the left ITG showed only a tendency. Selective attention to HSF faces did not affect right IOG activity, but affected left ITG activity. This is demonstrated by a conjunction analysis that tested for areas that showed increased activation with explicit attention to HSF and decreased activation for repetition of HSF faces (Table 6.1c).

<table>
<thead>
<tr>
<th>Anatomical Description</th>
<th>Z score</th>
<th>MNI x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Main effect of HSF repetition: HSF-diff &gt; HSF-rep</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IOG R</td>
<td>3.64</td>
<td>36</td>
<td>-84</td>
<td>-9</td>
</tr>
<tr>
<td>IOG L</td>
<td>3.28</td>
<td>48</td>
<td>-66</td>
<td>-12</td>
</tr>
<tr>
<td>ITG L</td>
<td>3.45</td>
<td>42</td>
<td>-24</td>
<td>-27</td>
</tr>
<tr>
<td>SFG M</td>
<td>3.73</td>
<td>3</td>
<td>3</td>
<td>69</td>
</tr>
<tr>
<td>B. Main effect HSF repetition &gt; LSF repetition: (HSF-diff &gt; HSF-rep) &gt; (LSF-diff &gt; LSF-rep)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IOG R</td>
<td>2.61</td>
<td>54</td>
<td>-63</td>
<td>-9</td>
</tr>
<tr>
<td>IOG L</td>
<td>2.53</td>
<td>33</td>
<td>-87</td>
<td>-9</td>
</tr>
<tr>
<td>ITG L</td>
<td>3.52</td>
<td>-54</td>
<td>-24</td>
<td>-27</td>
</tr>
<tr>
<td>SFG M</td>
<td>3.48</td>
<td>3</td>
<td>6</td>
<td>69</td>
</tr>
<tr>
<td>ACG L</td>
<td>3.89</td>
<td>-15</td>
<td>27</td>
<td>-6</td>
</tr>
<tr>
<td>C. Conjunction HSF repetition &amp; HSF attention: (HSF-diff &gt; HSF-rep) &amp; (attention HSF &gt; LSF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITG L</td>
<td>3.03</td>
<td>-42</td>
<td>-24</td>
<td>-27</td>
</tr>
<tr>
<td>D. Main effect HSF Attention: HSF &gt; LSF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Non significant

IOG: inferior occipital gyrus; ITG: Inferior temporal gyrus; SFG: superior frontal sulcus; aCG: anterior cingulate gyrus; M: middle; L: left; R: right hemisphere. Minimum T(26)=1.89 used for the conjunction analysis.
Part III: Early face Processing

Conversely, reduced fMRI signal for repetition of LSF faces, independent of any HSF components of the hybrid stimuli, were found in bilateral MOG and in the right middle FFG (Table 6.2a, Fig. 6.2b). Only in the left MOG was reduced activation for LSF-repetition more pronounced than that for HSF-repetition (Table 6.2b), this was also evident as a difference in the adaptation ratios (left MOG: \( t_{13} = 2.26, P < 0.05 \), Fig. 6.2a; right MOG: \( t_{13} = 0.866, P = 0.4 \); right FFG: \( t_{13} = 0.845, P = 0.41 \)). Thus, the left MOG is the only region showing a clear preferential response for LSF relative to HSF information in faces, while the right MOG and the mid-FFG only showed a tendency to prefer LSF information. Selective attention to LSF increased activation in bilateral MOG and the right mid FFG. Similarly, a conjunction analysis revealed that the above foci that showed increased activation following LSF-attention overlapped with the region that showed decreased activation during repetition of LSF faces (Tables 6.2c,d).

<table>
<thead>
<tr>
<th>Table 6.2: Low spatial frequencies (LSF) effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatomical Description</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td><strong>A. Main effect of LSF repetition:</strong></td>
</tr>
<tr>
<td>LSF-diff &gt; LSF-rep</td>
</tr>
<tr>
<td>MOG L</td>
</tr>
<tr>
<td>MOG L</td>
</tr>
<tr>
<td>MOG R</td>
</tr>
<tr>
<td>MOG R</td>
</tr>
<tr>
<td>MOG R</td>
</tr>
<tr>
<td>mFFG R</td>
</tr>
<tr>
<td>PCS L</td>
</tr>
<tr>
<td>PCS L</td>
</tr>
<tr>
<td>IPS R</td>
</tr>
<tr>
<td><strong>B. Main effect LSF repetition &gt; HSF repetition:</strong></td>
</tr>
<tr>
<td>(LSF-diff &gt; LSF-rep) &gt; (HSF-diff &gt; HSF-rep)</td>
</tr>
<tr>
<td>MOG L</td>
</tr>
<tr>
<td><strong>C. Conjunction LSF repetition &amp; LSF attention:</strong></td>
</tr>
<tr>
<td>(LSF-diff &gt; LSF-rep) &amp; (attention LSF &gt; HSF)</td>
</tr>
<tr>
<td>MOG L</td>
</tr>
<tr>
<td>MOG R</td>
</tr>
<tr>
<td>mFFG R</td>
</tr>
<tr>
<td>IPS R</td>
</tr>
<tr>
<td><strong>D. Main effect LSF Attention: LSF &gt; HSF</strong></td>
</tr>
<tr>
<td>MOG L</td>
</tr>
<tr>
<td>MOG R</td>
</tr>
<tr>
<td>IFG R</td>
</tr>
<tr>
<td>IPS R</td>
</tr>
<tr>
<td>IPS L</td>
</tr>
</tbody>
</table>

Corrected for whole brain: ** p<0.05-voxel level.
MOG: middle occipital gyrus; mFFG: middle fusiform gyrus; PCS: precentral sulcus; IPS: intraparietal sulcus; IFG: inferior frontal gyrus; L: left; R: right hemisphere. Minimum \( T(26)=2.43 \) in the conjunction analysis.
Finally, reduced activation following repetition of either HSF or LSF (or both) was observed bi-laterally in the ventral cortical visual stream with a larger effect in the right posterior FFG (Fig 6.2c, Table 6.3). This repetition sensitivity, common to both SF ranges, was revealed by a conjunction analysis, testing for regions showing decreased activation during the repetition of either of the two SFs (HdLd > HrLd + HdLr) and increased activation for changes in either of the SFs (HrLr < HrLd + HdLr). Interestingly, there was no significant interaction between repetition of LSF and of HSF faces in the right FFG ($F_{1,13} = 0.657$, $P = 0.4$) but only significant SF repetition effects (HSF: $F_{1,13} = 12.1$, $P < 0.005$; LSF: $F_{1,13} = 18.6$, $P < 0.001$). This suggests that in the context of the current experiment, SF information converged but did not interact in the right FFG. This was further demonstrated as a significant linear component in the pattern of activation of the right posterior FFG ($F_{1,13} = 29.4$, $P < 0.001$; see also Table 3B and Fig. 6.2c). In accordance with the above there was no significant difference in adaptation ratios of HSF and LSF faces ($t_{13} = 0.851$, $P = 0.4$).

The results suggest a possible functional-anatomical dissociation between the FFG, right IOG and left MOG. This dissociation was tested using a region-by-condition interaction with regions (IOG or MOG, FFG), LSF and HSF repetition conditions as factors. A differential response for LSF was observed for the right IOG and right FFG (interaction of region-by-LSF: $F_{1,13} = 5.1$, $P < 0.05$) where only the latter showed a reduced response to repetition of LSF faces. However, both regions show similar reductions in their response for repetition of HSF (main effect HSF: $F_{1,13} = 23$, $P < 0.001$; with no interaction of region-by-HSF: $F_{1,13} = 0.2$, $P = 0.6$). Conversely, the right FFG differed significantly from the left MOG in response to HSF repetitions (interaction of region-by-HSF: $F_{1,13} = 7.1$, $P < 0.05$), demonstrating that only the former response was modulated by repetition of HSF faces, while both regions showed similar reductions in their response to LSF repetition (main effect LSF: $F_{1,13} = 36$, $P < 0.001$; with no interaction of region-by-LSF: $F_{1,13} = 0.48$, $P = 0.5$). This confirms that the right posterior FFG as opposed to right IOG and left MOG, showed no selective repetition decrease for one or the other SF; instead this region adapted equally to information from both SF bands, while the right IOG sensitivity was selective to HSF information and the left MOG was selective to LSF information.
Figure 6.2: Spatial frequency specific effects

On the left, statistical parametric maps depicting regions sensitive to HSF (a) LSF (b) and both (c) information in a face, across subjects (threshold $P < 0.001$, uncorrected), overlaid on coronal and sagittal T1 images of one subject. In the middle, the histograms show the averaged estimated response for four conditions (collapsed across attention) taken from the maxima voxel marked with blue crosshairs and a white circle, for which coordinates are given above each histogram (in MNI space). On the right, averaged adaptation ratio across subjects for the same maxima voxels, calculated by dividing the 'repetition' by the 'different' conditions, performed separately for each SF. The higher the bar, the less repetition decrease was observed (see Methods). Acronyms: LSF/HSF: low/high spatial frequency; rep (r): repeat; diff (d): different; IOG: inferior occipital gyrus; MOG: middle occipital gyrus; FFG: fusiform gyrus; L: left; R: right.
Table 6.3: Convergence of HSF & LSF repetition effects

<table>
<thead>
<tr>
<th>Description</th>
<th>Z score</th>
<th>MNI (x, y, z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatomical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pFFG</td>
<td>R 5.07**</td>
<td>33 -54 -15</td>
</tr>
<tr>
<td>IOG</td>
<td>L 3.65</td>
<td>-27 -78 -15</td>
</tr>
<tr>
<td>MOG</td>
<td>L 3.52</td>
<td>-24 -90 -3</td>
</tr>
<tr>
<td>MOG</td>
<td>R 3.50</td>
<td>-39 -87 0</td>
</tr>
<tr>
<td>STS</td>
<td>R 3.47</td>
<td>39 -4 -6</td>
</tr>
</tbody>
</table>

A. Conjunction HSF & LSF:

(Hrlr < Hdlr + Hrlr) & (Hdlr + Hrlr < Hdlr)

B. Linear change in SF repetition:

Hrlr < Hdlr < Hrlr < Hdlr

<table>
<thead>
<tr>
<th>Description</th>
<th>Z score</th>
<th>MNI (x, y, z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pFFG</td>
<td>R 4.43</td>
<td>36 -51 -15</td>
</tr>
<tr>
<td>IOG</td>
<td>R 3.75</td>
<td>36 -81 -6</td>
</tr>
<tr>
<td>IOG</td>
<td>L 3.75</td>
<td>-24 -90 -3</td>
</tr>
<tr>
<td>MOG</td>
<td>L 3.63</td>
<td>-36 -87 6</td>
</tr>
<tr>
<td>PCS</td>
<td>R 3.88</td>
<td>24 -12 60</td>
</tr>
</tbody>
</table>

Corrected for whole brain: ** p<0.05-voxel level.
pFFG: posterior fusiform gyrus; IOG: inferior occipital gyrus, MOG: middle occipital gyrus; PCS: pre-central sulcus; STS: superior temporal sulcus; L: left; R: right hemisphere. Minimum T(28)=2.26 used for the conjunction analysis.

6.4 DISCUSSION

This study demonstrated that visual information from different SF channels is susceptible to both dissociable and common processing in distinct occipito-temporal cortical regions (Figs. 6.2 and 6.3). Specifically, posterior occipital regions showed sensitivity to one or other SF, with the right IOG being primarily sensitive to repetition of high SF information (Figs. 6.2a and 6.3, Table 6.1) and the left MOG being sensitive to repetition of low SF information of a face (Figs. 6.2b and 6.3, Table 6.2). By contrast, a more anterior region, the right FFG showed sensitivity to repetition of either high or low SFs (Figs. 6.2c and 6.3, Table 6.2). Two additional anterior foci along the ventral stream showed a degree of preferential responding to SF, as indicated by both the repetition and the attention manipulation, with the right mid-FFG being sensitive to LSF and the left ITG responding to HSF information from a face. These results show that within occipital-temporal cortices different regions are involved in processing different SF information from a face suggesting they have a different role in processing faces.
Figure 6.3: Overview of SF effects

The effects of interest are overlaid on a single subject T1 image ($P < 0.001$, uncorrected). Green depicts the region showing sensitivity to HSF (i.e. Hd > Hr, collapsed across LSF and attention factors). Blue depicts the regions showing sensitivity to LSF information (i.e. Ld > Lr, collapsed across HSF and attention factors). Red depicts regions showing sensitivity to either HSF or LSF calculated by a conjunction contrast, whereby change in either and in both types of SF information produced differential responding compared to that of repetition in either and in both SF (see Table 6.3A, and 6.3 Results). Note that posterior regions showing sensitivity to either HSF (green) or LSF (blue), while the posterior FFG shows sensitivity to both (red) with more anterior parts of it showing some preferential responding to LSF (blue).

The dissociation of SF information reported here in posterior occipital cortices accords with previous findings that demonstrate more activation for HSF compared to LSF faces in the right IOG (Vuilleumier et al., 2003; Eger et al., 2004) and a larger response to LSF compared to HSF faces more dorsally in bilateral parieto-occipital cortex (Vuilleumier et al., 2003). However others have reported increased activation for LSF faces in more mid-posterior cortices i.e. the calcarine sulcus rather than in more dorsal regions (Eger et al., 2004) as observed here.

It is worthwhile noting that this functional dissociation may reflect a more general organization of posterior occipital cortices and hence may not be limited to face processing. As described above one branch of the magno-cellular pathways, (associated with low SF) projects to the dorsal occipital cortex, specifically to a region involved in processing motion information i.e. MT/V5 (Shipp et al., 1995), which is in the vicinity of the left MOG, with the latter being involved in the processing of LSF information, as suggested here.

Some tendencies for preferential processing of SF information were also observed in more anterior regions along the ventral stream. The left ITG showed a tendency to
prefer HSF compared to LSF information in a face. This is in accordance with previous studies where larger responding to HSF compared to LSF faces was observed in the left ITG (Vuilluemier et al., 2003; Idaka et al., 2004). The right FFG showed some preferential tendency to LSF compared to HSF information in a face; this contradicts others who showed a stronger response to HSF compared to LSF in the right FFG (Vuilluemier et al., 2003; Eger et al., 2004) or no specific SF preference in this region (Idaka et al., 2004). This discrepancy may arise for several reasons. The first relates to the different ways in which SF regional responses were determined, here as repetition decreases, while in other studies as the amplitude of response to a specific SF band (Vuilluemier et al., 2003; Eger et al., 2004; Idaka et al., 2004). Second, the stimuli used here were different; recall that I used a hybrid face, presenting simultaneous information for both HSF and LSF, while in the other studies only one SF band was presented at a time. Thirdly, these discrepancies can arise due to differences in task requirements, here the detection of an inverted face while others used gender decision tasks (Vuilluemier et al., 2003; Eger et al., 2004).

Interestingly, dissociable effects were observed even though repetition was manipulated only on a selection of the visual stimuli, either on of the low or high SF components of the hybrid face. This supports the idea that HSF and LSF information are processed independently, even when presented within a single image, as is the case in natural images.

Importantly, besides dissociable LSF and HSF responses in posterior occipital cortices, a distinctive pattern with common sensitivity to a broad SF range in faces was found in the right FFG. This region showed a different profile compared to either right IOG or left MOG, as it did not show any preferred SF information in faces. Note, however, that the current study was not designed to test for integration of SF processes but for dissociation between them. Therefore, it is only demonstrated that right FFG sensitivity was for repetition of both SFs in an additive fashion with no interaction. Others have shown that right FFG can also integrate SF information (Vuilluemier et al., 2003; Eger et al., 2004).

The results suggest that selective attention and stimulus-repetition provide orthogonal measures of sensitivity to different properties of visual stimuli. BOLD
responses in bilateral MOG decreased for events in which LSF faces were repeated and increased during blocks in which attention was directed to LSF faces (Table 6.2). On the other hand, right IOG sensitivity to HSF information in faces was observed only as a decreased signal for HSF repetition but not as increased activation following explicit attention to HSF faces. The lack of an HSF attention effect in the right IOG cannot be ascribed to task confounds as no such differences were observed in subjects' behaviour. Moreover, increased activation for HSF attention conditions was observed in other brain regions that showed sensitivity to the HSF repetition manipulation (i.e. the left ITG). One possible explanation for the lack of a HSF attention effect in posterior occipital cortices might relate to the observation that parvo-cellular responses are not modulated by attention as opposed to magno-cellular responses (Di Russo et al., 2001); recall that parvo-cellular pathways convey high SF information to the cortex and therefore it is not surprising that early visual regions that are receiving parvo-cellular inputs were not modulated by attention.

In conclusion, the present results support a differential cognitive role for SF in face processing. The data suggests that processes in the posterior occipital cortex, presumably reflecting early face processing separate high and low SF information in a face. This dissociation provides a plausible neuronal infrastructure that can support hypotheses such as the coarse-to-fine, and the flexible usage of SF (see 6.1, Introduction). Moreover the findings suggest that in more anterior regions (FFG) there is a convergence between SF information from faces, suggesting that it reflects higher processes within the hierarchal model compared to more posterior regions where information is segregated (i.e. IOG, MOG). However, SF preferential responding in more anterior regions need to be further explored. In the next chapter I test whether similar dissociations are revealed if information from a face is divided according to cognitive definitions.
CHAPTER 7:

PROCESSING FEATURAL AND CONFIGURAL INFORMATION FROM A FACE

7.1 INTRODUCTION

7.1.1 Defining features and configuration

Faces contain different types of information. These different types are associated with different cognitive processes, and hence might involve different brain regions. It is suggested that the elementary components in a face are its features; the shape of an eye, its colour, the shape of a nose etc. These are also known as 'first order features' (Rhodes, 1988) or 'face components' (Sergent, 1984). A face also contains configural information (Rhodes, 1988; Sergent, 1984, Maurer, 2002). Three types of configural processes have been defined (Maurer, 2002): First are processes of first-order spatial relations of facial features ($1^{\text{st}}$-conf). $1^{\text{st}}$ order relation are fixed across all faces as Humpty Dumpty points out, and are termed the canonical configuration. Essentially $1^{\text{st}}$-conf is what allows an object to be perceived as a face, e.g. eyes above nose and below forehead. Second, holistic processes of a face use gestalt grouping of facial features in which all features are processed as a group and not separately (Farah et al., 1998). Third are processes of second-order spatial relations ($2^{\text{nd}}$-conf) between the different features, i.e. distance between the eyes, distance between the mouth and the nose, distance between the eye brows and the hairline etc. There have
been several hypotheses regarding the differential role of featural and configural information in face processing and these are described next.

7.1.2 The configural approach for face processing

The configural approach to face processing argues that faces as opposed to objects are processed using configural information, specifically of the second order information utilised in a holistic way (cf. Diamond and Carey, 1986, Farah et al., 1998).

7.1.2a Cognitive research

In psychology research stemming from a configural approach to face processing relies on two main paradigms: The face inversion effect and the face context effect.

The face inversion effect - This intriguing phenomenon described first by Yin (1969) and followed by a large body of research (see Valentine, 1988 for review), demonstrates that inverting a face impairs the performances of healthy adults in face perception, recognition and identification tasks, despite that the inversion of other objects does not affect performances in the same way (Yin, 1969). A related phenomenon is the “Thatcher illusion” (Thompson 1980), whereby inverting only inner features of the face (eyes, mouth, nose) but preserving canonical first order relations results in a grotesque appearing face, however this grotesque effect is significantly attenuated if the ‘thacherized’ face is viewed upside down (Thomson, 1980; Rotshtein et al., 2001).

Failures in processing inverted faces are attributed to disruption of holistic (Young et al., 1987; Farah et al., 1998) and 2nd-conf processes (de Gelder et al., 2000; Mondloch et al., 2002). It has been suggested that the inversion of a face violates the canonical 1st-conf2 and therefore forces subjects to use a different strategy to process a face, specifically to rely more on featural information (Tanaka and Farah, 1993). In support of this latter hypothesis, it is demonstrated that the face inversion effect is
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attenuated if a face is studied on a feature by feature basis using the ‘feature explosion’ manipulation (Farah et al., 1995). However, only a few studies have directly tested the assumptions behind the inversion manipulation and the few that have suggest that inverting a face impairs both featural and configural processing (Yovel and Kanwisher, 2005). One aim of the current study was to re-visit this assumption and directly test the effect of violation of 1st-conf on featural and 2nd-conf processing.

The face context effect - The face context effect is argued to reflect holistic face processing (Maurer et al., 2002; Farah et al., 1998). It has been demonstrated that the ability to match features is enhanced if the features are presented in the context of a face in contrast to the features being presented on their own (Honma et al., 1976; de Gelder and Rouw, 2000; Bounsten and Humphreys, 2002). Identifying a single feature is also shown to be facilitated by the context of a whole face (Tanaka and Farah, 1993) and identification is impaired if two different face halves (e.g. half Bush, half Clinton) are merged to form one, compared to when they are spatially shifted (Young et al., 1987). More so, subjects are better at identifying a single feature (e.g. this is John’s nose) if it was learned in the context of an upright face compared to an inverted face, or jumble-feature face; this advantage was specific to faces and was not observed for houses (Tanaka and Farah, 1993).

7.1.2b Neuropsychological research

Neuropsychological research using the above framework suggests that prosopagnosia is associated with impaired configural processes, specifically of the holistic and 2nd-conf types (de Gelder, 2003; Joubert, 2003, Boutsen, 2002) but featural processing (de Gelder et al., 2003, Boutsen et al., 2002) and 1st-conf processing (Duchaine, 2000; Le, 2003, de Gelder, 1998, Bobes, 2003) are still intact. This hypothesis relies on findings from three paradigms.

The inversion inverted face effect – Surprisingly, some prosopagnosia patients’ were not affected by inversion while others even improved their performances on perceptual matching tasks (Farah et al., 1995; de Gelder et al., 1998). In some patients, the inversion inverted effect was not restricted to faces and was observed for other types of objects (de Gelder and Rouw, 2000), supporting the idea that these
patients have a general problem in processing configural information and their deficit is not face specific. However, not all prosopagnosic patients show an inversion inverted face effect (de Gelder and Rouw, 2000), suggesting again that prosopagnosia is a heterogeneous phenomena.

The face context effect – Some prosopagnostic patients do not show a face-context effect (Perrett et al., 1988) and in some cases features are processed even better without the face context- an inversion of the face-context effect (de Gelder et al., 2003, Boutsen et al., 2002). In some patients this inversion of the context effect is observed for houses as well as for faces (de Gelder and Rouw, 2000).

Processing of second-order spatial relations (2nd-conf) within a face is tested as subjects’ ability to detect such a change, in comparison to their ability to detect a change in features (Maurer et al., 2002). The few prosopagnosia patients that have been tested using such a stimuli manipulation in a matching task were found to be more impaired in detecting a 2nd-conf change than a feature change (Joubert et al., 2003; Barton et al., 2002, 2003).

These empirical findings suggest that while some prosopagnosic patients are impaired in configural processing, it is not the case with all; thus, undermining the hypothesis that face processing is based strictly on configural information.

7.1.2c Humans as face experts

An associated hypothesis to the role of configural information in face processing is the expertise hypothesis. Humans are experts in recognizing and identifying faces. It has being argued that as face experts, we have developed special and more efficient strategies to process them (Carey 1992; Guathier and Nelson, 2001). These strategies generate heuristics based on a-priori knowledge regarding faces (such as the knowledge of the canonical 1st-conf of a face; recall the fiducial point in the Lattice model, Biederman and Kalocsai, 1997). It has been suggested that these heuristics mostly rely on configural rather than on featural processing. Humpty-Dumpty complains (see p.139) that all faces are similar (i.e. same 1st-conf): therefore he cannot tell them apart. Humpty-Dumpty is obviously not an expert in processing human faces as opposed to Alice. To become an expert in faces one needs to learn to
identify a particular face from the relatively homogenous category of faces (e.g. ‘this is Chloe’s face, and not Joy’s’). Object classification on the other hand, does not require identifying a particular example of a category e.g. ‘this is the chair of my grandma’ but rather ‘this is an office chair, and not a table, or an orange’. Note that even when classification of subcategories is tested, it is usually not at the level of a particular individual sample, e.g. “this is a Cocker-Spaniel and not a Poodle” (Diamond and Carey, 1986) as opposed to “this is Uta’s poodle”. The expertise hypothesis suggests that subordinate level discrimination is developed to rely on holistic and 2nd-conf information as they are more reliable and efficient processes, while discriminating between categories can be achieved based on featural information; for example if it has one leg and four wheels it is probably an office chair.

Developmental research supports the expertise hypothesis suggesting that face processing qualitatively changes with development, from relying on features to involving holistic and configural processing, for example, children (younger than 10y) do not show the face inversion effect (Carey and Diamond, 1977; De Haan et al., 2000). The role of experience has been demonstrated for dog experts’ that show a dog inversion effect. This effect was not observed for non-dog-experts (Diamond and Carey, 1986).

In line with the expertise hypothesis prosopagnosia has been suggested to reflect a within category discrimination deficit. Supporting the proposition that such discrimination deficit can emerge, is a single case farmer lost his ability to identify his cows with the ability to identify faces (Bornstein et al., 1969). Similarly some prosopagnostic patients are also impaired in the subordinate discrimination of non-faces (Gauthier et al., 1999). However, opposite striking examples exist as well. A patient that learned to identify his sheep by their faces although he had lost his ability to identify human faces (McNeil and Warrington, 1993), or a patient who lost his ability to recognize faces but maintained his expertise in recognizing particular craftsman’s vases (Semenza et al., 2003). These cases suggest that not all prosopagnosic conditions can be explained solely on the idea of within category deficits, or deficit in expertise skills.
7.1.3 Electrophysiology recordings in monkeys

Three different types of cell response to faces were observed in macaques’ IT (Perrett et al., 1992): feature specific, view-angle selective and view-general face cells.

*Face feature specific cells* prefer a specific feature of a face, such as eyes, mouth, hair etc. and showed reduced responding when this feature was not presented. Some of these cells are sensitive to 1st-conf of these features, and do not respond if the canonical configuration is violated by jumbling the features (Perrett et al., 1986).

*View-angle selective cells* modulate their responses depending on the viewing angle of a face, i.e. front-view, profile, back-view, tilted up, or tilted down. Some cells respond maximally to “profile”, while others to “front-view” of a face. These cells reduce their response to half if the head is presented at 3/4 profile. These cells also generalized across different size and location on the retina, different lightening conditions and different head orientations (in 2D plain, i.e. inversion of face). Similarly some cells show a preferred response for a particular feature within a face and/or to the 1st-conf (Perrett et al., 1986).

Some *view-angle selective cells* show a preferential response for a specific individual, such that they respond more strongly to a particular identity compared to another. However, these cells still have a larger response to other identities when compared with non-face objects. Their preferential response for a specific identity is generalized across viewing conditions, as described above, and also across different expressions, but not across different angles-of-views. This sensitivity for a preferred individual-face might be attributed to a particular feature in a face or to a typified configuration of features (Perrett et al., 1986).

*View-general face cells* respond to all presented angles of a face. 10% of cells responding to faces had a preferred identity to which they responded more strongly compared to other identities. They are assumed to receive information from all the previous cells and to be at the end of hierarchical processing of face identity (Perrett et al., 1986).
Recordings from the temporal cortex of sheep showed similar results (Kendrick et al., 1991). Small populations of cells responded (latencies less than 180msec) to pictures of human and animal faces, preferring frontal views and direct eye gaze. Other cells were sensitive to different aspects of a face; for example, the presence and length of horns, whether it was con-specific, whether a sheep face was familiar or selectively responding to human and dog faces (Kendrick et al., 1991).

The above findings suggest that face selective neurons encode both featural and configural information, and not just configural information as argued by the face configural approach.

7.1.4 Neuroimaging studies in human

Electrophysiological studies demonstrate that the N170 reflects the encoding of information that relates to face orientation (Eimer 2000a) and to view angle (Eimer 2000b). This component is thus suggested to reflect early configural processes of faces (Bentin and Deouell, 2000 and Eimer 2000b). However, others have shown that the N170 is sensitive to facial features, in particular to the eyes (Sagiv and Bentin, 2001; Smith et al., 2004). Here it is suggested that the early face component reflects featural rather than configural related processes.

Using fMRI, a posterior-anterior gradient is demonstrated (Lerner et al., 2001), with posterior occipital cortices processing features that are not organized in canonical 1st-conf while the more anterior ventral regions show increased sensitivity to canonical 1st-conf (Lerner et al., 2001). Using PET hemispheric dissociation was demonstrated with featural processing in left FFA (i.e. functionally defined face fusiform gyrus) and configural processing in right FFA (Rossion et al., .2000). However, a recently published study did not report any differences between featural and 2nd-conf processes in FFA (Yovel and Kanwisher, 2004).

Intriguingly, the neuroimaging studies in humans as well as the electrophysiological recordings in monkeys suggest that both features and configural information are involved in face processing. This contracts the dominant hypothesis drawn from cognitive psychological and neuropsychological literature that argues in favour of configural information in face processing. This inconsistency might be partly related
to over-interpretation of the paradigms used, especially of the face inversion paradigm (Maurer et al., 2002). Other sources of this inconsistency might be due to the different tasks and stimuli used to investigate these processes in imaging and behaviour.

The aim of the following study was to test the differential role of features and 2\textsuperscript{nd}-conf information in face processing using the same experimental design for measuring behaviour and brain responses. Specifically, the behavioural study focused on the processes that underlie face individuation (i.e. distinguishing between faces) and their affect on face recognition. Using a pair repetition paradigm (Chapter 5), either features and/or 2\textsuperscript{nd}-conf of faces could be repeated or changed along consequently presented faces. These changes appeared in a context of canonical and non-canonical 1\textsuperscript{st}-conf (see Fig 7.1). Importantly, in order to test for the relative contribution of featural 2\textsuperscript{nd}-conf information to face processing in an ecologically plausible context, I used the natural variability of these two types of information in human individuals; thus stimuli were generated using featural and 2\textsuperscript{nd}-conf information both taken from photographs of real individuals.

The first experiment (sec. 7.2) tested subjects’ perceptual sensitivity to these changes, using an identity discrimination task. Two questions were addressed. The first relates to the relative contribution of featural and 2\textsuperscript{nd}-conf information to face individuation. The second relates to the effect of 1\textsuperscript{st}-conf on the processing of features and 2\textsuperscript{nd}-conf. The fMRI experiment that follows (sec. 7.3) tested whether featural and configural information processes can be dissociated anatomically, and whether individual differences observed in the behavioural experiment are reflected in subjects’ brain responses. Finally, I tested whether individual differences in subjects’ sensitivity to featural and 2\textsuperscript{nd}-conf change predicted their face recognition ability (sec. 7.4).
7.2 IDENTIFY DISCRIMINATION EXPERIMENT – BEHAVIOUR WORK

7.2.1 Method

Subjects. 32 healthy volunteers participated (18 females, mean age 26, range 19-51y, 12 right handed) in the identity discrimination experiment. One subject failed to correctly use the response buttons and was excluded from analysis. All volunteers had normal vision and no concurrent or past neurological or psychiatric history. Informed consent was obtained according to procedures approved by the Joint Ethics Committee of the National Hospital for Neurology and Neurosurgery (NHNN) and Institute of Neurology (ION), London.

Stimuli. The initial stimuli set comprised 30 achromatic front view faces with neutral expressions taken from the Karolinska Directed Emotional Faces set (KDEF, Lundqvist, et al., 1998). Four rectangles of fixed size were used to choose the four basic features from each face (i.e. mouth, nose, two eyes + eyebrows; see Fig. 7.1a). The content of these rectangles was defined as the facial features, while the spatial relations between these rectangles were defined as 2nd-conf. A blank face with skin colour texture (see Fig. 7.1a) and unisex outline features (e.g. hair style, ears, chin contours etc.) served as a template image and the feature-rectangles were overlaid on it. A pilot study confirmed that different combinations of features and 2nd-conf, even when taken from different faces, did not affect face ‘realness’: in other words subjects were not reliably able to relate 2nd-conf to its original features (see Fig. 7.1b for examples of the stimuli used). 1st-conf was manipulated by inverting the inner feature-rectangles within the template.

Experimental procedure. The experiment had a 2 (features repetition) by 2 (2nd-conf repetition) by 2 (1st-conf) factorial design. There were four pair types that could either be presented in canonical 1st-conf (i.e. upright inner features) or in non-canonical 1st-conf (i.e. inverted inner features; Fig. 7.1a). Repetition was manipulated in the second face in a pair that could either have the same features and same 2nd-conf; same features and different 2nd-conf; different features and same 2nd-conf or different features and different 2nd-conf from the preceding face. This
resulted in four repetition types for each face (60 different pairs for each 1<sup>st</sup>-conf). Note that for a given inner face context (i.e. 1<sup>st</sup>-conf) the faces that were first in a pair were identical across all conditions and only the second face varied. Across subjects, the faces that were first in a pair were randomly assigned.

The subjects’ task was to judge whether two faces had the same or different identities. They were asked to respond as quickly and accurately as possible. In order to make the pair structure explicit, the trial started with an empty circle presented for 500ms, each face was then presented for 500ms, with a 500ms interval between the two faces. The trial ended with a 1000ms fixation point, giving a total of 3000ms SOA. Each face-pair was presented twice, with a total of 30 trails per condition. The order of the trails was randomized.

This study was run on two occasions, once following the fMRI experiment specified below (n = 13) thus subjects saw all the faces during the fMRI experiment, before performing the identity discrimination task. For replication purposes a second cohort of subjects was run without the subjects seeing the stimuli before hand (n = 18).

**Data analysis.** Data were analyzed using Matlab6.0 and SPSS11.0. Results for ‘different’ responses are presented (**Fig. 7.2**) as a proportion of the total number of pairs per condition (i.e. out of 30). Reaction times for the ‘different’ responses were also analyzed. All reported results are Greenhouse-Geisser corrected for possible violation of sphericity.

### 7.2.2 Results & Discussion

There were no significant difference between the two groups of subjects, hence no effect of prior exposure to the faces or the level of familiarity with the faces. Hence the results were collapsed across all subjects and presented together (**Fig. 7.2**).

As expected, subjects judged more face-pairs as having different identities in canonical compared to non-canonical 1<sup>st</sup>-conf contexts ($F_{1,30} = 4.4$, $P < 0.05$, **Fig. 7.2**). In addition, reaction times for canonical pairs (937msec) were faster compared to non-canonical pairs (905msec, $F_{1,19} = 5.5$, $P < 0.05$). This suggests that violating
1st-conf affects sensitivity to the identity change and that generally processing non-canonical face is less efficient compared to canonical.

A.

<table>
<thead>
<tr>
<th>Inverted: first face</th>
<th>Second face’s Features</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Upright: first face</td>
<td>Second face’s</td>
</tr>
<tr>
<td></td>
<td>Features</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Second face’s</td>
<td>Rep</td>
</tr>
<tr>
<td>2nd order</td>
<td></td>
</tr>
<tr>
<td>Configuration</td>
<td>Diff</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.1 Experimental design

A. The experiment had a 2 (features repetition) by 2 (2nd-conf repetition) by 2 (1st-conf) factorial design. An immediate pair-repetition paradigm was used, such that within the same 1st-conf context the first face was identical across conditions (upper left corner) and only the second face varied. The row materials that were used to generate the stimuli are presented (look at B - the way faces were presented during the experiment). The rectangles on the template face depict the 2nd-conf; note that each colour shows a different 2nd-conf. The features were the content of these rectangles and were overlaid on the face-template based on the rectangles locations. B. The fMRI experiment sequence (Chapter 7.3). Note that the pair-repetition structure was “hidden”. In the identity discrimination experiment, a similar sequence was used, but with an empty circle appearing before each pair, and longer ISI at the end of each pair to allow response.
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Judgements that a face-pair differed depended on featural change ($F_{1,30} = 316, P < 0.001$), an effect that was more pronounced for canonical $1^{st}$-conf face-pairs (i.e. two-way-interaction features-by-orientation $F_{1,30} = 29, P < 0.001$). However note that in both $1^{st}$-conf contexts subjects’ identity discrimination was significantly affected by change of features (Fig. 7.2).

![Figure 7.2 Identity discrimination - results](image)

Results are presented as a proportion of the “different” response for the eight different conditions. White bar - pairs with canonical $1^{st}$-conf, grey bar - pairs where $1^{st}$-conf is violated by inverting the inner features. Error bars are SEM. Abbreviations: Feat – features; Conf – $2^{nd}$-conf; rep – repeat; diff – different.

A change in $2^{nd}$-conf also increased subjects’ tendency to judge a face-pair as having different identities ($F_{1,30} = 24, P < 0.001$) and there was a trend for this effect to be greater for canonical $1^{st}$-conf (i.e. two-way-interaction, $2^{nd}$-conf-by-orientation $F_{1,30} = 3.4, P = 0.07$). Surprisingly though, $2^{nd}$-conf affected subjects’ decisions even in the context of non-canonical $1^{st}$-conf but only when features repeated ($t_{30} = 12.1, P < 0.001$), suggesting $2^{nd}$-conf information is processed even in non-canonical faces. Sensitivity to $2^{nd}$-conf change was larger when features repeated (i.e. two-way-interaction, features-by-$2^{nd}$-conf: $F_{1,30} = 7.3, P \leq 0.01$, Fig. 8.2).

$1^{st}$-conf effects - Intriguingly, these results suggest that a violation of canonical $1^{st}$-conf impairs both featural and $2^{nd}$-conf processes. Thus, the data did not support the
hypothesis that violation of canonical 1\textsuperscript{st}-conf selectively impairs 2\textsuperscript{nd}-conf processes and enhances involvement of featural processes (Diamond and Carey, 1986; Tanaka and Farah, 1993). Several recent studies showed similar results with inverted faces, challenging the configural assumption behind the face inversion effect (Sekuler et al., 2004; Gauthier et al., 1999, Yovel and Kanwisher, 2004) suggesting that an inverted face differs quantitatively but not qualitatively from an upright face (Sekuler et al., 2004). Moreover, in the current study an inversion mismatch face was used, as only the inner features were inverted leaving the outer contour intact and in an upright orientation, thus generating an unrealistic face (Fig. 7.1). Nevertheless, even with non-face stimuli as such, subjects still relied on 2\textsuperscript{nd}-conf information to distinguish between these non-face stimuli (Fig. 7.2). To further investigate whether 1\textsuperscript{st}-conf affects featural and 2\textsuperscript{nd}-conf processes in the same way, I computed correlations of subjects’ sensitivity to changes in both 1\textsuperscript{st}-conf contexts. The rationale was that if a similar mechanism mediates featural processing in canonical and non-canonical 1\textsuperscript{st}-conf faces, then performance in one 1\textsuperscript{st}-conf context would predict performances in the other. A similar rationale was used for 2\textsuperscript{nd}-conf processing.

Subjects’ sensitivity to features was estimated using the subtraction Feat.diff — Feat.rep (averaged sensitivity for canonical: 0.64 (± 0.2s.d.); non-canonical: 0.49 (± 0.2s.d.)). Similarly, sensitivity to 2\textsuperscript{nd}-conf was estimated as the subtraction 2\textsuperscript{nd}.diff — 2\textsuperscript{nd}.rep (averaged sensitivity for canonical: 0.07 (± 0.08s.d.); non-canonical: 0.03 (± 0.01s.d.)). As was predicted, sensitivity to featural change in canonical and non-canonical faces positively correlated (Fig. 7.3a; r = 0.685, P < 0.001). This suggests that subjects use the same mechanism for featural processing independent of 1\textsuperscript{st}-conf. This finding is in accordance with previous claims that suggest that subjects’ do not switch their featural processing strategy when 1\textsuperscript{st}-conf changes to optimize performance (de Gelder and Rouw, 2000; Diamond and Carey, 1986). Furthermore, this finding supports the hypothesis that featural processes are not dependant on a specific 1\textsuperscript{st}-conf and are therefore more likely to be used for object classification where 1\textsuperscript{st}-conf is not sufficient for discrimination (Moscovitch et al., 1997). As opposed to featural processes, 2\textsuperscript{nd}-conf processes were used differently depending on the 1\textsuperscript{st}-conf context. Thus there was no significant correlation between sensitivity to 2\textsuperscript{nd}-conf change in the canonical and non-canonical pairs (Fig. 8.3a; r = 0.16, n.s.).
This suggests that subjects changed their strategy depending on the 1st-conf of the face pairs (Diamond and Carey, 1986).

Taken together the results suggest that 1st-conf affected featural and 2nd-conf processing differentially. Violation of canonical 1st-conf had a quantitative effect on featural processing while it had a qualitative effect on 2nd-conf processing.

**Figure 7.3 Dissociated and associated face processes**

Dissociated and associated processes were tested as correlations across subjects. Sensitivity for featural change was estimated by the subtraction: [feat.diff – feat.rep] and to 2nd-conf change: [2nd.diff – 2nd.rep], separately for each 1st-conf. **a.** scatter plots testing for process associations that depended on the 1st-conf. **b.** scatter plots testing for process association within each 1st-conf.

**Feature and 2nd-conf effects** – The results demonstrated that subjects are sensitive to both featural and 2nd-conf changes in a face. This finding supports the notion that both features and 2nd-conf are important cues that people rely on for individuating faces (Sergent 1984; Rhodes, 1988; Tanaka et al., 1997; Yovel and Kanwisher 2005). To compare the relative contribution of featural and 2nd-conf information in face processing I directly compared sensitivity to feature change (i.e.Feat.diff – Feat.rep) to that of 2nd-conf change (i.e. 2nd.diff – 2nd.rep). This comparison is meaningful as both these parameters were taken from real faces and hence reflect the natural variability observed outside the lab. As can be seen in **Figure 7.2** feature changes had a much larger effect on face individuation than 2nd-conf change ($t_{30} = 16, P < 0.001$). This suggests that humans rely more on features for individuating between faces than on 2nd-conf information. This is inconsistent with the configural approach to faces and the claim that subordinate discrimination (e.g. discriminating
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between individual faces) is mainly based on 2nd-conf (Diamond and Carey, 1986). Support for the idea that features are sufficient to discriminate faces can be found in machine learning, where they routinely normalize a face into a standard space omitting any 2nd-conf information from it (Wiskott et al., 1997; Hancock et al., 1998, Zhang et al., 2004); therefore machines base their recognition mainly on featural information and not 2nd-conf.

However, it should be noted that an inherit characteristic of a feature is its shape and this affects on the 2nd-conf of a face (e.g. a long nose will be closer to the mouth than a short nose), therefore our featural manipulation might have been ‘contaminated’ by 2nd-conf change (Yovel and Kanwisher, 2005). Furthermore, it has been claimed that featural and 2nd-conf are interdependent processes and cannot be disentangled (Rhodes, 1988; Tanaka et al., 1997). One way to determine whether these two processes rely on the same mechanism or on different ones is to look at subjects’ performance at the individual level, the rationale being that if featural and configural processes rely on the same mechanism, then subjects’ sensitivity to feature change would predict his/her sensitivity to 2nd-conf change.

Sensitivity to featural change did not correlate with sensitivity to 2nd-conf change in either a canonical (Fig. 7.3b; r = 0.15, n.s.) or non-canonical contexts (r = 0.1, n.s.). This analysis supports the idea that featural and 2nd-conf information from a face are processes that to some extent use separate mechanisms. This result is in accordance with findings from principle component analysis (PCA) of face perception, where two separate components were identified: a featural (termed ‘texture’) and a 2nd-conf (termed ‘shape’; Hanock et al., 1996).

To further test the dissociation between featural and 2nd-conf processing, I conducted an fMRI experiment. The assumption here was that if featural and 2nd-conf processes are dissociable, as the behaviour results suggest they would also be represented in different brain regions.
7.3 Pair Repetition Paradigm – An fMRI Study

7.3.1 Methods

Subjects. 14 healthy volunteers participated (9 females, mean age 29y, range 19-51y, 12 right handed) in the fMRI experiment. All had normal vision and no concurrent or past neurological or psychiatric history. Informed consent was obtained according to procedures approved by the Joint Ethics Committee of the National Hospital for Neurology and Neurosurgery (NHNN) and Institute of Neurology (ION), London.

Stimuli. Identical stimuli were used as in the identity discrimination experiment.

Experimental procedure. An immediate pair repetition paradigm was used (Courtzi and Kanwisher, 2000; see Chapter 5). The factorial design was identical to the one used in the identity discrimination experiment with three factors: 2 (features repetition) by 2 (2nd-conf repetition) by 2 (1st-conf context). The experiment included 15 pairs for each of the 8 conditions; each pair was presented three times in three different consecutive fMRI sessions. The order of trials was pseudo random to maximize separation in time between repeating of faces with the same features or 2nd-conf. A further ~30% of the total trials were null events in which only a fixation point was presented. Faces were presented for 500ms with an inter-stimuli-interval of 1500ms in which a fixation point appeared (Fig. 7.1b). Subjects were instructed to maintain fixation and to indicate for each face whether the inner features were upright or inverted, using the right middle and index fingers (counterbalance across subjects). Note that the task was unrelated to the repetition manipulation and faces appeared in a continuous stream; hence the pair-repetition structure of the experiment was hidden. Each fMRI session was divided into two epochs with a 5s break in which the subjects received feedback on their performances (i.e. percent correct responses and reaction time). The feedback was given overall performances independent of conditions and served as a motivational cue. 13 subjects performed the identity discrimination experiment immediately after the fMRI session (see above).

Scanning. A Siemens 1.5T Sonata system (Siemens, Erlangen, Germany) was used to acquire 32 oblique axial slices (2 mm thick with 1.5mm gap) with 64*64 pixels
and in-plane resolution of 3*3 mm$^2$, 90° flip-angle, 30ms echo time (TE) and 2880s repeat time (TR).

**Data analysis.** Whole-brain voxel-based analyses were performed using SPM2 (www.fil.ion.ucl.ac.uk/spm). EPI volumes were spatially realigned, unwrapped, temporally realigned, normalized and smoothed.

In the first level, the design matrix had eight regressors with the onset of the second event of each pair type. Effects of no interest included regressors for feedback events, and scanning session effects. Linear contrasts pertaining to the main effects, interactions and simple effects were calculated for each subject. To allow inferences at the population level, a second-level analysis was performed, in which images resulting from contrasts for each subject were entered into a new model (i.e. one-sample t-test), which treated subjects as a random effect. Correlations with inter-subject variability in perceived differences between pairs (see below) were tested by using a simple correlation analysis across subjects between the relevant behavioural measurements and the contrast images (i.e. for featural change: Feat.diff — Feat.rep; for 2$^{nd}$-conf change: 2$^{nd}$-conf.diff — 2$^{nd}$-conf.rep).

As mentioned before the focus of this thesis is in dissociating processes within occipito-temporal cortices (see Chapter 1). Therefore I concentrated on activations from these regions, but for completeness reported in the tables all regions showing significant effects above the threshold of $P < 0.001$ uncorrected.

### 7.3.2 Results & Discussion

Sensitivity to violations of 1$^{st}$-conf was tested by comparing the responses of canonical and non-canonical pairs. An increased response for non-canonical pairs compared to canonical was observed along the bilateral posterior occipital cortex with maxima in the IOG but with an extended activation that encompassed posterior FFG (see Fig. 7.4 and Table 7.1a). No above threshold activation was observed for larger response for canonical compared to non-canonical pairs.
Sensitivity to feature changes was tested by comparing conditions where features repeated against conditions where they changed independently of the 2nd-conf manipulation (i.e.Feat.diff > Feat.rep). The right lateral occipital sulcus (LOS), left inferior occipital gyrus (IOG) and right fusiform gyrus (FFG, Fig. 7.5 and Table 7.2) showed less activation when features were repeated compared to when they changed. To test for a specific sensitivity of this region to featural change but not to 2nd-conf a further analysis was preformed directly by comparing the effect of featural against 2nd-conf changes. Only the right LOS showed greater sensitivity to featural change over 2nd-conf change ($Z = 2.77; P < 0.005$). In addition, the effect of featural change in these regions was not influenced by the 1st-conf manipulation (see Table 7.2b). An interaction between 1st-conf and feature change was observed in anterior medial temporal regions, where sensitivity to feature changes was stronger for canonical 1st-conf faces.
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Main effect of features change (Feat.diff >Feat.rep)

*P* < 0.001

*P* < 0.005

**Figure 7.5 Sensitivity to features change**

On the left SPMs maps showing stronger response to pairs where featured changed compare to ones where it was repeated overlaid on the single subject canonical T1 image. On the right the parameter estimates for each of the eight conditions taken from the maxima circled in white.

---

**Table 7.2**

<table>
<thead>
<tr>
<th>Anatomical location</th>
<th>H</th>
<th>Z-stat</th>
<th>MNI(x,y,z)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>a. Main effect Feature repetition:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feat.diff &gt;Feat.rep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LOS R</td>
<td>3.61</td>
<td>39-90 0</td>
<td></td>
</tr>
<tr>
<td>IOG L</td>
<td>2.94</td>
<td>-48-78 -15</td>
<td></td>
</tr>
<tr>
<td>pFFG R</td>
<td>2.7</td>
<td>45-57-18</td>
<td></td>
</tr>
<tr>
<td>OFC L</td>
<td>3.18</td>
<td>-39-42-18</td>
<td></td>
</tr>
<tr>
<td>Insula L</td>
<td>3.14</td>
<td>-33-9-6</td>
<td></td>
</tr>
<tr>
<td><strong>b. Interaction 1st-conf-by-Feature:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITG R</td>
<td>3.08</td>
<td>42 3 -42</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>3.73</td>
<td>-36-18 -33</td>
<td></td>
</tr>
<tr>
<td>aHipp L</td>
<td>3.70</td>
<td>-30 -9 -27</td>
<td></td>
</tr>
<tr>
<td>Amyg L</td>
<td>3.67</td>
<td>-30 0 -21</td>
<td></td>
</tr>
<tr>
<td>aSTS L</td>
<td>3.45</td>
<td>-42 9 -30</td>
<td></td>
</tr>
<tr>
<td>CG M</td>
<td>4.06</td>
<td>-3 39 12</td>
<td></td>
</tr>
<tr>
<td>aCal L</td>
<td>3.86</td>
<td>-12-48 9</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: LOS, lateral occipital sulcus; IOG, inferior occipital gyrus; pFFG, posterior fusiform gyrus; OFC, orbital frontal cortex; ITG, inferior temporal gyrus; aHipp, anterior hippocampus; Amyg, amygdala; aSTS, anterior superior temporal sulcus; aCal, anterior calcarine sulcus.
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Sensitivity to 2^{nd}-conf change was tested by comparing conditions where 2^{nd}-conf repeated against those in which it changed, irrespective of features (i.e., 2^{nd}.diff > 2^{nd}.rep). The left middle occipital gyrus (MOG) showed a greater response when 2^{nd}-conf changed compared to when it was repeated (Fig. 7.6 and Table 7.3). At the maxima the latter effect was larger than the effect of featural change ($Z = 2.15$; $P < 0.01$). This effect was not affected by the manipulation of 1^{st}-conf.

**Figure 7.6: Sensitivity to 2^{nd}-conf change**

On the left SPMs maps showing a stronger response to pairs where 2^{nd}-conf changed compared to ones where it was repeated overlaid on the single subject canonical T1 image. On the right, the parameter estimates for each of the eight conditions taken from the maxima, circled in white.

**Table 7.3**

<table>
<thead>
<tr>
<th>Anatomical location</th>
<th>H</th>
<th>Z</th>
<th>MNI(x,y,z)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main effect 2nd-Conf repetition:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2^{nd}.diff &gt; 2^{nd}.rep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOG L</td>
<td>2.63</td>
<td>-39 -78</td>
<td>3</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>M</td>
<td>4.29</td>
<td>0 -51 -48</td>
</tr>
<tr>
<td>Cuneus</td>
<td>R</td>
<td>3.10</td>
<td>18 -78 21</td>
</tr>
</tbody>
</table>

Abbreviations: MOG, middle occipital gyrus; L, left; M, middle; R, right

Taken together, these findings suggest a functional dissociation between different regions within posterior occipital cortices. To test this formally, an ANOVA with four factors was computed: regions (left MOG, right LOS), featural changes (Feat.diff, Feat.rep), 2^{nd}-conf changes (2^{nd}.Diff, 2^{nd}.Rep) and 1^{st}-conf (canonical,
violated). This confirmed an interaction of regions by feature change \((F_{1,13} = 20, P \leq 0.001)\), and a region by 2nd-conf changes \((F_{1,13} = 6.8, P < 0.05)\). Functional dissociation between the left MOG and right FFG was also confirmed by an interaction of region by feature changes \((F_{1,13} = 10, P < 0.005)\), and region by 2nd-conf change \((F_{1,13} = 6.6, P < 0.05)\). The left MOG response did not significantly differ from left IOG. Face-pair orientation did not significantly interact with either featural or 2nd-conf changes in the above regions. These results suggest that the left MOG is functionally dissociated from the right LOS and the right FFG but not from the left IOG. Specifically the left MOG showed sensitivity to 2nd-conf change while the right LOS and right FFG showed sensitivity to featural change.

The fMRI results so far show that featural and 2nd-conf processes are anatomically dissociated. This is compatible with the previous results reported here (see Chapter 6) that suggest that posterior occipital regions decompose a face to its basic components (Lerner et al., 2001; Farah et al., 1998). Occipital cortices, in discordance with the behaviour study reported above, did not show reliable evidence for an interaction between 2nd-conf and featural processes. This might suggest that these interactions arise from involvement of other regions (such as anterior medial temporal cortices).

Next I tested whether subjects’ perceived sensitivity to feature and 2nd-conf changes affect their brain responses. This hypothesis was tested by correlating subjects’ \((n = 13)\) sensitivity to feature and 2nd-conf changes measured in the identity discrimination experiment with that measured in the fMRI experiment, separately for canonical and non-canonical 1st-conf. No correlations were observed for sensitivity to featural change. This lack of correlation might be due to a ceiling effect in sensitivity to features; as mentioned before subjects were highly sensitive to change in features.

Perceived sensitivity to 2nd-conf changes positively correlated with the size of 2nd-conf change effect in bilateral inferior occipital gyrus and in the right FFG (Fig. 7.7 and Table 7.4). In these regions, subjects that showed greater perceived sensitivity to 2nd-conf change (measured in the identity discrimination experiment) also showed a larger change in the BOLD response for a change in the 2nd-conf information.
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Perceptual sensitivity to feature changes did not correlate with brain sensitivity to these changes. Note that the left IOG and right FFG showed sensitivity to both 2\textsuperscript{nd}-conf (that was dependent on subjects’ perception) and sensitive featural change. Response to featural changes in right IOG and to 2\textsuperscript{nd}-conf in the right LOS did not overlap (see Fig. 7.8).

**Figure 7.7: Correlation behaviour and fMRI**

On the left SPMs maps showing positive correlation of sensitivity to 2\textsuperscript{nd}-conf changes overlaid on the single subject canonical T1 image. On the right scatter plots of the correlations where fMRI values of the effect size taken from the maxima correlated with subjects’ sensitivity measured behaviourally, separately for 2\textsuperscript{nd}-conf and feature change.

<table>
<thead>
<tr>
<th>Anatomical location</th>
<th>H</th>
<th>Z</th>
<th>MNI(x,y,z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IOG</td>
<td>R</td>
<td>4.31</td>
<td>-33 -87 -18</td>
</tr>
<tr>
<td>pFFG</td>
<td>R</td>
<td>2.93</td>
<td>-51 -75 -12</td>
</tr>
<tr>
<td>IFG</td>
<td>L</td>
<td>4.54</td>
<td>-33 36 24</td>
</tr>
<tr>
<td>SFG</td>
<td>R</td>
<td>4.11</td>
<td>18 63 12</td>
</tr>
<tr>
<td>CG</td>
<td>M</td>
<td>4.06</td>
<td>-6 -9 36</td>
</tr>
<tr>
<td>IFG/insula</td>
<td>R</td>
<td>3.75</td>
<td>33 33 -12</td>
</tr>
<tr>
<td>Putamen</td>
<td>L</td>
<td>3.50</td>
<td>-27 0 9</td>
</tr>
</tbody>
</table>

**Table 7.4: correlation behaviour and fMRI**

2\textsuperscript{nd}-Conf sensitivity, 2\textsuperscript{nd}.diff = 2\textsuperscript{nd}.rep

**Abbreviations:** H: Hemisphere; R: Right; L: Left; IOG: inferior occipital gyrus; FFG: posterior occipital gyrus; MOG: middle occipital gyrus; CG: cingulate gyrus; LingG: lingual gyrus; LOS: lateral occipital sulcus; OFC: orbital frontal cortex; ITG: inferior temporal gyrus; aHipp: anterior hippocampus; Amyg: amygdala; sSTS: anterior superior temporal sulcus; aCal: anterior calcarine. Minimum t-value = 2.34.
Figure 7.8: Overview fMRI effects.

SPMs overlaid on the single subject canonical T1 image. On the right coronal and sagittal views of the right FFG response to both feature and 2\textsuperscript{nd}-conf changes that was dependent on subjects’ perceived sensitivity. On the left coronal and sagittal views of right LOS and IOG that responded differently to featural and 2\textsuperscript{nd}-conf change.

So far, I have shown that featural and 2\textsuperscript{nd}-conf processes were to some extent functionally and anatomically dissociated in posterior occipital cortices with the right LOS being mostly engaged mostly in featural processing and the left MOG being mostly engaged mostly in configural processing. Both featural and configural processes influence our ability to individuate faces, but featural information was more prominent. This was evident in the behavioural results and the fMRI results, with a larger and more robust repetition effects for feature than 2\textsuperscript{nd}-conf (compare Fig. 7.5 to 7.6). The results also suggest that people vary in their sensitivity to featural and 2\textsuperscript{nd}-conf change, with the extent of sensitivity to 2\textsuperscript{nd}-conf associated with bilateral IOG and FFG responses. This suggests that subjects use different strategies to individuate faces. Therefore I next asked whether these differences in subjects’ strategies to individuate faces have any ecological value, and specifically whether they affect face recognition.

7.4 The role of featural and 2\textsuperscript{nd}-conf information in face recognition

As discussed above (see 7.1, Introduction), the configural approach to face processing predicts that 2\textsuperscript{nd}-conf and not features are the crucial in allowing face recognition. Recall, for example, that neuropsychological research demonstrates that congenital prosopagnosic subjects show impairment in perceiving 2\textsuperscript{nd}-conf information from a face but not in the perception of facial features (Barton et al.,
2003). The aim of the following studies was to test whether variability in face perception observed in healthy subjects, specifically in their sensitivity to featural and 2nd-conf changes, predicts their face recognition skills. Three measurements of face recognition skill were used: a subjective rating and two objective measures. The objective measures were two face recognition tests, one based on incidental learning of unfamiliar faces and a second was a familiarity judgement task of famous faces. I first describe each measurement in more detail and than present the results of all the three together.

7.4.1 Methods

Subjects. 19 healthy volunteers participated (9 females, mean age 25y, range 18-35y). All had normal vision and no concurrent or past neurological or psychiatric history. One subject failed to use the correct response buttons and was excluded from analysis.

Estimation of subjects’ face recognition skill

Subjective measure – self rating: Subjects were requested to rate their face recognition skill on a scale of 1-to-10. Ten being ‘I never forget a person’s face once I have met him’ and one being ‘I cannot remember faces at all’. Subjects were explicitly instructed that their self rating should be dissociated from their naming skills and their ability to retrieve any semantic information regarding individuals, but it should reflect their sense of familiarity. The subjective measure was also obtained from subjects who participated in the fMRI experiment (see above, n=13) and from the current cohort of subjects (n=18). The difference in procedure between the two cohorts of subjects related to the time when the question was introduced, the first cohort of subjects were asked to rate themselves at the end of the experimental session (i.e. after the fMRI & the identity discrimination experiments); the second cohort of subjects were asked to rate themselves at the beginning of the experimental session.
Objective measure 1 - Incidental recognition test of unfamiliar faces:

**Stimuli.** 40 identities (20 females) were taken from the Karolinska Directed Emotional Faces set (KDEF, Lundqvist et al., 1998). These were different identities to the one used in the identity discrimination and fMRI experiments (see above). In the *study phase* coloured close-ups (shoulder level) of happy facial expressions were simultaneously presented in three different view points (front, left ¼, right ¼ views) (**Fig. 7.9a**). In the *test phase*, images of the same identity were used, though this time they were achromatically presented in extreme close-ups of the frontal view and the expressions were neutral (**Fig. 7.9b**).

**Experimental procedure.** In the incidental *study phase*, a likeability rating judgement task was used. Subjects were presented with three different views of the same individual with a happy expression for 5s (**Fig. 8.9a**). After the faces disappeared from the screen they were prompted with a question asking them to state how much they liked this person on a scale from 1-to-6; with 1 being ‘I don’t like this person at all’ and 6 being ‘I like this person very much and would be happy to meet him/her’). The next identity appeared after subjects gave their rating. 20 identities (10 females) from a total of 40 were chosen randomly for the *study phase*. An incidental learning and likeability task was used in order to accurately simulate real life experiences. Subjects were exposed to more then 300 other faces between the *study* and the *test phase*. These other faces were presented as part of 3 different experiments involving faces. The experiments were the familiarity judgement of famous faces (see below), identity discrimination task (see above), and a similarity task of morphed famous faces (reported in **Chapter 4**). The average duration between study and test was ~45min. In the *test phase*, subjects performed a familiarity judgement ("Does the face look familiar to you?") on 40 identities, of which 20 were presented in the *study phase*. Subjects were explicitly instructed that these faces were of people that might have appeared previously in one of the preceding experiments, and if they had, a different image of that person would have been used. More so, they were instructed to work with their gut feeling of a sense of familiarity, rather than rely on contextual cues. Faces were presented in random order, each for 750ms, with an ISI of 1000-2000ms (dependant on subjects’ reaction time).
Figure 7.9: Experimental design: Objective measure of face recognition skills

Two objective measures were used to estimate subjects' face recognition skill. Incidental learning task of unfamiliar faces, a. Example of stimuli presented in the study phase on which subjects performed a likeability test. b. Example of stimuli used in the test phase, on which subjects performed familiarity judgements. Note that different images were used in the study and test phases (e.g. different expression, different colours, different view condition): this was done to minimize possible confounds of pictorial cues that are not related to facial identities. c. familiarity judgement of famous and non-famous faces. Note that an effort was made in the choice of the non-famous faces to match the pictorial composition of the photos to that of the famous faces.

Data analysis. Data were analyzed using signal detection theory. For each subject sensitivity signal to 'familiarity' (i.e. d') and the decision criterion (i.e. $\beta$; subjects' bias) were estimated (Snodgrass and Colwin, 1988). Correct recognition of a previously seen face was defined as a hit, while a feeling of familiarity arising from a new face was defined as a false alarm. $d'$ sensitivity was estimated as the difference between the $Z$ scores of the hit rates (H) and of the false alarm rates (FA)

$$d' = Z_H - Z_{FA}$$

Decision criteria ($\beta$) was estimated as the ratio of the densities of the hit and false alarm rates. It was calculated as

$$\beta = f_0(Z_H) / f_n(Z_{FA})$$

where $f_0$ is the height of the normal distribution over $Z_H$ and $f_n$ is the height of the normal distribution over $Z_{FA}$ (Snodgrass and Colwin, 1988).

Objective measure 2 - Familiarity judgement of famous faces:

Stimuli. 114 achromatic close-ups of famous people and 114 achromatic close-ups of non-famous faces were used (Figure 8.9c). An effort was made to match the photo composition of the non-famous faces to these of the famous faces, by using for example photos taken from unknown models’ books, and of local politicians in distant regions. A pilot study confirmed the anonymity of the unknown faces.
Experimental procedure. Stimuli were presented in random order, each for 750ms with an ISI of 750-2000ms (dependant on subjects; responses). Subjects judged the familiarity of a face, similar to the above and were explicitly instructed to work with their gut feeling of sense of familiarity, rather than to rely on semantic or contextual cues. Subjects were also advised that pictures of non-famous faces had a similar photo composition to the famous ones, so they should not base their judgement on photo composition.

Data analysis. Data were analyzed using signal detection theory, in an identical procedure as the incidental learning task described above.

The correlation matrix (Table 7.5) was calculated using non parametric spearman correlations SPSS11.0, with each subject having one score in each behavioural measure. Significance was estimated with a one-tailed distribution as any increase in sensitivity was expected to positively correlate with estimation of face recognition skill. In the recognition test of unfamiliar faces, two subjects did not make ‘false alarms’, hence preventing a reliable estimation of their decision criterion ($\beta$), therefore correlations with that factor are based on 16 subjects.

8.4.2 Results & Discussion

Intriguingly, subjects’ $d'$ and $\beta$ were highly correlated across the two objective measures of face recognition: the unfamiliar and famous face recognition tests (Table 7.5). These correlations suggest that subjects rely on the same cognitive mechanism to extract a familiarity signal of unfamiliar (newly learned) and well known familiar faces. This is inconsistent with Bruce and Young’s (1986) original proposition (see Chapter 1) that dissociates recognition of familiar from unfamiliar faces.

Surprisingly, the subjective rating of self recognition skill did not correlate with any of the two objective measures of $d'$ sensitivity to ‘familiarity’ signal. Self rating correlated positively with the decision criteria in the famous face recognition task; this might have been expected as subjects rated themselves prior to the experiment and therefore their responses may have been biased (Table 7.5).
More interestingly, the subjective measure of face recognition skill positively correlated with subjects’ sensitivity to 2nd-conf in the context of canonical 1st-conf. No correlation with face recognition skill and sensitivity to feature change was observed (Fig. 7.10), in either of the 1st-conf contexts.

![Figure 7.10: correlation with subjective rating of face recognition skill](image)

This result was observed in two different cohorts of subjects with a slightly different procedure (see 7.4.1 Methods). In the first cohort, subjects performed the identity discrimination experiment first and were then asked to estimate their face recognition skill \( (n = 13) \), correlation of recognition skills with sensitivity to 2nd-conf: change - canonical: \( r = 0.75, P < 0.001 \); non-canonical: \( r = -0.27, P = 0.19 \); features - canonical: \( r = 0.24, P = 0.46 \); non-canonical: \( r = -0.17, P = 0.22 \). In the second cohort, subjects were asked to estimate their face recognition skill before performing the experiment, and the results were replicated \( (n = 18, 2\text{nd-conf}, \text{ canonical: } r = 0.54, P < 0.01; \text{ non-canonical: } r = -0.3 P = 0.1; \text{ features} \text{ canonical: } r = 0.12, P =0.3; \text{ non-canonical: } r = -0.03, P = 0.4, \text{ Table 7.5}). \)
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Table 8.5: Correlation matrix of behavior experiments:

<table>
<thead>
<tr>
<th>Iden. descr.</th>
<th>Identity discrimination</th>
<th>Recog. Unfam.</th>
<th>Fame judge.</th>
<th>Self rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2nd-Conf</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Feat.</td>
<td>d'</td>
<td>β</td>
<td>hit</td>
</tr>
<tr>
<td>1</td>
<td>0.23</td>
<td><strong>0.45</strong></td>
<td>0.06</td>
<td>-0.03</td>
</tr>
<tr>
<td>1</td>
<td>0.2</td>
<td>-0.03</td>
<td>0.24</td>
<td><strong>0.44</strong></td>
</tr>
<tr>
<td>1</td>
<td>0.02</td>
<td>0.24</td>
<td><strong>0.79</strong></td>
<td><strong>0.07</strong></td>
</tr>
<tr>
<td>1</td>
<td>0.59</td>
<td><strong>0.59</strong></td>
<td><strong>0.75</strong>*</td>
<td><strong>0.16</strong>*</td>
</tr>
<tr>
<td>1</td>
<td>0.25</td>
<td>0.6**</td>
<td>0.75***</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>-0.3</td>
<td><strong>0.48</strong></td>
<td>0.02</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.6**</td>
<td><strong>0.4</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.4**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The numbers represent the correlation (i.e. r) between the different behavioral measurements. *P < 0.05; **P < 0.005; ***P < 0.0005; *P = 0.054. First two column/rows refer to the results from the same-different experiment; 2nd-Conf, sensitivity to 2nd-order configuration change (2nd.diff — 2nd.rep) Feat, sensitivity to featural change (Feat.diff — Feat.rep); Recog. Unfam. — results from the recognition of unfamiliar face test; Fame judge. — results of the fame judgement experiment. Self rating is based on subjects' subjective rating of their face recognition skill.

The ability to predict subjects' face recognition skill based on her/his sensitivity to 2nd-conf. change in canonical faces was confirmed by the two objective measurements (Table 7.5). Sensitivity to 2nd-conf positively correlated with the ability to correctly detect familiar faces (i.e. d') in the unfamiliar incidental recognition test (r = 0.45; P < 0.05), and in the familiarity judgement of famous faces (r = 0.44; P < 0.05), but only in the context of canonical 1st-conf. Sensitivity to featural change in canonical 1st-conf positively correlated with d' of famous faces but not with that of unfamiliar faces (Table 7.5).

These results demonstrate that subjects who were more sensitive to 2nd-conf change while discriminating between faces had better face recognition skills. This finding is compatible with reports of prosopagnosic patients, especially congenital ones who show impairment in 2nd-conf processing (de Gelder and Rouw, 2000; Barton et al., 2003). Based on the findings here, one intriguing option is that congenital prosopagnosic patients are quantitatively rather than a qualitatively different from the normal healthy population. In fact they might perform within the normal
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distribution of face recognition skills of the healthy population. An intriguing question is whether training one to detect and encode $2^{nd}$-conf will improve her/his face recognition skills as well, as suggested by this result. The result demonstrated that sensitivity to featural change also predicted subjects’ d’ sensitivity to recognition of famous faces. This suggests that in the cases of extensive prior experience, sensitivity to featural information in a face might be sufficient to establish recognition.

7.5 Summary

The two studies described here (Chapter 6, 7) provide evidence for dissociable processes of face information in posterior occipital cortices. They suggest that early face processes decompose a face image to different components that later converge in more anterior regions along the ventral visual pathways, namely the FFG with the left MOG processing configural and LSF information while the right LOS processes featural information and right IOG processes HSF information. In some subjects bilateral IOG was additionally recruited in the processing of $2^{nd}$-conf of canonical faces: this additional processing improved subjects’ face recognition.
Figure 7.11: Early face processes in posterior occipital cortices.

On the left, regions within posterior occipital that showed differential sensitivity to features or 2nd-conf change overlaid on rendered brain. On the right, regions within posterior occipital that showed differential sensitivity to HSF or LSF change overlaid on a rendered brain.

There was an intriguing similarity between the results of the two fMRI experiments (Fig. 7.11). Regions within left MOG showed sensitivity to LSF and 2nd-conf information in a face while regions within right lateral occipital cortex showed sensitivity to HSF (right IOG) and featural information (right LOS). This similarity might suggest some support to the hypothesis that relates featural processing to HSF information, and configural processing to LSF information (Farah et al., 1998). On the other hand, the right IOG was involved in HSF and 2nd-conf processing that was dependent on subjects’ perception. This might suggest that this hypothesis is too simplified and further research should be done to clarify it.
PART IV:

PROCESSING VARIANT ASPECTS OF A FACE:
THE CASE OF EXPRESSIONS
Part IV: facial expression processing

So far I have focused on two aspects of faces: physical properties and identity. Physical properties of a face vary depending on viewing conditions, expression, age, makeup etc. Identity, on the other hand is an invariant property of a face, as it is independent of viewing conditions and of any other variant properties of a face (Haxby et al., 2000). Several face processing models suggest that following an initial physical processing of a face, variant aspects such as expression are further processed using a separate pathway from those used for identity (Bruce and Young, 1986; Haxby et al., 2001, see 1.1 Introduction for review). Others argue that facial expression processing diverges even earlier, prior to processing of physical properties. This route is suggested to circumvent initial visual processing of a face (i.e. occipital cortex) via a superior culliculus – pulvinar - amygdala pathway (Morris et al., 1998; Vuilleumier et al., 2001, 2003, 2004; Pegna et al., 2005). It has been suggested that this pathway is involved when a face communicates salient information, such as a threat cue (e.g. fearful expression; Morris et al., 1998; Vuilleumier et al., 2001, 2003, 2004; de Gelder et al., 2004, Das et al., 2005; Liddel et al., 2005). Some ERP studies demonstrate an early (135ms post stimuli) expression effect that precedes the face specific wave N170, supporting a fast route hypothesis for processing expressions (Eimer and Holmes, 2002, Streit et al., 2003). This effect has been localised to the left amygdala (Streit et al., 2003) though these findings have not been replicated by others (Sato et al., 2001; Esslen et al., 2004; Holmes and Eimer, 2003; Batty and Taylor, 2003). Indeed, not all researchers support the idea of a fast cullicular-pulvinar-amygdala expression route (Krolak-Salmon et al., 2004; Pessoa et al., 2003). One aim, here, was to test the fast route expression processing hypothesis, focusing on the role of the amygdala.

There is a consensus regarding the involvement of the amygdala in processing expression, as demonstrated by neuroimaging (Morris et al., 1996; Brieter et al., 1996; Phillips et al., 2004; Winston et al., 2004; Vuilleumier et al., 2001; Passoa et al., 2003) electrophysiology (Intracranial recording: Fried et al., Krolak-Salmon et al., 2004; Scalp recording: Streit et al., 2003) and by some lesion studies (e.g. Adolphs et al., 1999; Young et al., 1995; Calder et al., 1996; Broks et al., 1998;
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Calder et al., 2001). Non-confirmatory lesion studies have also been reported (Hamann and Adolphs, 1999; Rapcsak et al., 2000).

The inconclusive results from lesion studies suggest that the exact role of the amygdala in processing expression remains unclear, specifically regarding explicit perception of expression. One possible reason for this relates to the unspecific and variable aetiology, and extent of lesions tested and compared. Most studies examined extensive lesions to anterior temporal pole that included damage to the amygdala, hippocampus, anterior temporal poles and other adjoining structures. These lesions typically arise following temporal lobotomy (Anderson et al., 2000; Adolphs et al., 2001; Brierley et al., 2005) or encephalitis (Broks et al., 1998; Adolphs et al., 2003). A few studies have tested medial temporal sclerosis (MTS) epileptic patients with lesions involving the hippocampus that in some cases extend to the amygdala (Meletti et al., 2003; Benuzzi et al., 2004). Studies of patients with a restricted lesion to the bilateral amygdala involve patients with the genetic syndrome known as the Urbach-Wiethe syndrome (Adolphs et al., 1994, 1995; Siebert et al., 2003). Thus, only a few studies have compared patients group with similar aetiology and relatively restricted and well defined lesions. Therefore a second aim here was to compare expression perception and brain responses of two temporal epileptic patient populations with and without lesions to the amygdala, in order to establish the effect of the abnormal amygdala on expression perception and brain response.

Two previous fMRI studies tested the effect of temporal epilepsy on processing fearful expressions. Benuzzi et al. (2004) report that patients with right epileptic focus show impaired fearful perception and correspondingly had less activation in occipito-temporal and inferior frontal regions compared to patients with left epileptic focus and controls. Vuilleumier et al. (2004) restricted patients they examined to those with well-defined left temporal lobe epilepsy. They report that lesions that included the amygdala attenuate a fear-induced enhancement of activity in occipito-temporal and frontal regions. Here, I adopt a similar strategy to Vuilleumier et al. (2004) in a patient study (Chapter 9) to replicate their findings and expand on these observations by including a temporal description of brain responses and interactions with expression perception.
The aim of the first study (Chapter 8) was to replicate previous findings reported in the literature on expression processes in healthy controls (Eimer and Holmes, 2002; Morris et al., 1996; Calder et al., 1996) and to further characterize the temporal and neuroanatomical aspects of these processes and their interaction with perception. Subjects' expression perception was evaluated using a categorization task of the “morphed hexogen” expressions (Calder et al., 1996). These stimuli were chosen as they consider depicting more life-like expressions and hence might be more sensitive to detect differences in expression perception (Adolphs and Tanel, 2004). In the brain imaging experiments responses to fearful expressions were compared to responses to neutral expressions measuring evoked potential responses (ERP) using EEG and BOLD response using fMRI. These expressions were chosen because the contrast between them was shown to elicit the strongest early ERP differential response (Kawasaki et al., 2001; Eimer et al., 2003; Krolak-Salmon et al., 2004; Williams et al., 2004). The ERP analysis focused solely on early responses up to 250ms post stimuli presentation.

The second study (Chapter 9) tested expression processes in two types of temporal lobe epileptic patients: with (lesion group) and without (intact group) lesions to the amygdala while comparing them to healthy subjects (control group). Expression processes (measured as perception, and as brain responses) were tested using identical procedures as above. Two hypotheses were tested: the first relates to the fast expression route hypothesis, which predicts that early expression effects (fearful vs. neutral) would be attenuated for patients with damage to the amygdala (i.e. lesion group) compared to patients with an intact amygdala and healthy controls. The second hypothesis predicts involvement of the amygdala in expression perception (Adolphs et al., 1995), thus the lesion group is expected to be impaired in categorizing expressions compared to the intact and healthy control groups.
CHAPTER 8:

FEAR BIAS EFFECTS ON
NEURONAL RESPONSES TO
EXPRESSION.

8.1 METHODS

Subjects. 15 healthy volunteers (8 females; mean age 34.5y; range 20 – 58y; 2 left handed) with no history of neurological or psychiatric illness participated in this experiment. Three volunteers did not participate in the expression categorization task due to technical problems; one of them did not participate in the EEG experiment due to time constraint. One other subject experienced claustrophobic feelings during the MRI scanning, and the experiment was aborted, though she did participate in the EEG and the behaviour sessions. All participants had normal or corrected to normal vision, and all gave written informed consent according to procedures approved by the Ethical Committee of the National Hospital for Neurology and Neurosurgery, London.

9.1.1 Hexogen expression task

Stimuli. 10 identities posing for the six basic prototypical expressions (i.e. fear, surprise, happy, angry, disgust and sad) taken from the Ekman and Friesen (1976) set were used. Faces were cropped to exclude outline features and were presented on a grey background. 6 identities depicting the prototypical expressions were
used for a practice session, a total of 36 stimuli. Morphed images of the remaining 4 identities were used in the main experiment. The morphed images were adapted from Calder et al. (1996). There were 6 levels of morphs in steps of 20%. Pairing of expression was based on a confusion matrix obtained from healthy volunteers (Calder et al., 1996). In the hexogen, expressions are morphed in the following order: fear-surprise-happy-anger-disgust-sad-fear. Figure 8.1 presents the hexogen morph stimuli used for one identity. Each identity was morphed within itself. In total 120 morphs were used (4 identities * 6 expressions * 5 morph levels).

![Hexogen diagram](image)

**Figure 8.1: Stimuli, hexogen expression task.**
Example of one identity in the hexogen expression matrix. Four different identities were used in the experiment. The prototypical expressions were morphed to generate five levels 20% distance apart (90-70-50-70-90) of mixture of expressions (Calder et al., 1996). The large images represent the 90% morphs.

**Procedure.** The experiment started with a practice session, where each of the six identities posing for the six prototypical expressions presented in random order with no time limit. The labels of the six expressions were numbered (1-to-6) and
presented below the image. The numbers assigned to the labels were random across subjects. Subjects were instructed to press the corresponding number for the expression that best described the image as accurately and quickly as possible. No feedback was provided. At the end of a practice session subjects were asked how comfortable they felt with the task and computer and could have another practise if wished. Three subjects chose to have another practice session. The main experiment followed the same procedure as the practice session, but with a different stimuli set. Each morph was presented twice in two separate sessions, with a short break in between (total of 240 morphs, 8 for each of the 30 levels).

**Analysis.** The analysis focused on evaluating subjects’ bias to perceive an expression. The morphed nature of the stimuli provided ambiguous expressions. Therefore, it was assumed that subjects categorized the expression based on their natural biases in ‘reading’ it from a face. Subjects’ bias was estimated by averaging their responses across six morphs (50 – 90%) separately for each expression. For example, subjects’ fear bias was estimated by averaging the number of responses for 6 different morphs: 3 levels of fear morphed with surprise (i.e. fear.50%, fear.70%, fear.90%) and three of fear morphed with sad. The design had one factor with 6 conditions (different expressions), ANOVA and post-hoc comparisons between expressions was done using SPSS 11.0.

**8.1.2 fMRI and EEG experiments**

**Stimuli.** 10 portrait photos of identities posing for two expressions: fearful, and neutral (Ekman and Friesen, 1976) and 20 pictures of houses were used as the basic stimuli. The photos of faces were cropped to exclude outline features; the photos of houses were cropped as well using an oval mask to generate similar picture composition. Face stimuli were presented in two orientations: upright and inverted.

**Procedure.** A 2 (expression: neutral, fearful) by 2 (face orientation: upright, inverted) factorial design was used with an additional condition of houses. Stimuli were presented for 300ms with an SOA of 2500ms in a random order. The task was to detect (via a button press) an immediate repetition of a stimulus, which
could occur in any of the stimuli types with 15% chance i.e. one-back task. The experiment was divided into epochs (fMRI: 5, EEG: 8 epochs). In each epoch all stimuli were presented (60 stimuli + ~10 target repetitions). At the end of each epoch subjects received feedback on their performance indicating their accuracy, reaction time and false alarms. The experiment started with a practice session, which was structured as an epoch and included presentation of all stimuli. This was done to familiarize the subjects with the set of stimuli used in the experiment and to minimize novelty effects. Subjects were instructed to fixate throughout the experiment, to avoid head movements and to respond as quickly and accurately as possible. The order of the EEG and the fMRI experiments was counterbalanced across subjects. After the imaging session subjects performed the expression categorization task (see above).

**fMRI imaging and first level analysis.** A Siemens 1.5T Sonata system (Siemens, Erlangen, Germany) was used to acquire 26 oblique slices, 2 mm thickness, with 1.5 mm gap with in-plane resolution of 3*3*4.5 mm³, with 64*64/ 900/ 50msec/ 2340sec (matrix/ FA/ TE/ TR), see **Chapter 2** for more details. Pre-processing included spatial realignment, unwrapping, slice time correction, normalization and smoothing (see **Chapter 2** for more details). The first-level design matrix included seven regressors depicting the onset of each event for the five experimental conditions (recall the 2x2 + 1 design), with repetition events and feedback modelled separately. All these regressors were convolved with the canonical HRF (Friston et al., 1998).

**EEG recordings and first level analysis.** Recordings were made from Ag-AgCl electrodes using the NeuroScan system and the 10-20 montage system. 24 sites were recorded: Fpz, F7, F3, Fz, F4, F8, FC5, FC6, P7, C3, Cz, C4, P8, CP5, CP6, T5, P3, Pz, P4, T6, O1, O2 and Oz with linked-earlobe reference (see **Fig. 3.2**, electrodes marked in red). Horizontal EOG (HEOG) was recorded bipolarly from the outer canthi of both eyes (**Fig. 3.2** electrodes marked in green). Electrode impedance was kept <5kΩ. Amplifier bandpass was 0.1-40Hz. EEG and HEOG were sampled with a digitization rate of 200 Hz. EEG Recording followed Eimer and Holmes’ (2002) procedures. Analysis implemented using SPM EEG (Wellcome Department, UCL, London). Preprocessing included epoching the data.
from -100ms pre stimuli onset to +600ms post stimuli onset, artefact removal (epochs with more then 100mv were excluded from further analysis), no additional frequency filtering was applied to the data. Six event types were defined as 5 conditions (recall the design had a 2x2 + 1 cells) and one repetition event. ERPs for each event were computed relative to the pre-stimulus base line (-100ms to 0). A threshold for artefact removal was set to 100mV that excluded events with eye blinks, lateral and vertical eye movements or any other artefacts due to movement or electrodes malfunction. In the first level analysis three post stimulus time windows were defined: ERP1, 110 – 150ms; ERP2, 155 – 200ms; ERP3, 205 – 250ms.

The second level analysis tested for consistent effects across subjects in a one sample t-test using contrast images (separate for EEG, fMRI) from the first level. The analysis focused on only three effects. A face effect was defined as the difference between faces versus houses and was used to verify existence of robust effects of face stimuli known in the literature. More importantly, an expression effect was tested by the comparison of upright fearful versus upright neutral expressions. Finally an effect of fear bias was tested as modulator of the expression effect by using a simple regression model.

8.2 RESULTS AND DISCUSSION

8.2.1 Hexogen expression task

Expression bias responses for each expression were estimated by averaging the number of responses to morphs that contained that expression (50% – 90%, see 8.1.1 Methods). Results for the expression bias measure are presented in Figure 8.2, (see also Fig. 9.2 for results for each morph level). There were significant differences in response bias between expressions ($F_{5,55} = 11.9$, $P < 0.001$) suggesting that different expressions had different negative or positive biases. A set of paired t-tests demonstrated a general negative bias to categorized disgust expression, such that disgust was less often categorized by subjects compared to all other expressions ($P < 0.005$). A positive tendency to categorize happy
expressions, especially when compared to disgust, sad and surprise expressions ($P < 0.005$) was also observed.

**Figure 8.2 Expression bias**
Percent responses for each expression averaged across 6 morphs levels that contained that expression. See 9.1.1 Methods for more details.

8.2.2 One-back task, behaviour results from the imaging experiments

There was no significant difference between the behaviour results of the fMRI and the EEG experiments, and therefore the results of these two experiments are collapsed. Results for accuracy and reaction times are presented in Figure 8.3. As expected, ANOVA with 2(expression) by 2(orientation) factors computed on accuracy responses revealed a main effect for orientation ($F_{1,14} = 11.9$, $P < 0.01$) supporting the idea that repetitions of upright faces are better detected than repetitions of inverted faces. This effect was not observed for reaction times. There was also a trend suggesting subjects were better at detecting repetition of fearful compared to neutral expressions ($F_{1,14} = 4.23$, $P = 0.059$) and this was evident for reaction times with faster responses for fearful compared to neutral expressions ($F_{1,14} = 3.73$, $P = 0.074$). No significant interaction was observed between expression and orientation. Importantly, the simple effects of interest in the following analysis of the imaging results (i.e. Face effect, face vs. house; Expression effect, fearful vs. neutral) did not differ in terms of task
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performances. This suggests that any effects observed in the EEG or the fMRI cannot be accounted by task confounds.

**Figure 8.3: One back task**

On the left accuracy (Acc) presented as proportion of correct detection of repetition, on the right reaction time (RT) in msec. Error bars represent SEM. Up, upright face; In, inverted face.

### 8.2.3 EEG experiment

**Face effect** – a face effect was examined by comparing upright faces to houses in two time windows between 110 – 200ms (Fig. 8.4). An early differential effect was observed at ERP1 (110 – 150msec) in bilateral posterior electrodes stronger for left electrodes. The existence of this early P1 differential effect for faces compared to houses was reported recently by Liu et al. (2003).

As expected within ERP2 (155 – 200msec), an N170 effect was observed in bilateral posterior electrodes, with a more negative signal to upright faces compared to houses. This result replicates numerous studies (cf. Bentin et al., 1997; Eimer et al., 2001).
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Figure 8.4 Face effect
On the left SPM T-maps from the second level analysis showing pixels with significantly larger negative wave for faces compared to houses (for presentation maps are threshold to 0.05 uncorrected) for the two time windows tested. On the right the averaged time course across subjects taken from electrodes (O2, P8) in vicinity to the maxima observed in the SPM maps.

Expression effects – an expression effect was tested by comparing upright fearful to upright neutral faces at three early time windows from 110 to 250msec (Fig. 8.5). An early expression effect (ERP1, 110 – 150msec) was observed in posterior electrodes in an ERP component known as P1, with response for fearful more positive compared to neutral expressions. This replicates the effect observed by Eimer and Holmes (2002) in time and direction, but not in its spatial location. These authors observed this effect over frontal electrodes, while here the significant effect was in posterior electrodes. Note that this early expression effect occurs at the same time window as the early face effect, but in more medial electrodes than the face effect (which was in more lateral electrodes). In the two following time windows the expression effect propagated first to more anterior-medial electrodes, and then to anterior frontal electrodes with fearful faces always showing a more positive wave than neutral faces, replicating Eimer and Holmes (2002; Holmes et al., 2003). Note, that the expression effect in the second time window (155 – 200msec, Fig. 9.5) is not observed in the same electrodes.
associated with the N170 face effect, replicating again Eimer and Holmes (2002) findings that show no expression effect at N170 peak electrodes.

**Figure 8.5: Expression effects**

On the left contrast images for the three time windows tested, representing the differences of fear minus neutral. In these maps the darker the color the larger the difference between fear and neutral expressions. The middle column shows SPM T-maps (for presentation thresholds $P < 0.05$ uncorrected) the darker the color the higher the significance level. The right column show the averaged time course extracted from electrodes in vicinity to the SPM maxima, the histogram present the averaged response of a given time window.

**Fear bias effects** - Finally, I tested the effect of subjects’ fear bias on the size of their ERP expression effects. Recall that for each subject, an estimation of their tendency to perceive fear (i.e. fear bias) was calculated from the hexogen morph expression task (see above). Correlations were tested using a simple regression
analysis with subjects’ fear bias as one variable and their ERP expression effect (i.e. fear – neutral) as a second variable, using a separate model for each time window. The early ERP expression effect (i.e. ERP1) positively correlated with subjects’ fear bias (Fig. 8.6). This effect was seen in the left posterior lateral electrodes and continued till 200ms. There was no evidence for a correlation with fear bias in the latter time window tested i.e. between 205 - 250ms. Interestingly, even though the task in the current experiment was not directly related to the face expression manipulation (i.e. one-back task) early brain responses correlated with subjects’ explicit fear perception. These results suggest the size of the early differential expression response predicts subjects’ bias to ‘read’ fear expression in a face.

Figure 8.6: Fear Bias effects

On the left column SPM correlation maps for the three time windows tested (for presentation threshold to P < 0.05 uncorrected). On the right scatter plots with the ERP effect of each subject (taken from electrodes in vicinity to the SPM maxima) plotted against his/her fear bias score. Note, that the third scatter plot represents ERP2 rather than ERP3. The difference in the statistic values between SPM (on the left) and the regression analysis (on the right) are due to different models used by SPM and SPSS.
8.2.4 fMRI experiment

Face effects (Table 8.1. and Fig. 8.7) – As predicted a larger activation for faces compared to houses was observed in bilateral fusiform gyrus (FFG) a region that was labelled the fusiform face area (FFA; Kanwisher et al., 1997). Activation was also detected in additional regions suggested to be involved in face perception such as the right inferior occipital gyrus (IOG; possibly occipital face area, OFA), right superior temporal sulcus (STS), left middle occipital gyrus and left amygdala amongst others (Table 8.1). Houses showed a larger activation in bilateral parahippocampal gyrus (PHG) possibly reflecting activity in the region termed parahippocampal place area (PPA; Kanwisher et al., 1997) amongst other regions (Table 8.1). These findings replicate numerous studies that show similar response patterns to faces and houses (cf. Hasson et al., 2003)

Figure 8.7: face effect
Two SPM t-maps depicting the effects of interests are overlaid on the single subjects canonical T1. Stronger responses for faces compared to houses (red) were observed in bilateral FFG, right IOG, STS, anterior insula and IFS. While stronger activation for houses compared to faces (yellow) can be seen in bilateral PHG and posterior calcarine.

Expression effects – A network of regions was more activated for fearful faces compared to neutral faces (Table 8.2). This network included posterior occipital regions amongst them the IOG suggested to processing physical properties of a face (Chapter 5), right posterior FFG, STS, STG suggested to be involved in processing variant information from a face (Haxby et al., 2001) and especially expressions (Winston et al., 2004) and regions suggested to relate to attention monitoring – such as intraparietal sulcus (IPS) and superior frontal gyrus (SFG). Surprisingly the amygdala did not show the expected expression effect. Though, a lower threshold (P < 0.005) the peak of the thalamic activation extended into
the amygdala. The FFG gyrus activation was also weaker than expected and appeared only in the left hemisphere. The weaker effects observed in both these foci might relate to adaptation effects, as subjects were repeatedly exposed to the same set of faces (Brieter et al., 1996; Krolak-Salmon et al., 2004; Rotshtein et al., 2001).

<table>
<thead>
<tr>
<th>Occipital</th>
<th>Calcarine</th>
<th>R</th>
<th>4.94*</th>
<th>6 -81 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>IOG</td>
<td>R</td>
<td>3.22</td>
<td>48 -78 -15</td>
<td></td>
</tr>
<tr>
<td>MOG</td>
<td>L</td>
<td>3.09</td>
<td>-51 -75 12</td>
<td></td>
</tr>
<tr>
<td>FFG</td>
<td>R</td>
<td>2.67</td>
<td>48 -48 -27</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>3.60</td>
<td>-45 -48 -27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Temporal  |
|-----------|------------|
| STS       | R          | 4.17 | 60 -39 15 |
| aTP       | R          | 4.07 | 33 6 -33 |
| aTP       | L          | 3.27 | -36 9 -30 |

<table>
<thead>
<tr>
<th>Frontal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ant. insula</td>
</tr>
<tr>
<td>L</td>
</tr>
<tr>
<td>IFG</td>
</tr>
<tr>
<td>SFG</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subcortical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amyg</td>
</tr>
<tr>
<td>SN</td>
</tr>
</tbody>
</table>

**Table 8.1: Face effect (RFX t-test df = 13)**

<table>
<thead>
<tr>
<th>Anymy</th>
<th>MNI (x,y,z)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Occipital</th>
<th>Calcarine</th>
<th>R</th>
<th>5.77*</th>
<th>24 -57 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOG</td>
<td>L</td>
<td>4.70</td>
<td>-36 -96 3</td>
<td></td>
</tr>
<tr>
<td>MOG</td>
<td>R</td>
<td>4.68</td>
<td>36 -84 12</td>
<td></td>
</tr>
</tbody>
</table>

| Temporal  |
|-----------|------------|
| PHG       | R          | 5.82* | 33 -48 -12 |
| PHG       | L          | 5.48* | -33 -48 -12 |
| aSTS      | L          | 3.98 | -63 -9 -6 |
| aSTS      | R          | 3.46 | 60 3 -6 |

<table>
<thead>
<tr>
<th>Frontal</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFG</td>
</tr>
</tbody>
</table>

Abbreviations: IOG, inferior occipital gyrus; MOG, middle occipital gyrus; FFG, fusiform gyrus; STS, superior temporal sulcus; aTP, anterior temporal pole; Ant. Anterior; IFG, inferior frontal gyrus; SFG, superior frontal gyrus; Amyg, amygdala; SN, substantia nigra; PHG, parahippocampal gyrus; aSTS, anterior STS; L, left; R, right. * P < 0.05, correct for whole brain voxel level.
### Table 8.2: Expression effect (RFX t test df = 13)

**Upright: fearful > neutral**

<table>
<thead>
<tr>
<th>Anatomy</th>
<th>H</th>
<th>Z</th>
<th>MNI (x, y, z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occipital</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcarine</td>
<td>M</td>
<td>4.36</td>
<td>9 -87 0</td>
</tr>
<tr>
<td>Cuneus</td>
<td>M</td>
<td>3.46</td>
<td>6 -87 15</td>
</tr>
<tr>
<td>IOG</td>
<td>R</td>
<td>3.42</td>
<td>33 -87 -24</td>
</tr>
<tr>
<td>pFFG</td>
<td>L</td>
<td>3.59</td>
<td>-42 -63 -24</td>
</tr>
<tr>
<td>Temporal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STS</td>
<td>R</td>
<td>4.09</td>
<td>42 -27 -9</td>
</tr>
<tr>
<td>STG</td>
<td>R</td>
<td>3.11</td>
<td>63 -24 0</td>
</tr>
<tr>
<td>MTG</td>
<td>L</td>
<td>4.74</td>
<td>-57 -15 -15</td>
</tr>
<tr>
<td>Parietal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPS</td>
<td>R</td>
<td>3.47</td>
<td>36 -48 45</td>
</tr>
<tr>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insula</td>
<td>R</td>
<td>4.03</td>
<td>33 33 0</td>
</tr>
<tr>
<td>SFG</td>
<td>R</td>
<td>3.57</td>
<td>21 36 39</td>
</tr>
<tr>
<td>L</td>
<td></td>
<td>3.26</td>
<td>-36 42 21</td>
</tr>
</tbody>
</table>

**subcortical**

| Thalamus | R  | 3.36 | 18 0 -9      |
| Hipp     | R  | 3.16 | 39 -21 -15   |
| Hipp     | L  | 2.88 | -36 -15 -24  |

Abbreviations: IOG, inferior occipital gyrus; pFFG, posterior fusiform gyrus; STS, superior temporal sulcus; STG, superior temporal gyrus; MTG, middle temporal gyrus; IPS, inferior parietal sulcus; SFG, superior frontal gyrus; Hipp, hippocampus; M, medial; R, right; L, left.

**Fear bias effect** – A network of cortical regions positively correlated with subjects’ fear bias (Table 8.3). The strongest effects were observed in the bilateral superior frontal gyrus (SFG, Fig. 8.8). Positive correlations were observed as well in bilateral STS supporting their role in processing expressions (Winston et al., 2004). Interestingly, positive modulation of the right post-central sulcus (post-CS, i.e. S1) and right insula by subjects’ fear bias was also observed. Involvement of the right post-CS and insula is in accordance with results reported by Adolphs et al. (2000) that show lesions to these regions correlated with impaired expression perception.
Table 8.3: Fear bias & Expression effect (RFX, df = 10)

Positive correlation fear bias & [Up.fear – Up.neutral]

<table>
<thead>
<tr>
<th>Anatomy</th>
<th>H</th>
<th>Z</th>
<th>MNI (x,y,z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occipital</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcarine</td>
<td>L</td>
<td>3.55</td>
<td>-12 -63 15</td>
</tr>
<tr>
<td>precuneus</td>
<td>R</td>
<td>3.52</td>
<td>6   -63 51</td>
</tr>
<tr>
<td>Temporal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STS</td>
<td>R</td>
<td>3.43</td>
<td>45 -33  6</td>
</tr>
<tr>
<td>pSTS</td>
<td>R</td>
<td>3.36</td>
<td>42 -75 33</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>3.16</td>
<td>-42 -69 42</td>
</tr>
<tr>
<td>Parietal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPS</td>
<td>L</td>
<td>3.41</td>
<td>-24 -66 24</td>
</tr>
<tr>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFG</td>
<td>R</td>
<td>4.10</td>
<td>33  18 60</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>3.41</td>
<td>36  -6 57</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>3.66</td>
<td>-24 39 48</td>
</tr>
<tr>
<td>Post CS</td>
<td>R</td>
<td>3.78</td>
<td>48 -30 51</td>
</tr>
<tr>
<td>CS</td>
<td>R</td>
<td>3.29</td>
<td>33 -27 60</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>3.52</td>
<td>-21 -18 57</td>
</tr>
<tr>
<td>Insula</td>
<td>R</td>
<td>3.19</td>
<td>-30 24  3</td>
</tr>
<tr>
<td>OFC</td>
<td>L</td>
<td>3.81</td>
<td>-36 36 -21</td>
</tr>
<tr>
<td>CG</td>
<td>R</td>
<td>3.33</td>
<td>18 -45 36</td>
</tr>
</tbody>
</table>

Abbreviations: STS, superior temporal sulcus; p, posterior; IPS, inferior parietal sulcus; SFG, superior frontal gyrus; CS, central sulcus; OFC, orbital frontal cortex; CG, cingulate gyrus; R, right; L, left.

Figure 8.8: Fear bias effects

On the left, SPM simple correlation map (threshold P < 0.001 uncorrected) overlaid on a canonical T1 image. On the right, scatter plot of the between the fMRI expression effect size extracted from the maxima marked in yellow circle and subjects’ fear bias.

Right superior frontal gyrus (33, 18, 60)
8.3 DISCUSSION

The aims of this study were to replicate previous findings of brain responses to face and facial expression and to test for modulation of these effects by subjects’ fear bias. In the EEG study, a differential expression effect was observed already between 110 – 150ms after stimuli presentation. This early effect predicted subjects’ fear bias, namely their tendency to perceive an ambiguous expression as fearful. In the fMRI study, I replicated the network for fearful expression observed previously (Morris et al., 1998; Passoa et al., 2002). This network included early visual cortices such as calcarine, precuneus as well as extrastratite regions such as the IOG, FFG and STS and right insula (Table 8.2). More interestingly, the size of the fear expression effect in the calacrine sulcus, right STS, posterior central sulcus (post-CS), insula and SFG predicted subjects’ fear bias (Table 8.3).

The very early ERP effects observed here (Fig. 8.4) are supported by single cell recordings in monkeys that show the amygdala differential expression response at latencies of 110 – 200msec (Leonard et al., 1989), and in humans where an early differential expression effect (120 – 160msec) was observed in prefrontal cortices (Kawasaki et al., 2001). However, not all studies have observed such an early differential response in the amygdala (Krolak-Salmon et al., 2004). Using scalp electrophysiology, an early (start just after 100msec) MEG differential response to expression was observed by Streit et al. (2003). Interestingly, they localize the sources of this effect to the amygdala, posterior occipital regions and frontal regions. This raises the possibility that an early brain response (after 100ms) to expression involves a network of regions rather than a single structure.

Other studies have shown differential P1 responses for fearful compared to neutral faces in posterior electrodes (Williams et al., 2004; Pourtois et al., 2005). Eimer and Holmes (2002) reported an early expression effect for this time window, but it was only significant in frontal electrodes, though, in later studies this group failed to replicate this finding (Holmes et al., 2003; Eimer et al., 2003). The location of the expression effect observed in their first study (Eimer and Holmes, 2002) i.e. N1, frontal electrodes is inconsistent with the current study where the early
expression effect was observed mainly in posterior electrodes. It is hard to account for the inconsistencies between the two studies regarding the spatial distribution of the early expression effect (ERP1). Despite, this inconsistency, the direction of the expression effect in both studies was similar with fearful faces showing a more positive wave compared to neutral. This was observed here across all electrodes (Fig. 8.5).

The expression effect observed here continued until 250ms, where fearful expressions elicit a more positive wave compared to neutral expressions (Fig. 8.5). This is consistent with intracranial recordings were it was demonstrated that the expression effect in the amygdala persisted up to 1300 msec, and propagated in this time window to occipital-temporal and frontal regions, i.e. (IOG, MOG), STS, MTG and OFC (Krolak-Salmon et al., 2004). Studies using scalp recordings observed similar expression effects in these later time windows (Sato et al., 2001; Batty and Taylor, 2003; Streit et al., 2003; Eimer et al., 2003) but not all (Eimer and Holmes, 2002). Eimer and Holmes (2002) did not observe an expression effect between 205 – 250msec, as I observed here, but only up to 200msec.

**Modulation of expression effect by subjects’ fear bias** – Here, I used the natural variability of the healthy population in responses to fearful expression to reveal a neural correlation that might account for such differences. Interestingly, the early ERP expression effect (P1) predicted subjects’ fear bias, Thus as the differential expression response was larger, subjects’ fear bias was stronger. The effect of the fear bias was attenuated with time and abolished after 205ms. This might be due the fact that this information was irrelevant to the task (one back task).

Neural correlates of subjects fear bias were observed in the fMRI experiment as well (Table 8.3), where a larger expression effect correlated with larger fear bias in the calcarine, STS, post-CS, insula and SFG amongst other regions. The involvement of STS in predicting subjects’ fear bias is consistent with its role in processing expression (Haxby et al., 2000; Winston et al., 2004). The involvement of post-CS and insula in processing expression was suggested by lesion studies (Adolphs et al., 2000).
Intriguingly, the current study failed to observe a strong differential expression response in the amygdala (Table 9.3), although the amygdala did show a significantly larger response to faces compared to houses. As mentioned above, the lack of differential expression effect in the amygdala might have resulted from adaptation of the fear signal, as the amygdala response has been shown to be affected by long-term adaptation (Brieter et al., 1996). This adaptation may arise as an attenuation of feedback input. Recall that the fMRI BOLD response (Chapter 2) is suggested to represent mostly local field potentials (i.e. the input to a region, rather than its output). Thus, one interpretation of the results is that the amygdala receives information about all faces. It also processes facial expressions and in case of fear the amygdala projects this information to other cortical regions. Thus, lack of a differential expression signal in the amygdala does not imply that it is not involved in fear processing. The most straight-forward way of establishing the role of the amygdala in processing expression is to test the effects of amygdala lesions on differential expression response in the brain. This is the aim of the next study.
CHAPTER 9:

AMYGDALA ROLE IN EARLY EXPRESSION PROCESSING

In Chapter 8, an early ERP (P1) differential response to expressions was observed for healthy subjects. Furthermore the size of this effect predicted subjects’ fear bias responses. This rapid differential response to expression offers support to the fast route hypothesis for fearful expression processing and suggests that input from this route contributes to perception of fearful expressions. However, the fast route hypothesis also predicts that expression processing is mediated via the amygdala. Intriguingly, in the fMRI results I did not observe robust differential amygdala response to expressions and its responses also did not relate to subjects’ fear perception. Therefore, to directly test the role of the amygdala in expression processing, I compared brain and behaviour responses of patients with lesions to the amygdala to those with intact amygdala. The chapter addresses two questions: the first relates to the role of the amygdala in perceiving expressions; the second relates to the contribution of the amygdala to expression effects observed in healthy brain responses, as measured by ERP and fMRI.

9.1 METHODS

Subjects. 17 temporal lobe epileptic patients participated in the experiment. All were diagnosed as part of a clinical evaluation for epilepsy. Importantly, none have undergone any brain surgery. Diagnoses were provided by Dr. M. Richardson from the Epilepsy Unit, National Hospital for Neurology and
Neurosurgery, London, and was as follow: 7 patients with amygdala lesions (4 female, mean age 34y, range 21 – 40y, 2 left handed); 10 patients with intact amygdala (5 females; mean age 37.5y; range 23 – 48y; 2 left handed; for more details see Table 9.1). The two patient groups did not differ significantly in their I.Q. scores (WAIS-R: $t_{13} = 1.7, P = 0.1$; WAIS-RP: $t_{13} = 1.4, P = 0.2$), epilepsy onset ($t_{15} = 0.9, P = 0.37$), frequency of seizures ($t_{10.67} = 1.2, P = 0.28$), or the amount of medication taken per day ($t_{9.16} = 1.4, P = 0.2$). The healthy controls were the subjects that I report above (Chapter 8). Patients and healthy controls were matched in age and socioeconomic background (i.e. most healthy controls were relatives and friends of the patients). One patient from the intact group did not participate in the behaviour experiment due to time constraints. All participants had normal or corrected to normal vision, and all gave written informed consent according to procedures approved by the Ethical Committee of the National Hospital for Neurology and Neurosurgery, London.

Table 9.1: Patients details

<table>
<thead>
<tr>
<th>Patient number</th>
<th>Lesion</th>
<th>Aetiology</th>
<th>Age years</th>
<th>Onset years</th>
<th>Frequency GM PM</th>
<th>Medication Mg PD</th>
<th>WAIS-R I.Q</th>
<th>WAIS-R PI.Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>L H</td>
<td>MTS</td>
<td>47</td>
<td>3</td>
<td>1</td>
<td>1475</td>
<td>110</td>
<td>139</td>
</tr>
<tr>
<td>15</td>
<td>L HA</td>
<td>MTS</td>
<td>37</td>
<td>3</td>
<td>7</td>
<td>3400/2000</td>
<td>84</td>
<td>99</td>
</tr>
<tr>
<td>16</td>
<td>L HA</td>
<td>MTS</td>
<td>37</td>
<td>1</td>
<td>0.02</td>
<td>1600</td>
<td>94</td>
<td>93</td>
</tr>
<tr>
<td>17</td>
<td>L HA</td>
<td>MTS</td>
<td>42</td>
<td>6</td>
<td>6</td>
<td>850</td>
<td>104</td>
<td>108</td>
</tr>
<tr>
<td>18</td>
<td>L HA</td>
<td>MTS</td>
<td>21</td>
<td>0.5</td>
<td>7</td>
<td>2000</td>
<td>120</td>
<td>128</td>
</tr>
<tr>
<td>19</td>
<td>L HA</td>
<td>MTS</td>
<td>39</td>
<td>0.08</td>
<td>0.08</td>
<td>650</td>
<td>83</td>
<td>90</td>
</tr>
<tr>
<td>20</td>
<td>L H</td>
<td>MTS</td>
<td>40</td>
<td>7</td>
<td>1</td>
<td>335</td>
<td>76</td>
<td>88</td>
</tr>
<tr>
<td>22</td>
<td>L H</td>
<td>MTS</td>
<td>33</td>
<td>11</td>
<td>3</td>
<td>6600</td>
<td>74</td>
<td>68</td>
</tr>
<tr>
<td>23</td>
<td>L H</td>
<td>MTS</td>
<td>28</td>
<td>2</td>
<td>2.5</td>
<td>800</td>
<td>89</td>
<td>99</td>
</tr>
<tr>
<td>24</td>
<td>L H</td>
<td>MTS</td>
<td>36</td>
<td>6</td>
<td>35</td>
<td>4350</td>
<td>87</td>
<td>89</td>
</tr>
<tr>
<td>26</td>
<td>L H</td>
<td>MTS</td>
<td>42</td>
<td>3</td>
<td>1</td>
<td>2250</td>
<td>86</td>
<td>84</td>
</tr>
<tr>
<td>27</td>
<td>R A</td>
<td>MTS</td>
<td>34</td>
<td>17</td>
<td>17</td>
<td>500</td>
<td>116</td>
<td>124</td>
</tr>
<tr>
<td>28</td>
<td>L A</td>
<td>TLE</td>
<td>33</td>
<td>17</td>
<td>2</td>
<td>1200</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>29</td>
<td>TLE</td>
<td>TLE</td>
<td>33</td>
<td>0</td>
<td>30</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>30</td>
<td>L H</td>
<td>MTS</td>
<td>46</td>
<td>3</td>
<td>3.5</td>
<td>88</td>
<td>88</td>
<td>80</td>
</tr>
<tr>
<td>31</td>
<td>L H</td>
<td>MTS</td>
<td>23</td>
<td>10</td>
<td>2.5</td>
<td>3000</td>
<td>96</td>
<td>106</td>
</tr>
<tr>
<td>33</td>
<td>L H</td>
<td>MTS</td>
<td>48</td>
<td>14</td>
<td>2.5</td>
<td>1000</td>
<td>92</td>
<td>89</td>
</tr>
</tbody>
</table>

Abbreviations: GM. Grandmal; PM, per month; PD, per day; L, left; R, right; H, hippocampus; HA, hippocampus+amygdala; TLE, temporal lobe epilepsy lesion unspecified; MTS, medial temporal sclerosis.

Procedure and analysis. Importantly, the experimenter was blind to the specific patient diagnosis of the patients; diagnoses were obtained only for the analysis. The experimental design, procedures and analysis (at a subject level) for all three
experiments (behaviour, fMRI, EEG) were identical to the one reported above for the healthy controls (see 9.1 Methods).

9.2 RESULTS

9.2.1 Hexogen expression task

Response biases were estimated as the average number of responses across six morphs (50-90%) around an expression (see above). Comparison of response biases for different expressions (6 expressions) and groups (3 groups) revealed a main effect of expression ($F_{5,125} = 44$, $P < 0.001$) but no main effect for group and no interaction of group and expressions.

A set of post-hoc t-tests showed that perceptions of happy expressions differ significantly from all other expressions, as participants tended to ‘read’ more happiness in an expression compared to all other expression categories ($P < 0.0001$). Disgust expressions were more likely to be mislabelled compared to angry, sad ($P < 0.0001$) and fear ($P < 0.05$). Note that the results here for all subjects are different from the results reported for the healthy controls on their own (see 9.2.1). The main differences are in the biased responses for happy expressions, which were enhanced with the addition of the patients. Surprisingly, lesion site did not affect expression biases. Thus a lesion to the amygdala did not affect patients overall expression biases. The a-priori hypothesis suggested that such effects would be evident for a particular expression and especially in responses to fearful expression. I next examine each expression on it own.

Figure 9.1 presents the pattern of responses for each group separately for each response. The grey area in the plots depicts 1.64s.d, i.e. 95% confidence interval around the averaged responses of the healthy controls. As expected, subjects were accurate in reading an expression conveyed by a morphed face, as responses for a given expression peaked when presented with a face that contained that expression. Moreover, the responses for a given expression gradually increased in a manner that depended on the percent of that expression in a morphed face.
Figure 9.1 Hexogen expression task – response pattern

The plots are organized based on the hexogen expression-morph (Fig. 8.1) in each graph only one response is plotted for all the different morphs (labelled at the top left), the stimuli labels are given in the x-axis of the angry response (bottom). The averaged responses of the healthy control are in black with 95% confidence interval around it - the grey area. Averaged responses of patients with a lesion to the amygdala are in red and for patients with intact amygdala in green.

Unexpectedly, the plots suggested that patients with a lesion to the amygdala categorize expressions in a similar way to healthy controls, while patients with
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*intact* amygdala tended to be impaired across most expressions, with the most noticeable difference being for fearful expressions.

To formally explore the significance of these unexpected results, a set of ANOVAs were computed separately for each expression in a 3 (level of morphs: 50, 70, 90) by 2 (the two neighbouring expressions) by 3 (group) design. Significance levels were adjusted using Bonferroni correction for multiple comparisons ($P < 0.05/6$). Morph levels and the neighbouring expressions were included as a factor in order to test for patients’ confusion matrix. Recall that the hexogen morph used here is based on confusion matrix from healthy *controls* (Calder et al., 1996). However, it has been shown that patients could have a different confusion matrix (Sato et al., 2002). Therefore this pre-determined order in the hexogen expression might have confounded the results and interpretation - as it might have made the task relatively easier or harder to some patients compared to healthy *controls*. The hypothesis was that if patients have a different confusion matrix from healthy *controls*, this would be reflected in the response to the various morph levels.

As expected across all subjects and all expressions (except disgust) there was a linear main effect for morph levels ($P < 0.001$). For example, an increase in fear percentage in the morphed faces resulted in an increase in fear responses. In addition, the valance of the expression (positive, negative) introduced an asymmetric response pattern in all subjects. When surprise was morphed with happy, it was categorized more as surprise compared to when it was morphed with fear ($P < 0.001$); more happy responses were given when happy expressions were morphed with surprise compared to when it was morphed with angry expressions ($P < 0.001$). Finally, more angry responses were given when angry expressions were morphed with disgust compared to when it was morphed with happy. This suggests that valance is an important component in the confusion matrix, with subjects tending to confuse less between expressions when they convey similar

---

2 Note, that such results suggest that expression perception is not categorical as others have argued (Lowrence et al., 1995) but linear. It might be that the categorical nature of results observe for expressions is due to task confounds i.e. two alternative force choice used in other experiments (see chapter 4) and do not reflect the nature of representation in the brain.
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valence. Note, that both patient groups showed similar valence asymmetry when categorizing the morphed faces.

More importantly, there was a significant group effect for fearful expressions ($F_{2,25} = 7, P < 0.005$), but surprisingly, tests for simple effects revealed that the group that had a different perception bias was the intact amygdala group. They labelled fewer expressions as fear compared to the amygdala lesion group ($F_{1,15} = 10.5, P < 0.005$) and the healthy controls ($F_{1,19} = 22.1, P < 0.001$). There were no significant differences between the amygdala lesion group and the healthy control ($F_{1,16} = 0.11, P = 0.73$). Contrary to my hypothesis, patients with intact amygdala showed a different pattern of response from patients with lesions to the amygdala and healthy controls. Similar results were obtained even when the patients with non-MTS diagnosis were excluded (i.e. p27, p28, p29).

The fact that a lesion to the amygdala did not affect expression categorization is intriguing. Even more surprising is that patients with an intact amygdala were impaired in categorizing fear expression compared to patients with an amygdala lesion and healthy controls. A set of correlation analyses revealed that neither of the following factors predicted patients’ fear bias: I.Q. scores, age of epilepsy onset, frequency of seizures, and amount of medication predicted patients fear bias. To better understand the data, I explored it more carefully by examining individual responses. Each subject was compared to the mean response bias of the healthy control group. Outlier behaviour was defined if responses were more than 2s.d. from the mean of the healthy controls and a tendency for outlier behaviour was 1.5s.d from the mean of healthy control. I explored the estimated bias responses separately for each expression (Fig. 9.2 and Table 9.2).

Outlier response pattern was observed for all expressions and within all groups. A number of points are worth noting in this regard. Firstly, four healthy controls exhibited outlier bias responses each for a different expression (Table 9.2). This suggests that within the healthy population different individuals have different

---

3 Interestingly, as patients suffer from more frequent seizures (recall most left temporal epileptic) and took more medications they had larger positive bias in ‘reading’ happy in expressions ($r = 0.54, P = 0.02; r = 0.79; P < 0.001$, respectively).
biases in ‘reading’ an expression of a face. Thus, pointing to a potential problem for false positives in single case studies.

Figure 9.2: Outliers behaviour
The response bias of each individual patient (a circle) is plotted for each expression. The black line represents the averaged response bias of the healthy control, the error bars are 2*STDEV. Green diamonds are patients with an intact amygdala and in red circles patients with an amygdala lesion. Any patient whose responses do not overlap the error bar is considered outlier.

Secondly, three patients within the intact amygdala group (p22, p23, p24) showed unspecified general outlier behaviour with negative biases to recognize three or more expressions. This might suggest that these patients have a more general bias in misreading the expression of a face, rather than a specific deficit with one expression. These patients had a relatively low I.Q. score (see Table 10.1).

Thirdly, two patients with a lesion to the amygdala (p18, p28) showed outlier negative bias for sad response, tending to perceive expressions as less sad than healthy controls, while one (p16) showed a positive bias tending to ‘read’ more sadness in expressions compared to healthy controls. This accords with recent report of abnormal perception of sad expressions in patients with amygdala lesions (Adolphs and Tanel, 2004). Overall, six participants had an outlier response to sad expressions, though with inconsistent tendencies: two showing positive biases and four negative biases. This suggests that among the stimuli used here sadness was constituted the most ambiguous expression.
**Table 9.2: Outlier analysis – hexogen expression task**

<table>
<thead>
<tr>
<th></th>
<th>Healthy control</th>
<th>Intact amygdala</th>
<th>Lesion amygdala</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N</strong></td>
<td>12</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td><strong>Fear</strong></td>
<td>s32</td>
<td>p22, p24$^5$, p26, p29, p33</td>
<td>P15$^5$</td>
</tr>
<tr>
<td><strong>Surprise</strong></td>
<td>s6</td>
<td>p23$^5$, p24$^5$</td>
<td>P16$^5$</td>
</tr>
<tr>
<td><strong>Happy</strong></td>
<td>s14</td>
<td>p23$^5$</td>
<td>P19$^5$</td>
</tr>
<tr>
<td><strong>Angry</strong></td>
<td>s25</td>
<td>p22, p24</td>
<td></td>
</tr>
<tr>
<td><strong>Disgust</strong></td>
<td>s6</td>
<td>p23</td>
<td></td>
</tr>
<tr>
<td><strong>Sad</strong></td>
<td>s10$^5$</td>
<td>+p22, p24, p23</td>
<td>+p18, p16, p28</td>
</tr>
</tbody>
</table>

Outlier response biases were determined as being < 2 s.d. different from averaged number of responses of the control group. $^5$Performances <1.5 different from the control group. When specify '+' indicates a positive bias in labelling the expression compared to healthy control. In all other cases the bias is negative, i.e. a tendency to label the expression less than healthy control. "p" for patient, the numbers correspond to the number in Table 10.1, "s" for healthy control subjects, the numbers indicate the different individuals.

Responses to fearful expression were most vulnerable to negative outlier behaviour, with a total of five outliers and two tendencies toward an outlier biases. This is an intriguing result, though often observed in the literature (Adolphs et al., 1996). Given the ecological saliency that is attributed to fearful expression (Darwin, 1872) it is not clear why so many of us tend not to ‘read’ fear in a face. One possible way to resolve this apparent paradox is to assume separate processes for explicit recognition of fear and for autonomic and neuronal preparations for a potential threat situation arising from a fearful expression (Morris et al., 1998) as suggested by the dual route hypothesis (LeDoux, 1986, 1996).
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The outlier analysis suggests that the impairments observed in fear recognition for the intact group cannot be attributed to a single outlier, as half the patients from that group showed outlier behaviour or a tendency towards outlier biases. This result is not easy to explain, though a few possible explanations can be ruled out. It cannot be associated with lesions to the hippocampus as most patients had lesions that included the hippocampus whether in the intact or lesion group (Table 10.1). It cannot be attributed to the extent of the lesion, as the amygdala lesion group had a larger lesion spread than the intact group. It was not associated with patients’ general intellectual ability (measured as I.Q), age of onset of epilepsy, frequency of seizures or amount of medications. Other factors that might account for this result might relate to the lifestyle of the patients, their social intelligence etc. Thus more research needs to be done to clarify this issue.

To summarize, different expression biases existed in the healthy control group and in both patient groups. There was no obvious association between lesion location and perception biases. The finding that response biases of 12 out of 31 participants was characterized as outlier behaviour given a conventional cut off point (< 2s.d.) stresses the risk in case studies and of drawing strong conclusions on function-anatomy relation from single cases. The results demonstrated that there is variability in subjects’ expression biases. Therefore, in the follow up analysis, fear bias measure was used as covariate. This enabled me to dissociate between effects of subjects’ fear bias and effects of malfunctioning amygdala due to lesion.

9.2.2 One-back task

The task in the EEG and fMRI experiments was one-back, where subjects were instructed to detect an immediate repetition of a stimulus (see 9.1.2 Methods). Recall, the design had 2 (expression) by 2 (orientation) factors plus the houses condition. Here in the analysis an additional factor of ‘group’ was added. Significant effects were only observed in response accuracy, though similar patterns can be seen in reaction times. As expected, there was a significant effect of orientation ($F_{1,29} = 18.324, P < 0.001$), with more repetitions detected for upright than inverted faces. There was also a significant effect of expression ($F_{1,29}$
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\[ \text{F} = 18.324, P < 0.001 \] with higher accuracies for detecting repetition of fearful than neutral expressions. Here, as opposed to the healthy controls, repetitions of fearful upright faces were better detected than that of upright neutral faces (\(F_{1,29} = 5.7, P < 0.05\)). There was no significant effect of group, although inspecting the results (Fig. 9.3) the intact amygdala group appeared slower and less accurate than the amygdala lesion and healthy control groups on all stimuli types. This group effect was not significant and was mainly due to one outlier (p26). The rest of the patients in the intact group performed within the normal range. There were also no correlations between fear bias and expression effect observed in subjects' behaviour responses in the one-back task. This suggests that any interaction between group or fear bias with expression in the EEG and fMRI results can not be accounted by task confounds.

![Graph showing mean RT and accuracy for different conditions](image)

**Figure 9.3 One back task**

Reaction time (RT) and accuracy (Acc) results for the task performed during the EEG and fMRI experiments. Up, upright faces; In, inverted faces. Error bar represent SEM.

9.2.3 EEG experiment

A face effect was investigated by comparing upright faces vs. houses for the two early time windows, separately for each group. In the first time window (110 – 150ms) both groups showed a more positive response to houses compared with faces, although the intact amygdala group showed this effect in frontal electrodes for the component N1, while the amygdala lesion group showed this effect in
lateral posterior electrodes for P1. Recall that the healthy controls showed this effect in lateral posterior electrodes (i.e. P1, Fig. 8.4) similar to the amygdala lesion group and not to the intact group. A direct comparison revealed no significant interaction of face effect and groups in this time window. The inconsistent results might relate to the small number of subjects within each group that reduces statistical power. Importantly, these results suggest that the early (ERP1) differential face effect was not related to amygdala abnormality.

As expected more robust effects were obtained in the second time window, where both patient groups showed N170 (155 – 200msec) face effect in right lateral posterior electrodes, with faces eliciting more negative responses than houses. As opposed to healthy controls, in both patients groups the effect was unilateral rather than bilateral, but a closer inspection revealed that this is a threshold issue and bilateral effects are observed for slightly lower statistical thresholds. Moreover, there was no significant interaction of group and face effect (faces versus houses) at this time window. This suggests that any expression effect observed in the EEG could not be attributed to abnormality of general face processes, as face ERPs responses were similar for amygdala lesion, amygdala intact and control groups.

**Interactions of expression, group and fear biases** – to investigate interactions of expression and group an ANCOVA model was designed separately for each time window of interest, with expression effect (fearful – neutral) being the dependent variable, group as a three level factor (control, intact, lesion) and subjects’ fear bias was a parametric covariate.

As the fast expression route hypothesis predicts, epileptic patients with amygdala lesion differed from patients with intact amygdala and from the healthy controls at the very early ERP component P1, i.e. 110 – 150ms after stimulus presentation (Fig. 8.5). This effect was observed in bilateral posterior electrodes. Note that healthy controls and patients with intact amygdala showed a more positive response to fearful compared to neutral faces, while patients with lesions to amygdala showed the opposite- a more negative response for fearful compared to neutral faces. Interestingly, expression effect in this early time window seems to
be affected by the lesion site and not by the response bias. Recall that patients with intact amygdala had abnormal fear bias and nevertheless they showed normal early ERP expression effects, while patients with lesions to the amygdala who had like-normal fear bias responses showed a different ERP expression response. This may appear to be inconsistent with the results from the healthy controls reported above, where the size of the expression effect at P1 predicted subjects’ fear bias. To formally test the effect of early ERP expression response on subjects’ fear bias, I computed correlations between subjects fear bias and the size of the expression effect.

**Figure 9.4 face effect in patient groups**

Differential response for upright faces versus houses was tested separately in each patient group. On the left, SPM t-maps threshold $P < 0.05$, for the contrast face $<$ houses for the two early time windows. On the right, time courses plots from electrodes in vicinity to the peak observed in the SPMs. Green dashed line response for upright faces; blue, response for houses.
Figure 9.5 Effect of amygdala lesions on ERP1 expression effect

The SPM F-map in the middle represents significant differences (above $P < 0.05$) between groups for the expression effect (fearful vs. neutral). The bar plots are taken from electrodes in the vicinity of the SPM maxima, where the averaged response across this time window is presented separately for each group. Below the time course of the right posterior electrode is plotted, with the error pointing to the P1 effect.

Similar to the healthy controls, an effect of fear bias over all subjects, independent of group differences, was observed in left posterior electrodes (Fig. 9.6a). However, a closer examination revealed that this effect was significant only for the intact amygdala group and healthy controls but not for the lesion group. The result demonstrated that a lesion to the amygdala not only reverses the P1 expression effect but also abolishes its influence on subjects' fear bias. In other words intact amygdala was essential for an early differential expression effect and only when the amygdala was intact were early ERPs associated with subjects' fear bias. This result suggests that patients with a lesion to the amygdala rely on a different mechanism to interpret fear in expression than healthy controls and patients with intact amygdala.
Figure 9.6: Interaction of fear bias effects and lesion site at ERP1

a. SPM t-map (threshold at $P < 0.05$) depicting significant modulation of the expression effect (fear – neutral) by the covariate: subjects' fear bias across all subjects where group effect is controlled. b. Scatters of expression effect and fear bias plotted with a regression line fitted separately for each group. c. SPM t-maps depicting significant positive correlation between the size of expression effect and subjects' fear bias, separately for each group, with the correlations plotted below for the control and intact groups.

At the second time window (155 – 200msec; Fig. 9.7) there was still a significant interaction between expression effect and group, though its extent was limited to left lateral electrodes. The pattern of the interaction changed with healthy controls maintaining the differential expression effect (i.e. fear > neutral) but this effect was no longer apparent for the intact or the lesion groups.
Figure 9.7 Effect of amygdala lesion on ERP2 expression effect

The SPM F-map in the middle represents significant differences in the expression effect (above \( P < 0.05 \)) between groups. The bar plots are taken from electrodes in vicinity to the SPM maxima, where the averaged response across this time window is presented separately for each group. Below the time courses of the left posterior electrode are plotted, with the error pointing to the ERP2 time window.

At the second time window, fear bias effects across all subjects independent of group, were evident in the same electrodes \( (P < 0.05) \). But when inspecting each group on its own, significant modulation of the expression effect by subjects’ fear bias was observed only in the healthy controls (Fig. 8.6) and none were observed in the intact and lesion amygdala patients.

At the last time window that was investigated here (205 – 250msec) the interaction of group and expression propagated to frontal electrodes. While healthy controls maintained the expression effect (fear > neutral), this effect was completely abolished in the intact and the lesion groups who showed no differential response that related to expression. Subjects’ fear bias did not affect the extent of differential expression response at this time window.
Figure 9.8 Effect of amygdala lesion on ERP3 expression effect

The SPM F-map in the middle represents significant differences in the expression effect (above \( P < 0.05 \)) between groups. The bar plots are taken from electrodes in vicinity to the SPM maxima, where the averaged response across this time window is presented separately for each group. Below the time course of the middle frontal electrode is plotted, with the error pointing to location of ERP3.

9.2.4 fMRI experiment

Face effect – A comparison of faces vs. houses was performed across all subjects to establish face selective and house selective responses. As expected robust greater responses for faces compared to houses were evident in bilateral FFG and a larger activation for houses compared to faces were observed medially in bilateral PHG (Fig. 9.9). Responses from maxima voxels are plotted separately for each group in Figure 9.9. Note that a similar effect size (faces vs. houses) is observed independent of group or lesion location. This demonstrates that the three groups did not differ in temporal-occipital network activation for faces and houses.
However, a direct comparison between groups revealed a differential response in
the left amygdala, with control and intact patients showing stronger activation to
to faces than houses, and lesion patients showing the opposite (Fig. 9.10). This
result is not surprising as most patients in the lesion group had an abnormal left
amygdala (Table 9.1). Similar group differences in face effects were observed
also in right anterior insula and right IPS (Table 9.3).

The differential face effect observed between groups might not seem compatible
with the results reported in the EEG experiment above (see 9.2.3), where lesions
to the amygdala did not affect the differential face ERPs effect. However, recall
that I only examined two specific brief time windows (110 – 200ms) while time
resolution of fMRI is in the order of seconds and therefore represent responses
occurring up to 3 seconds post stimulus presentation. Moreover, it might be that fMRI and EEG signals are sensitive to different aspects of the neuronal response.

![Left Amygdala -27 0 -27](image)

**Figure 9.10: Interaction lesion site and face effect**

SPM t-map depicting a stronger face effect for the control and intact groups compared with the amygdala lesion group. The results (P < 0.001) are overlaid on coronal (right) and sagittal (left) slices of the canonical single subject T1 template. The plots present the size of the face effect in the maxima separately for each group. The error bars are SEM.

<table>
<thead>
<tr>
<th>Table 9.3: Interaction group and face effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>face &gt; house: ([control + intact] &gt; lesion)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Anatomy</th>
<th>H</th>
<th>Z</th>
<th>MNI (x,y,z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parietal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPS</td>
<td>R</td>
<td>4.44</td>
<td>21 -48 51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.14</td>
<td>48 -36 42</td>
</tr>
<tr>
<td>IPS</td>
<td>R</td>
<td>3.54</td>
<td>36 -36 45</td>
</tr>
<tr>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insula</td>
<td>R</td>
<td>3.41</td>
<td>45 30 -3</td>
</tr>
<tr>
<td>Subcortical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amygdala</td>
<td>L</td>
<td>3.73</td>
<td>-27 0 -15</td>
</tr>
</tbody>
</table>

Abbreviations: H, hemisphere; IPS, intraparietal sulcus; L, left, R, right.

**Expression effects** were tested using an ANCOVA model where responses of each group were modelled separately and fear bias covariates was added to control for possible confounds due to differences in perception (i.e. identical to the model used in the EEG see 9.2.3). I first tested for expression effects across all subjects. Larger responses for fearful expressions compared to neutral expression were observed in posterior occipital regions, pre-frontal cortices and in the pulvinar (**Table 9.4a**), which were independent of subjects’ fear bias. Similar to the results of the controls (**Table 8.3**) subjects’ fear bias correlated
with the activation of the right IOG, bilateral FFG (Fig. 9.11), STS, post-CS and cingulate gyrus differential expression response correlated with subjects’ fear biases (Table 9.4b). In these regions subjects that had a larger fear bias had a larger expression effect (fear – neutral). The network of regions observed here has been often reported for expression processing in previous studies (Morris et al., 1996; Winston et al., 2004; Vuilleumier et al., 2001; Pessoa et al., 2002; Surguladze et al., 2003). Note that as opposed to the early ERP expression effect, activation in these regions predicted all subjects’ fear bias, including the amygdala lesion patients. This suggests that this network can be activated even with limited input from the amygdala.

### Table 9.5: Expression related effects

<table>
<thead>
<tr>
<th>Anatomy</th>
<th>H</th>
<th>Z</th>
<th>MNI (x,y,z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calcarine</td>
<td>R</td>
<td>3.34</td>
<td>21 -57 18</td>
</tr>
<tr>
<td>IOG</td>
<td>R</td>
<td>3.25</td>
<td>24 -90 -21</td>
</tr>
<tr>
<td>IFS</td>
<td>R</td>
<td>4.11</td>
<td>36 48 9</td>
</tr>
<tr>
<td>SFG</td>
<td>L</td>
<td>4.08</td>
<td>-45 24 36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.52</td>
<td>-27 45 36</td>
</tr>
<tr>
<td>Pulvinar</td>
<td>R</td>
<td>3.96</td>
<td>6 -18 12</td>
</tr>
</tbody>
</table>

#### b. Main effect of fear bias, RFX t test, df = 26

<table>
<thead>
<tr>
<th>Occipital</th>
<th>H</th>
<th>Z</th>
<th>MNI (x,y,z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parieto-occ</td>
<td>L</td>
<td>3.25</td>
<td>-21 -57 24</td>
</tr>
<tr>
<td>IOG</td>
<td>R</td>
<td>3.04</td>
<td>24 -78 -12</td>
</tr>
<tr>
<td>FFG</td>
<td>R</td>
<td>2.64</td>
<td>48 -57 -12</td>
</tr>
<tr>
<td>aFFG</td>
<td>L</td>
<td>2.69</td>
<td>-24 -30 -21</td>
</tr>
<tr>
<td>Temporal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STS</td>
<td>L</td>
<td>2.87</td>
<td>-54 -18 -9</td>
</tr>
<tr>
<td>antSTS</td>
<td>R</td>
<td>3.08</td>
<td>57 12 -15</td>
</tr>
<tr>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post CS</td>
<td>R</td>
<td>3.18</td>
<td>48 -24 57</td>
</tr>
<tr>
<td>L</td>
<td></td>
<td>3.20</td>
<td>-45 -30 57</td>
</tr>
<tr>
<td>CG</td>
<td>R</td>
<td>3.14</td>
<td>3 54 0</td>
</tr>
<tr>
<td>Subcortical</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHG</td>
<td>R</td>
<td>2.90</td>
<td>18 -42 0</td>
</tr>
<tr>
<td>L</td>
<td></td>
<td>2.83</td>
<td>-6 30 6</td>
</tr>
</tbody>
</table>

Abbreviations: IOG, inferior frontal gyrus; IFS, inferior frontal sulcus; SFG, superior frontal gyrus; FFG, fusiform gyrus; STS, superior temporal sulcus; CS, central sulcus; CG, cingulate gyrus; PHG, parahippocampal gyrus
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**Figure 9.11: fear bias effects across all subjects**

SPM t-map overlaid on the MNI T1 template, depicting positive correlations between expression effect and subjects' fear bias, i.e. the larger the brain response the larger is subjects' fear bias. The scatters on the right represent the response in the maxima of these two regions plotted against subjects' fear biased. Note that the statistics test for the correlations in the scatter do not control for group effect and thus have lower values than the ones in the SPM analysis.

**Interaction of expression effect and lesion site** – Effects of amygdala lesions on expression processing independent of perception biases were tested by comparing the amygdala lesion to the intact amygdala patients and to healthy controls. This comparison revealed regions within the frontal cortex: right CG (Fig. 9.12a), left OFC and inferior frontal sulcus (Table 9.5a) that showed a larger expression effect in patients with intact amygdala and healthy controls compared to patients with lesions to the amygdala. This suggests that these regions receive input from the amygdala, and attenuate their response due to lack of amygdala inputs. The opposite response pattern was observed in the left STG, posterior CG and right inferior frontal gyrus. These regions showed larger responses in patients with amygdala lesions compared to healthy controls and patients with intact amygdala (Fig. 9.12b, Table 9.5b). Such a pattern might arise due to lack of inhibitory projections from the amygdala. Alternatively these regions might support a compensatory mechanism consequent upon the lack of amygdala responses in processing fear expression.
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Finally, I tested the effect of amygdala lesion on the modulation of brain responses by subjects’ fear bias. Healthy control and intact amygdala subjects’ fear bias showed stronger correlation with expression effect in the left cerebellum (MNI: -27 -69 -42) and right superior frontal gyrus (MNI: 33 15 60) compared to amygdala lesion patients.

Table 9.5: Interaction - expression effect by lesion site

<table>
<thead>
<tr>
<th>Anatomy</th>
<th>H</th>
<th>Z</th>
<th>MNI (x,y,z)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Expression effect: ([cont + Intact] &gt; Lesion), t test, df = 26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG</td>
<td>R</td>
<td>3.47</td>
<td>12 42 6</td>
</tr>
<tr>
<td>IFS</td>
<td>L</td>
<td>3.46</td>
<td>-27 3 36</td>
</tr>
<tr>
<td>OFC</td>
<td>L</td>
<td>3.17</td>
<td>-21 48 -6</td>
</tr>
<tr>
<td>b. Expression effect: (Lesion &gt; [cont + Intact]), t test, df = 26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STS</td>
<td>L</td>
<td>3.15</td>
<td>-54 -45 0</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>3.15</td>
<td>-48 -45 -3</td>
</tr>
<tr>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG</td>
<td>L</td>
<td>3.77</td>
<td>-12 -51 42</td>
</tr>
<tr>
<td>IFG</td>
<td>R</td>
<td>3.73</td>
<td>57 27 -3</td>
</tr>
</tbody>
</table>

Abbreviations: CG, cingulate gyrus; IFS, inferior frontal sulcus; OFC, orbital frontal cortex; STS, superior temporal sulcus; IFG, Inferior frontal gyrus.
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a. Anterior cingulate gyrus (12, 42, 6)

b. Inferior frontal gyrus (57 27 -3)

Superior temporal gyrus (-54 -45 0)

Figure 9.12: Interaction expression effect by lesion site

SPM t-map overlaid on the MNI T1 template, a. depicting larger expression effect for healthy controls and patients with intact amygdala compared to patients with lesion to the amygdala. b. Regions that show stronger response for the patient with lesion to the amygdala compared with control and patients with intact amygdala. The plots represent estimated responses for each group at the maxima.

9.3 DISCUSSION

The aim of this study was to test the fast route hypothesis for expression processing. This was done by comparing an early ERP differential expression response observed in healthy volunteers (Chapter 8) to ERPs obtained from two temporal lobe epileptic patients groups, one with intact amygdala and the other with a lesion to the amygdala. In addition the effects of the amygdala lesion on fear perception and on distant brain regions using fMRI were tested.

Is there a fast expression processing route mediated via the amygdala? The results observed here suggest that amygdala influences an early differential expression response. Patients with a lesion to the amygdala differ from patients with an intact
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amygdala and from healthy controls. Specifically, controls and patients with intact amygdala showed a stronger P1 (110 – 150msec) response for fearful compared to neutral faces while patients with a lesion to the amygdala showed the opposite pattern (Figs. 9.5, 9.7). Note, that these effects were observed independent of subjects' fear bias responses. Furthermore, while for controls and patients with intact amygdala, an early ERP expression effect modulated fear bias responses, this was not the case for patients with a lesion to amygdala (Fig. 9.6), providing additional support for the role of amygdala in modulating early fear responses.

Does a lesion to the amygdala affect perception of fearful expression? In the cohort of subjects used here an abnormal amygdala did not influence fear bias responses. Patients with a lesion to the amygdala were similar to healthy controls in their responses for ambiguous fearful expressions. However, it should be noted that in the cohort of patients used here, amygdala lesion was mild, unilateral, and in most patients was in the left hemisphere (Table 9.1). As discussed before (see Part IV Introduction) the literature is inconsistent with regard to the effect of amygdala lesion on fear perception. Numerous studies suggest that right hemisphere lesions are more associated with impairments in expression perception (Meltti et al., 2003; Anderson et al., 2000; Kucharska-Pietura et al., 2003; Benuzzi et al., 2004) but not all studies showed this (Brierley et al., 2004); others argue that only bilateral amygdala lesions result in expression perception impairments (Adolphs et al., 1995). Thus, the side and extent of the amygdala lesion in our patients might explain the lack of perception impairments. However, in contrast to lesion studies, neuroimaging studies often report larger differential expression responses in the left than right amygdala (Morris et al., 1996, 1998; Idaka et al., 2001). One way to resolve this puzzle is to consider a differential role for the left and right amygdala, with left amygdala involved more in automatic processing and the right with conscious perception of expression (though opposite roles for the left and the right amygdala have also been suggested by Morris et al., 1999). The results here are consistent with such a proposition, as most patients here had an abnormal left amygdala and showed like-normal fear perception but an abnormal early brain response for fear stimuli, though a direct comparison
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between lesion to right and left amygdala needed to be performed to test this hypothesis formally.

Does a lesion to the amygdala affect expression responses in distant regions? The fMRI results provided complementary information to the EEG and to the behaviour experiments. Differential responses for fearful expression that depended on amygdala lesion were observed in the anterior CG, OFC and IFS where patients with a lesion to the amygdala showed weaker expression effect compared to intact amygdala patients and healthy controls. An opposite pattern was observed in the posterior CG, IFG and left STG where patients with amygdala lesion showed a larger expression effect compared to the other two groups (Fig. 9.12).

The result reported here did not replicate the result reported by Vuillumier et al. (2004). The results diverge especially regarding the differential effect of the amygdala on posterior regions. The current study suggests that lesions to the amygdala influence frontal regions, while posterior-temporal regions (e.g. FFG, STS) were more related to perception when group effects were controlled. In Vuilleumier et al. (2004) an amygdala lesion affected activation in occipital-temporal regions (e.g. FFG, STS) though they also observed effects in anterior CG. One possible way to account for this discrepancy is by considering the effects of fear bias on posterior brain region activation. In the case of their study, subjects’ differential fear bias might have confounded the interpretation. Benuzzi et al. (2004) studied medial temporal epileptic (MTLE) patients and showed a similar association between perception and occipital-temporal activation as observed here. They distinguished patients based on lesion side rather than on the structure that is involved (i.e. with or without lesion to amygdala). They show that patients with right MTLE are impaired in fear recognition compared to healthy controls, and do not show increased response for fearful compared to neutral expressions in any brain region, while left MTLE had like-normal fear perception and show like-normal increased responses to fearful compared to neutral expressions in occipito-temporal cortices. However left MTLE patients differ from the healthy controls in activation of right inferior frontal gyrus and posterior CG as observed here (Table 9.5). Unfortunately, a direct comparison between the
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groups was not reported (Benuzzi et al., 2004) therefore it is difficult to estimate the significance of the differences observed.

The effect of projections from the amygdala was also investigated in two fMRI studies that used connectivity analysis. These studies provide contrasting results (Morris et al., 1998; Idaka et al., 2001). Both studies use psychophysiological (PPI) analysis (Friston et al., 1997) testing for left amygdala effects during the conditions of negative vs. happy/neutral expression. While Morris et al. (1998) observed mostly left amygdala effects on occipital-temporal regions (e.g. FFG, IOG, hippocampus), Idaka et al. (2001) observed effects of left amygdala output on left prefrontal cortices during fearful face conditions. Taken together, amygdala response to fearful expression influences both occipital-temporal and prefrontal cortices. Based on the results reported here, I suggest that fearful response in occipito-temporal regions relates more to perception (Rolls et al., 1999) and can be generated even without a signal from the amygdala, while the amygdala directly affects activation in bilateral IFG and anterior CG and it is independent of perception.

What is the role of the amygdala in fear processing? Here, I demonstrated that at the earliest ERP (P1) a significant expression effect was observed consequent upon an amygdala lesion. An abnormal amygdala changed early fear evoked responses and this was observed even though patients show normal fear perception. Moreover, the unique cohort of patients examined here, enabled me to disentangle fear perception from amygdala lesion effects. An early differential ERP response was observed in patients with an intact amygdala even though their fear perception was abnormal. These intact patients showed similar frontal activation as healthy controls, but differed in their occipito-temporal activation from healthy controls and from patients with a lesion to the amygdala. This result supports the dual route hypothesis (LeDoux, 1996) whereby amygdala is involved in preparing an organism to respond to a danger situation, as perhaps triggered by fearful expressions i.e. a potential cue for threat, while an explicit recognition of expression relies on other neuronal cortical mechanisms (such as the occipital-temporal route, Fig. 9.13). Input from the amygdala in this case might serve as an additional input for these explicit recognition processes that facilitate recognition,
but it is not essential. This view might explain the inconsistent results observed in the lesion literature regarding the role of the amygdala in fear perception (Adolphs et al., 1999). It suggests that maybe the role of the amygdala should be tested using autonomic measures rather than perception.

*Proposed model:*

![Diagram](image)

**Figure 9.13 Model for processing fearful expressions**

A cue for a potential danger situation (such as the view of a scared person) is transmitted rapidly to amygdala (red circle) to enable it to prepare bodily responses. Amygdala with its vast connections with cortical regions then projects to autonomic control centres and to regions that engage in processing the sensory input into perception. Amygdala projections may aid to perception but it is not essential.

Interestingly, only in the case of an intact amygdala, early P1 and superior frontal gyrus activations predicted subjects’ fear perception. A recent published case report supports the role of intact amygdala in fear perception (Pegna, et al., 2005). This study shows that in an extreme case, where the occipito-temporal pathway is abolished such as the case of blindsight patients, the amygdala signal increases the ability to correctly guess the expression (Pegna, et al., 2005; Morris et al., 2001). Note that the effect reported by Pegna et al. is small (only 61% correct with chance being 50%, Pegna et al., 2005), thus the amygdala on its own cannot fully accomplish like-normal fear perception, presumably intact processing of occipital-temporal regions are needed for that task.
How do we recognize fear expression? Activation in a network of regions was correlated with subjects' fear bias responses, independent of group effects (Table 10.3). Regions within the occipito-temporal cortex including bilateral FFG, PHG and right STS showed larger expression effects in subjects who had a larger tendency to 'read' fear in an expression. These regions have been previously reported to show differential expression response (Benuzzi et al., 2004; Vuilleumier et al., 2001; Winston et al., 2004). Activation in bilateral post-CS also predicted subjects' fear bias. This finding is in accordance with a group lesion study that shows an association between lesions to right post-CS and impairment in expression recognition (Adolphs and Tranel, 2000).

The surprising impairment in expression perception observed here for the intact amygdala group compared to the healthy controls and amygdala lesion group might stress the risks in making inferences from single case studies, and attributing a functional role to a specific region even though the lesion tested is extended (e.g. the role of the amygdala based on temporal lobotomy, or encephalitis patients). The outlier analysis revealed that numerous patients and healthy controls showed outlier perception of various expressions, with no correlation to a specific brain damage. This suggests that people rely on different strategies in labelling expressions and these should be taken into account when analysing and interpreting results, especially in brain imaging studies. Moreover, not all lesion studies have reported a correlation between amygdala involvement and expression impairments (Rapcsak et al., 2000; Hamman and Adolphs, 1999) suggesting that alternative routes for processing expression might exist that do not involve amygdala, as shown here.

To summarize, in this study I demonstrated that projections from the amygdala influences an early response for fearful expression, supporting a fast route hypothesis. These projections affect subjects' fear bias perception, but only if the amygdala is intact. I also argue that recognizing fear can be achieved with an abnormal amygdala, possibly by compensating for it using frontal and temporal cortices.
CHAPTER 10:

GENERAL CONCLUSIONS

The aim of this thesis was to test three hypotheses drawn from cognitive and neuroanatomical models of face processing (see Chapter 1 Introduction). This chapter will be a brief summary of the findings and conclusions in light of these hypotheses.

10.1 HIERARCHICAL STRUCTURE OF FACE PROCESSING

The hierarchical structure of face processing was investigated along two axes: cognitive and neuro-anatomical. A cognitive hierarchical axis was defined on the basis of the Bruce and Young (1986) model, where processing of physical aspects of a face precede processing of identity and ends with extraction of semantic information. Moreover, a face with a given identity may present in multiple physical representations. Thus any face processing mechanism should be able to reduce these multiple physical representations to a single identity representation. Using morphs of famous faces I demonstrated that observers represent both physical and identity aspects of a face (Part II). The physical representation of a face followed the continuous nature of the morphed continua (see Figs. 4.2) and was independent of identity and prior familiarity with a face. While representation of face identity was revealed by a tendency to categorize a morph continuum into two discrete identities (see Figs. 4.1, 4.3, 4.4). Furthermore, representation of identity was dependent on subjects' prior familiarity with a face (see Fig. 5.4). Evidences for physical and identity representations were also observed in two priming experiments. Here,
responses were facilitated if a prime and a target shared the same physical properties and an additional facilitation occurred if both had the same perceived identity (see Figs. 5.2 and 5.3).

Interestingly the relative contribution of physical and identity processing to behavioural responses depended on task. Physical processing was more pronounced during the similarity judgement task than the identity classification task; while identity processing was more pronounced in the identity classification than in the similarity task (compare Figs. 4.2 to 4.3). Identity processing was also more pronounced than physical processing in the familiarity judgement task (Fig. 5.2).

In accordance with the cognitive axis, hierarchical structure was observed along a neuroanatomical axis (Fig. 10.1). In which posterior occipital cortices (i.e. IOG) showed greater sensitivity to physical aspects of faces, the right FFG showed greater sensitivity to the face identities and bi-lateral anterior temporal pole cortices showed sensitivity to face identities that depended on the familiarity of a face. These findings accord with predictions of previous neuroanatomical models (de Renzi et al., 1991; Haxby et al., 2001).

Previous researchers (Kanwisher et al., 1997; Haxby et al., 2000) have attributed the FFG processing into different cognitive processing stages. Kanwisher et al., (1997) argue that the FFG process the structural code of a face, while Haxby et al., (2000) hypothesis that FFG stores face recognition units (FRUs). Here, I would suggest that the separation of structural codes and FRUs to two different processing stages (Bruce and Young, 1986) may be redundant. Thus a single neural representation can encode face identity and signal whether an identity is of a familiar face (e.g. by reducing the response to a familiar face). Note, that such a mechanism also does not predict different recognition processes for familiar and unfamiliar faces as opposed to what was proposed by Bruce and Young (1986).
Figure 10.1: Hierarchical neuro-anatomical model for face processing

A proposed hierarchical model for face processing is presented along a lateral view of a cartoon brain, with the results of the imaging experiment (Chapter 5.1) in black, neuro-anatomical prediction from the Haxby et al., (2000) model in blue, and the homologue cognitive axis based on the Bruce and Young model (1986) in orange.

The spatial frequency (SF) experiment (Chapter 6) also provided evidence that support a neuro-anatomical hierarchical structure for processing faces. Here, a functional dissociation was observed in posterior occipital regions, with the right IOG processing high SF and MOG processing low SF information from a face. An anterior region within the right FFG may provide a point of convergence of these two types of information. Similarly featural and 2\textsuperscript{nd}-conf processing (Chapter 7) were dissociated in posterior occipital cortices, with the right LOS processing featural information while the left MOG and bi-lateral IOG processing 2\textsuperscript{nd}-conf information, while the right FFG was sensitive to both features and 2\textsuperscript{nd}-conf information of a face.

In order to better describe the relation between the physical and identity processing identified by the morphing experiment and processing of feature configuration the results of these studies were overlaid on the same brain (Figure 10.2). As can be seen the functional dissociation between featural (green) and configural (red) processing in the right IOG was more posterior than the sensitivity observed to the overall change in the physical appearance of a face (yellow). However, in the left IOG sensitivity to physical change (yellow) overlapped sensitivity to 2\textsuperscript{nd}-conf change
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(red). Overlaps were also observed in the right FFG, where sensitivity to featural and configural change partly overlapped with sensitivity to identity change (blue). Note, however that the region sensitive to the identity change extended to mid and anterior fusiform gyrus. This may suggest that face processing along the ventral occipital cortex may constitute more than three stages (Fig 10.1) and further research is needed to better understand and describe these various processing stages.

In conclusion, the current thesis provides evidence that supports the idea that face identity processing is hierarchical along cognitive and neuro-anatomical axes. However, further work needs to be done to establish the hierarchical relation along a temporal axis, and to investigate connections between these regions. A question of interest is whether face processing is a strictly feed-forward model as predicted by Bruce and Young (1986) or is more complex including feedback and lateral connections.

Feature-configuration experiment (Chapter 8)
- Sensitivity to 2nd order configural change (dependent on subjects variability)
- Sensitivity to featural change

Morphing experiment (Chapter 6)
- Sensitivity to change in physical aspect of a face
- Sensitivity to change in perceived identity

Figure 11.2: Neural correlates of features, 2nd-conf, physical and identity processing in faces
Results from the feature-configuration and morphing experiments are overlaid on the same sagittal and axial slices for comparison, using different color coding (see index above). For presentation the SPM maps are threshold at 0.005 uncorrected.
10.2 WHAT CONSTITUTES EARLY FACE PROCESSING?

Two assumptions guided the investigation of early face processing. Based on neuro-anatomical models I postulated that early face processing are implemented in posterior occipital cortices and that in early stages of face processing different types of information are processed separately. In other words, I predicted that a functional-anatomical dissociation would be evident in posterior occipital cortices. The results presented in Part III confirm this prediction.

Decomposing information from a face into different types was realized in two ways. The first was based on neurophysiological findings that relates to the way visual information is conveyed to the cortex. Namely via the parvo-cellular pathway and magno-cellular pathway that convey high and low SF information, respectively (De Valois and De Valois, 1990). Using hybrid stimuli that were composed of different high and low SF filtered faces I demonstrated that sensitivity the right IOG was sensitive to change in high SF while the left MOG was sensitivity to low SF change and increased its respond when attending low SF faces (Fig. 6.2, Chapter 6).

In a second study, different types of information were defined based on cognitive constructs i.e. featural and configural (Chapter 7). Similar to the SF study, I observed functional-anatomical dissociation in posterior occipital regions. Activation in bi-lateral LOS correlated with featural processing and activation in the left MOG and bilateral IOG correlated with 2nd order configural processing (Figs. 7.5 and 7.6).

Taken together, these results support the hypothesis that link processing of SF information to processing of the cognitive constructs of a face (Farah et al., 1997; Fig. 7.11). In light of this hypothesis the right LOS engages in processing high SF information and therefore shows a greater sensitivity to change in facial features; the left MOG is involved in processing low SF information and showed greater sensitivity to change in a 2nd.conf of a face. However, note that not all the results reported here support such a simplistic hypothesis between SF, feature and configural processing; for example the right MOG showed greater sensitivity to low SF information and also sensitivity to change in features. Thus, further experimental
work needs to be done to clarify the potential relations between SF processing and the associated cognitive constructs.

Interestingly, I observed that the quality of early coding of information in a face in the posterior visual cortices influences later recognition of face identity. Specifically, subjects that coded 2nd order configural information of a face by recruiting bi-lateral IOG, were better in recognizing faces.

In conclusion, I suggest that early face processing constitutes of multiple processes. In these processes different types of information from a face are coded using separate neuronal networks within posterior occipital cortices. Specifically, the separation of SF information in a viewed face that starts at the eye is maintained throughout early stages of face processing and this information converges only in more anterior regions of a face processing hierarchy, such as the FFG. Similarly, coding of featural and configural information is performed in dissociated anatomical structures. However, recall that “early” was defined here along cognitive and neuro-anatomical axes, and it remains unclear whether these functional dissociations also appear along a temporal axis. Furthermore, without connectivity analysis I cannot conclude that the output of the various posterior occipital regions is fed forward to the more anterior occipital regions. This leaves several questions open: the first is there hierarchy relations between the different types of face information within posterior occipital cortices, as would be predicted by the coarse-to-fine (Buillier et al., 2001; Lamme et al., 2001) and global-to-local hypotheses (Farah et al., 1997). Second does the different processing stream in posterior occipital cortex converge in the right FFG, or alternatively processing in the right FFG and posterior occipital cortices have different roles and operate in parallel; for example may detect face while another encode idnetity (de Gelder and Rouw, 2001).

10.3 EARLY PROCESSING OF FACIAL EXPRESSION

The final hypothesis that was addressed in this thesis relates to processing of facial expression. Bruce and Young (1986) and Haxby et al. (2000) proposed a parallel route for processing expressions. Both predict that this route diverges from the identity route after an initial processing of visual information from a face (Figs. 1.1
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and 1.2). However, a recent study demonstrated that even in the absence of visual processing recognition of expression can still be established and the authors argue that this recognition is mediated via the amygdala (Pegna, et al., 2005). Furthermore it has been proposed that the amygdala mediates a fast route for expression processing that bypass visual cortex (Vuilleumier et al., 2003, 2004).

I tested the fast route hypothesis along temporal and neuro-anatomical axes using EEG and fMRI. In healthy volunteers I observed differential sensitivity to faces compared to houses in bilateral posterior electrodes at P1 (110-150ms, Fig. 8.4). In the same time window there was also a differential response to facial expressions (Fig. 8.5). Furthermore, the size of the P1 expression effect predicted subjects’ fear perception. In terms of the neuro-anatomical axis, differential effects of faces compared to houses were observed in posterior occipital regions (i.e. the calcarine sulcus, right IOG, left MOG, FFG) and in left amygdala. Differential effects of expressions were observed in posterior occipital regions (i.e. the Calcarine, IOG, FFG) and in temporal regions (STS, hippocampus) amongst other. However, due to lack of temporal resolution in fMRI, one cannot conclude which of these regions have contributed to the early ERP effects.

There are two ways to account for results from the healthy volunteers: one, information concerning facial expression is already extracted in the very early stages of visual face processing (as would be suggested by fMRI results, i.e. differential response in posterior occipital cortices for expression), the second is that there is a parallel route that bypasses the visual cortex for expression processing. To distinguish between these two alternative explanations I conducted a second experiment with temporal lobe epileptic patients that either had a lesion or an intact amygdala. The rationale was that if there is a parallel route for expression processing and the amygdala plays a crucial role in it, an abnormal amygdala will affect brain responses for expression processing but will not affect early visual processing of a face. Indeed I observed that lesions to the amygdala did not affect early visual face processing (comparing responses to faces versus houses) i.e. P1 and N170 (Fig. 9.3b) but had a dramatic effect on early expression processing P1 and ERP2 (Fig. 9.4). The fMRI showed that differential expression effects were observed in posterior occipital cortices (i.e. calcarine, right IOG) independent of amygdala lesions (Table
9.4), while activation in the frontal and prefrontal regions were affected by amygdala lesions (Fig. 9.12, Table 9.5).

The results reported here do not support the prediction that expression processing are executed only after an initial processing of visual information from a face (Bruce and Young, 1986; Haxby et al., 2000). One way to reconcile this contradiction is to consider two routes for expression processing, one which is mediated via the amygdala and a second mediated via the visual cortex (LeDoux, 1996; Critchely et al., 2000; Phillips et al., 2004). Here, patients with a lesion to the amygdala showed an abnormal early ERP expression effect but showed normal recognition of fearful expressions. In contrast, patients with an intact amygdala showed normal ERP expression effects but showed an abnormal recognition of fearful expressions. Furthermore, activation in the occipito-temporal cortices including the IOG, STS and FFG positively correlated with subjects fear perception and not with an abnormal amygdala. In contrast activations in prefrontal regions were affected by amygdala lesion and not by fear perception. This dissociation supports a dual route hypothesis for visual emotion processing (LeDoux, 1996). Thus, occipito-temporal cortices are involved in recognizing expression in faces, while an amygdala-prefrontal route generates a warning signal that alerts an organism to potential danger. In case of an intact amygdala these two pathways interact and influence each other. Further research involving neuropsychological patients and imaging needs be done to further establish the existence of these two expression processing routes.
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