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ABSTRACT

Phosphoinositide 3-kinase (PI3K) plays an important role in cellular signalling by generating phospholipid second messengers at the plasma membrane. A large repertoire of signalling and actin-binding proteins, which consistently regulate the dynamic assembly and spatial organisation of actin filaments, binds phospholipid second messengers, through their pleckstrin homology (PH) domains, and regulates changes in actin cytoskeleton dynamics and organisation in response to external stimuli. Thus, the actin cytoskeleton, which functions in the generation and maintenance of cell morphology and polarity, regulation of endocytosis and intracellular trafficking, contractility, motility and cell division, is considered as an integral part of the cell signal transduction system. PI3K-dependent actin cytoskeleton reorganisation has been the subject of intensive studies, as alteration in the cytoskeleton and thus in cell morphology and migration appear to be common signatures of malignancy where PI3K activation is significantly involved. PI3K-dependent regulation of actin cytoskeleton dynamics is proposed to be achieved by cross-talk with the Rho-family small GTPases, major regulators of actin cytoskeleton organisation. However, the molecular mechanisms behind PI3K-dependent actin reorganisation and their interaction with small GTPases in not yet clearly defined. The aim of this project was to investigate the role of the PI3K signalling in controlling actin cytoskeleton, and to explore possible common targets of PI3K and Rho-family small GTPase signalling pathways, as well as to search for new targets downstream of PI3K. Initially, the role of PI3K in the regulation of the actin cytoskeleton in Drosophila cells was defined. Furthermore, a “loss-of-function approach” based on RNA interference for genes involved in PI3K and small GTPase signalling was combined with quantitative differential protein expression analysis and mass spectrometry. The differentially expressed proteins, many of which were cytoskeleton proteins, metabolic and redox enzymes, were linked to signalling pathways and associated with the morphological phenotype of each knockdown. Finally, the research was focused on studying the regulation of phosphorylation of cofilin, an actin depolymerising protein. It has been established that cofilin phosphorylation and activity is not directly regulated by upstream signalling events, but by changes in the levels of filamentous actin itself, with slingshot, the cofilin phosphatase, being a key regulator in sensing the dynamic changes in F-actin levels. Thus, cofilin phosphorylation is a homeostatic sensor of actin polymerisation, which self-limits protrusive response to external stimuli.
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Chapter 1: Introduction

1.1. Cellular signalling pathways

The ability of cells to respond to stimuli derived from the environment is essential to their survival and normal physiological function. In order to communicate with each other and with their environment, cells express cell surface receptor proteins. Binding of a ligand to its membrane receptor results in changes in their biochemical or physical states that typically initiates a cascade of signalling events within the cell (Pawson, 1995; Rosales et al., 1995). Intracellular signal transduction might involve physical processes (such as diffusion), chemical changes (such as phosphorylation) of signalling intermediates, or both. For most characterised signal transduction pathways, the initial signalling event and the final effectors are known, but intermediate events that transmit the signal are either partially or completely unknown. In order to understand fully intracellular signal transduction and complex signalling networks, it is essential to identify the intermediate signalling molecules and to understand how information flows from one to the next. Even though every signalling network is organised such that cell surface receptor proteins, recognising specific stimuli, transmit information to downstream components of individual signal transduction pathways, which terminate with effectors that elicit a specific cellular response (e.g., proliferation, differentiation, survival, secretion and morphogenesis), individual signalling pathways differ in their complexity. The simplest signalling pathway is the linear signalling cascade, involving a specific receptor and a single effector (Figure 1.1a). Over time, this linear cascade evolved, becoming divergent with multiple steps between arms of the signalling pathways and using mechanisms involving cross-talk between signalling pathways (Figure 1.1b and c).
Figure 1.1 Diagram of signalling pathways. The binding of a ligand to its receptor triggers the activation of signalling pathways through effector (E) proteins that transduce signals to several intracellular second-messenger systems, which eventually lead to biological actions. The proposed concepts of signalling pathways have evolved from simple linear cascades (a) to complex networks (b and c), and currently networks with critical nodes that participate in the cross-talk between signalling networks (d, represented by the shaded/coloured boxes). In panel d, network 1 is represented by the green arrows, network 2 by the red arrows, and network 3 by the black arrows. Plain arrows represent an activation process, dashed arrows represent an activation process with less intensity, and blocked arrows represent an inhibition process. The numbers beside every component of the network (I, II, III for receptors and 1 to 13 for effectors) represent distinct proteins, whereas the small letters indicate different isoforms of the same protein. Adapted from Taniguchi et al. 2006.
A major challenge in signal transduction research is the identification of components, or nodes, within a network that are essential for the biological response to a ligand-receptor interaction, but which also allow divergence of the signal and facilitate cross-talk between systems and/or which fine-tune the response to stimuli (Figure 1.1d). It has been proposed that “critical nodes” could constitute a group of related proteins (for example, gene isoforms) that are essential for the receptor-mediated signal, and in which two or more of these related proteins might have unique biological roles within a signalling network and therefore serve as a source of divergence within the signalling system. The nodes are highly regulated, both positively and negatively and they serve as a junction for potential cross-talk with other signalling systems (Taniguchi et al., 2006). This suggests of complexity of cell signalling network and the existence of complex interactions between molecules on different levels. Importantly, alterations in the ability of cells to respond appropriately to both internal and external stimuli, due to either molecular damage or genetic mutations of cellular components leads, to cellular pathophysiology associated with disease (e.g., cancer, autoimmune diseases, neuromuscular disorders, cardiovascular dysfunction etc).

Transduction of signals through cell signalling pathways is largely regulated by enzyme activity, protein-protein interaction, conformational changes and posttranslational modifications (PTMs) of proteins such as phosphorylation, acylation, glycosylation, nitration, and ubiquitination (Mann and Jensen, 2003). The most studied PTM is protein phosphorylation. Phosphorylation is a mechanism that can turn proteins “on” and “off” by altering their activation state (Hunter, 1995). In addition, phosphorylation can change the binding properties of a particular protein or drive its translocation to a different cellular compartment. Protein phosphorylation is mediated by protein kinases and is negatively regulated by phosphatases. Thus, protein kinases and phosphatases play a key role in signal transduction and virtually all the major regulatory processes in normal and disease state cells are controlled directly or indirectly by phosphorylation. In addition to protein kinases, lipid kinases also play a major role in intracellular signal transduction. One of the intensively studied signalling pathways in which lipid kinases are involved is the phosphatidylinositol-3-OH kinases (PI3K) signalling pathway. This chapter focuses
on the classification and structure of this family of lipid kinases, and provides a brief overview of our current knowledge of PI3K signalling, cellular processes it regulates and a special overview of the cross-talk that exist between PI3K and the small Rho GTPases in controlling the actin cytoskeleton.

1.2 Phosphatidylinositol-3-OH kinase signalling pathway

1.2.1 The structure of PI3K family

PI3Ks belong to a large family of PI3K-related kinases or PIKK. Other members of this family include protein kinases: mTOR (mammalian target of rapamycin), ATM (ataxia telangiectasia mutated), ATR (ATM and RAD3 related) and DNA-PK (DNA-dependent protein kinase). All possess the characteristic PI3K-homologous kinase domain and a highly conserved carboxyl-terminal tail (Kuruvilla and Schreiber, 1999). Importantly, all members of the PIKK family have been implicated in human cancer both as oncogenes in the case of class I PI3K, or as tumour suppressor genes in the case of ATM and ATR.

PI3Ks are members of a unique and conserved family of intracellular lipid kinases that phosphorylate the 3'-hydroxyl group of phosphatidylinositol (PtdIns) (Figure 1.2 A) and phosphoinositides. D3-phosphorylated phosphoinositides act as lipid second messengers and activate many intracellular signalling pathways that regulate various cellular functions including cell metabolism, survival, proliferation, polarity, actin reorganisation and vesicle trafficking (Vanhaesebroeck et al., 2001; Engelman et al., 2006). Figure 1.2 B shows pathways that contribute to the biosynthesis of individual phosphorylated derivates of phosphatidylinositol and the enzymes that are involved in these processes.
Figure 1.2 Pathways of phosphoinositide phosphorylation and dephosphorylation. A) The molecular structure of phosphatidylinositol. Hydroxyl groups numbered in red can be phosphorylated B) Pathways of phosphoinositide phosphorylation and phosphatase-catalysed hydrolysis in mammalian cells. In red are phosphoinositides. Numbers in parentheses indicate the sites of phosphorylation on the inositol ring. Two known phosphoinositide phosphatases (PTEN and SHIP1) are indicated in green, and the kinases are indicated in blue.

The PI3Ks are divided in three classes (I-III) on the basis of their structural characteristics and substrate specificity (Vanhaesebroeck et al., 1997a) (Figure 1.3). Different classes of PI3K, as well as different isoforms within each class have distinct roles in cellular signal transduction.

Class I PI3Ks consists of heterodimeric enzymes composed of a catalytic subunit and an adaptor or regulatory subunit. This class is further divided into two classes, I_A and I_B, based on the receptors to which they couple. Class I_A PI3Ks are activated by growth factor receptors with intrinsic tyrosine kinase activity (RTKs) or non-receptor tyrosine kinases, such as src-family kinases or Janus type kinases (JAKs), whereas the
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Class IB PI3K is activated by G-protein-coupled receptors (GPCRs) (Vanhaesebroeck et al., 2001; Katso et al., 2001).

<table>
<thead>
<tr>
<th>Class IA PI3K</th>
<th>Class IB PI3K</th>
<th>Class II PI3K</th>
<th>Class III PI3K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulatory subunits:</td>
<td>Regulatory subunits: p101, p84, p87PIKAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SH3</td>
<td>Pr</td>
<td>BH</td>
<td>Pr</td>
</tr>
<tr>
<td>SH3</td>
<td>Pr</td>
<td>BH</td>
<td>Pr</td>
</tr>
<tr>
<td>SH3</td>
<td>Pr</td>
<td>BH</td>
<td>Pr</td>
</tr>
<tr>
<td>SH3</td>
<td>Pr</td>
<td>BH</td>
<td>Pr</td>
</tr>
<tr>
<td>Catalytic subunits: p110α/p110β/p110γ</td>
<td>Catalytic subunit: p110γ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ras binding</td>
<td>C2</td>
<td>PIK</td>
<td>Catalytic domain</td>
</tr>
<tr>
<td>Catalytic subunits (PIK3C2α, PIK3C2β, PIK3C2γ)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ras binding</td>
<td>C2</td>
<td>PIK</td>
<td>Catalytic domain</td>
</tr>
<tr>
<td>Catalytic subunit: Vps34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>PIK</td>
<td>Catalytic domain</td>
</tr>
</tbody>
</table>

Figure 1.3 Classification of PI3K family members
The class I\textsubscript{A} enzymes comprise three different isoforms derived from three separate genes: p110\textalpha (\textit{PIK3CA}) and p110\textbeta (\textit{PIK3CB}) that are expressed in many tissues, and p110\textdelta (\textit{PIK3CD}), which is expressed predominantly in haematopoietic cells (Chantry et al., 1997). These catalytic subunits contain carboxy-terminal catalytic and phosphatidylinositol kinase (PIK) domains, a C2 domain (a calcium- and lipid-binding domain), and an amino-terminal Ras binding domain. Class I\textsubscript{A} enzymes also contain an amino-terminal regulatory-subunit binding domain. The regulatory subunits/adaptors of the class I\textsubscript{A} enzymes form a complex protein family, comprising at least seven members, which are generated by alternative spicing of three different genes namely p85\textalpha, p85\textbeta and p55\textgamma. These molecules contain two carboxy-terminal SH2-domains separated by an inter-SH2 region that serves as a docking site for the catalytic subunit. In addition, both p85\textalpha and p85\textbeta contain amino-terminal proline motif-binding SH3 and breakpoint cluster region (BCR) homology (BH) domains. BH domains are similar to the GTPase activating protein (GAP) domain of the BCR gene and although BH domains can bind the small GTPases Cdc42 and Rac1, they do not show GAP activity. Differential splicing or differential transcriptional initiation of the gene encoding p85\textalpha gives rise to additional isoforms of the protein (p55\textalpha, p50\textalpha), which like p55\textgamma do not have the BH or SH3 domains. This truncated structure is characteristic of the \textit{Drosophila melanogaster} and \textit{Caenorhabditis elegans} regulatory subunits (Okkenhaug and Vanhaesebroeck, 2001). The biological significance of the multiple catalytic and regulatory subunits of class I\textsubscript{A} is currently unclear, but multiple isoforms probably evolved later to provide the mammalian PI3Ks with distinct functions. In contrast, \textit{Drosophila} has only one catalytic subunit, Dp110, and one regulatory subunit, p60, both encoded by single genes \textit{Pi3K_92E} and \textit{Pik57}, respectively (Table 1.1). The activation of the class I\textsubscript{A} enzymes is driven by binding of SH2 domains of the regulatory subunits to the phosphorylated tyrosine residues (pY) within the sequence motif pY-X-X-M (where X is any amino-acid, M is methionine) which is found in many activated growth factor receptor tyrosine kinases and their adaptor molecules (Myers, Jr. et al., 1992).
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Table 1.1 Homology between mammalian and *Drosophila* PI3K family members.

<table>
<thead>
<tr>
<th>Class</th>
<th>Type</th>
<th>Mammals</th>
<th><em>Drosophila melanogaster</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Class IA</td>
<td>Catalytic</td>
<td>PIK3CA (p110α)</td>
<td>PI3K_92E (Dp110)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PIK3CB (p110β)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PIK3CD (p110γ)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Regulatory</td>
<td>PIK3R1 (p85α/p55α/p50α)</td>
<td>Pik57 (p60)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PIK3R2 (p85β)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PIK3R3 (p55γ)</td>
<td></td>
</tr>
<tr>
<td>Class IB</td>
<td>Catalytic</td>
<td>PIK3CG (p110γ)</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td>Regulatory</td>
<td>PIK3R5 (101)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>p84</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PIK3R6 (p87PIKAP)</td>
<td></td>
</tr>
<tr>
<td>Class II</td>
<td>Catalytic</td>
<td>PIK3C2α</td>
<td>PI3K_68D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PIK3C2β</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PIK3C2γ</td>
<td></td>
</tr>
<tr>
<td>Class III</td>
<td>Catalytic</td>
<td>VPS34</td>
<td>PI3K_59F (DVps34p)</td>
</tr>
<tr>
<td></td>
<td>Regulatory</td>
<td>PIK3R4 (p150)</td>
<td>Vps15-like</td>
</tr>
</tbody>
</table>

Class Ib is represented by a single member, p110γ, present only in mammals and is expressed mainly in leukocytes (Vanhaesebroeck et al., 1997b). The p110γ catalytic subunit binds p101, a regulatory subunit that is unrelated to the regulatory subunits of the class IA enzymes. Binding of p110γ to p101 renders it significantly more sensitive to activation by the β/γ G protein complex. There is no class Ib PI3K in *D. melanogaster* or *C. elegans*, suggesting that the capacity of GPCRs to directly activate PI3K signalling is a trait that has evolved in mammals. However, under some circumstances p110β may also be activated by GPCRs, so it is possible that in lower organisms class IA PI3K mediates GPCR signals as well (Kurosu et al., 1997).

The class II PI3K family contains three members: PI3KC2α and PI3KC2β, expressed ubiquitously, and PI3KC2γ expressed primarily in hepatocytes (Vanhaesebroeck et al., 2001). All three isoforms share significant sequence homology with the class I p110 subunits. In addition, class II PI3K has an extended divergent N-terminus and additional PX and C2 domains at the C-terminus (Figure 1.3). These enzymes have no known regulatory subunits. *In vitro*, these enzymes preferentially phosphorylate PtdIns and, to a lesser extent, PtdIns4P. However, PtdIns(4,5)P2 is a poor substrate for these enzymes (Engelman et al., 2006). Class II PI3Ks bind clathrin and localize to coated pits, indicating that they function in regulating membrane trafficking and receptor internalization (Gaidarov et al., 2001).
Although this class has not been studied extensively, there is an evidence that class II PI3Ks can be activated downstream of growth factor receptors, integrins and chemokine receptors, although their role in signalling is not clear (Katso et al., 2001). A single Drosophila homologue Pi3K_68D exists (Table 1.1).

The single class III PI3K (Vps34) only phosphorylates PtdIns to generate PtdIns3P (Koyasu, 2003). As it is the only class of PI3K enzyme present in yeast, it is thought to represent a primordial PI3K that gave rise to the other classes. The Vps34p (vacuolar protein-sorting defective) yeast catalytic subunit and its mammalian homologue, both contain carboxy-terminal catalytic and PIK domains, as well as a domain that binds a regulatory subunit. The regulatory subunit, VPS15p/p150 contains an amino-terminal myristylation signal, a serine/threonine kinase domain, a series of leucine-rich repeats, and a carboxy-terminal WD (tryptophan-aspartate repeat) motif. Studies, primarily in yeasts, have revealed that this class of PI3Ks plays an important role in vesicle trafficking, endocytosis and osmoregulation (Wendland et al., 1998). Recently, Vps34 was found to regulate mammalian target of rapamycin (mTOR) activity in response to amino-acid availability, suggesting that this enzyme is also crucial for controlling cell size (Byfield et al., 2005).

1.2.2 Negative regulation of PI3K signalling

Two types of lipid phosphatase negatively regulate lipid production through PI3K activity: PTEN (phosphatase and tensin homolog deleted on chromosome 10)/MMAC1 (mutated in multiple advanced cancers)/TEP-1(TGFβ-regulated and epithelial cell enriched phosphatase) (hereafter referred as to PTEN) and SHIP1/2 (SH2-containing inositol phosphatase). Both phosphatases are responsible for dephosphorylating PtdIns(3,4,5)P3 (Figure 1.2).

PTEN was originally identified as a tumour suppressor gene that maps to human chromosome 10q23 and was found to be inactivated in breast cancer and glioblastomas during tumour progression (Li et al., 1997; Steck et al., 1997).
PTEN protein is both a protein and a lipid phosphatase (Cantley and Neel, 1999). PTEN hydrolyses the 3'-phosphate and plays a central role in limiting cellular levels of PtdIns(3,4,5)P₃, thereby opposing PI3K-dependent proliferation and survival responses, and other downstream signalling cascades dependent on PtdIns(3,4,5)P₃ levels. Indeed, cells lacking PTEN function can exhibit a two fold increase in PtdIns(3,4,5)P₃ levels (Stambolic et al., 1998). Early studies showed that overexpression of PTEN reduced insulin-induced PtdIns(3,4,5)P₃ production in human 293 cells without affecting insulin-induced PI3K activation. Further, transfection of a catalytically inactive mutant of PTEN (C124S) causes PtdIns(3,4,5)P₃ accumulation in the absence of insulin stimulation (Maehama and Dixon, 1998). In contrast to PTEN, the SHIP1/2 removes the 5' phosphate from PtdIns(3,4,5)P₃ to generate PtdIns(3,4)P₂. PtdIns(3,4)P₂ can function as a second messenger to recruit pleckstrin homology (PH) domain containing proteins, such as Akt and PDK1. Thus, although both PTEN and SHIP1/2 reduce levels of PtdIns(3,4,5)P₃ in cells, SHIP1/2 activity may alter the spectrum of PtdIns(3,4,5)P₃ dependent signals rather than simply opposing all PI3K-mediated signalling, which appears to be the major function of PTEN (Luo et al., 2003).

1.2.3 PI3K signalling pathway

Much of our current understanding of PI3K-dependent signal transduction is based on studies of the class I PI3Ks. Products of their kinase activity, PtdIns3P, PtdIns(3,4)P₂ (hereafter PIP2) and PtdIns(3,4,5)P₃ (hereafter PIP3), act as lipid second messengers, which primarily provide docking sites for recruitment of cellular proteins with unique lipid-binding motifs (such as pleckstrin homology (PH), Src Homology-2 (SH2) or FYVE Ring Finger domains) to membranes. This results in changes activation status of the proteins. For instance, PH domains are found in a wide variety of proteins (dynamin, spectrin, pleckstrin, phospholipase D, Btk, Akt, PDK1 etc.), which, through their interaction with these lipids, undergo changes in their subcellular localization, conformation, activation state and interaction with other proteins (Chan et al., 1999). The function of PI3Ks in regulating protein translocation was shown to be conserved throughout eukaryotes (plants, yeast, fruit flies, mammals and
other higher organisms) (Vanhaesebroeck et al., 1997a; Vanhaesebroeck et al., 2001), with the finding that signalling proteins accumulate at sites of PI3K activation by direct binding to PIP3. The most studied downstream targets of PI3K-dependent PIP3 production are the serine/threonine kinases Akt/PKB and PDK1. Association of these two proteins with PIP3 brings them into proximity and facilitates the activation of PDK1 followed by phosphorylation of Akt by PDK1 at Thr308 in its activation loop (Vanhaesebroeck and Alessi, 2000). This subsequently leads to Akt activation. It has been reported that for full activation, Akt should be phosphorylated at Ser473 in the kinase tail, as well. The kinase responsible for this phosphorylation is still controversial, although several kinases are listed as potential candidates including PDK1 (Balendran et al., 1999), possible autophosphorylation (Toker and Newton, 2000), DNA-PK (Feng et al., 2004) or mTor/Rictor (Sarbassov et al., 2005). Active Akt phosphorylates many downstream target proteins, thereby regulating a range of cellular processes including cell proliferation, survival, response to nutritional status, growth, metabolism, cell cycle, motility, and vesicle sorting (Figure 1.4).

![Figure 1.4 Schematic representation of signalling through PI3K pathway.](image-url)
Many Akt targets become inhibited by the phosphorylation event induced by Akt. Such protein targets include Forkhead-related transcription factors (FKHRs) and the apoptosis-inducing protein Bad. Akt phosphorylation on both proteins creates a binding site for 14-3-3 proteins. The complex of FKHR and 14-3-3 is retained in the cytosol blocking nuclear translocation of FKHR and transcription of genes normally stimulated by FKHR (Brunet et al., 1999). Similarly, Akt phosphorylates BAD, which induces dissociation of BAD from Bcl-2 and Bcl-X\textsubscript{L} and formation of a Bad-14-3-3 complex, leading to inhibition of the pro-apoptotic function. Another target negatively regulated by Akt phosphorylation is glycogen synthase kinase (GSK3) which is constitutively active in un-stimulated cells. Phosphorylation of GSK3-\(\alpha\) and GSK3-\(\beta\) by Akt turns off the catalytic activity of these enzymes, leading to activation of pathways normally repressed by GSK3, which regulates gene transcription, cell cycle, cell proliferation and survival (Cohen and Frame, 2001; Vivanco and Sawyers, 2002). GSK3 phosphorylates several downstream proteins (glycogen synthase, c-Myc, cyclin D) to keep them inactive or to promote their degradation (Cohen et al., 2001). The tuberosclerosis complex (TSC1/2) is also inhibited after Akt mediated phosphorylation of TSC2 (Inoki et al., 2002), resulting in activation of mTOR (mammalian target of rapamycin). mTOR is a serine/threonine kinase that can exist in two complexes as mTORC1 (mTOR/Raptor) and mTORC2 (mTOR/Rictor). mTOR/Raptor complex serves as a molecular sensor that regulates translation through the activation of S6K1 and 4E-BP1 (Hay and Sonenberg, 2004; Tee and Blenis, 2005). S6K1 belongs to the AGC family of protein kinases and requires phosphorylation at two sites for its full activation: a site in a C-terminal hydrophobic motif and a site in the T loop of the kinase domain. mTORC1 mediates phosphorylation of Thr389 within the hydrophobic motif, whereas PDK1 is responsible for phosphorylation of the T loop. Activated S6K1 phosphorylates the 40S ribosomal protein S6, and which leads to the increased translation of a subset of mRNAs that contain a 5' tract of oligopyrimidine (TOP). The 5' mRNAs encode components of the translation apparatus, such as ribosomal proteins and elongation factors, and are predicted to account for 15–20% of total cellular mRNA. Thus, by causing increased translation of 5' mRNAs, S6K1 would upregulate general translation capacity. However, this model has now lost favour due to the recent findings that translation of 5' mRNAs does not depend on S6K (S6K1 and S6K2).
activity nor on S6 phosphorylation (Pende et al., 2004; Ruvinsky et al., 2005). The mTORC2 complex (mTOR/Rictor) has been reported to phosphorylate Ser473 of Akt (Sarbassov et al., 2004) and also to play a role in actin cytoskeleton organisation (Jacinto et al., 2004; Sarbassov et al., 2005). The direct targets of mTORC2 that mediate signalling to the actin cytoskeleton are unknown, but may involve PKCα and the small GTPases Rho and Rac (Sarbassov et al., 2004).

Even though Akt is considered a crucial downstream target of PI3K and is likely to be responsible for many of the biological consequences of PI3K-dependent PIP3 production, several studies have demonstrated that there are a number of PI3K-dependent, but Akt-independent cellular responses. For example, gain- or loss-of-function mutations in PI3K versus Akt gave non-overlapping phenotypes in several model systems, including transgenic and knockout mice, indicating that these genes are not purely epistatic. This Akt-independence seems to be involved in the regulation of the small Rho GTPases: Cdc42 and Rac, and potentially some of their GTP-exchange factors (GEFs), which have been shown to be regulated by PI3K, but not to be downstream of Akt (Welch et al., 1998; Han et al., 1998). Other PH domain-containing proteins that bind to PIP3 include some small GTPases and actin binding proteins. Through such interactions, it has been proposed that PI3K can regulate actin cytoskeleton organisation, and hence cell shape and motility. This will be discussed in more detail in the following sections.

1.2.4 Actin cytoskeleton and its regulation by Rho-GTPases

The cytoskeleton is a complex network of protein filaments that extends through the cytoplasm. It provides mechanical support for eukaryotic cells, allowing them to adopt a variety of shapes and to carry out coordinated and directed movements. As a highly dynamic structure, the cytoskeleton is reorganised continuously as the cell changes shape, divides, and/or responds to the environment. An essential component of the cytoskeleton in eukaryotic cells is actin, which is a structurally globular protein that polymerises in a helical fashion to form an actin filament. Actin filaments work
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in a complex network that is highly dynamic and functions with various actin binding proteins to control cell surface movements. The actin cytoskeleton functions in the generation and maintenance of cell morphology and polarity, in endocytosis and intracellular trafficking, in contractility, motility and cell division. Actin filaments lying just beneath the plasma membrane are cross linked into a network by various actin-binding proteins to form the cell cortex. The location and orientation of the cortical actin filaments is controlled by nucleation sites in the plasma membrane, and different regions of the membrane direct the formation of distinct actin-filament-based structures. A large repertoire of actin-binding proteins consistently regulates the dynamic assembly and spatial organisation of actin filaments, thus orchestrating the motile behaviour of cells. Among these are proteins that

i) promote the branched nucleation of actin filaments, such as the Arp2/3 complex, or the linear nucleation of actin, such as the formins (Faix and Grosse, 2006);

ii) promote depolymerisation or severing of actin filaments, such as the actin-depolymerising factor (ADF/cofilin) family (Bamburg, 1999),

iii) associate with monomeric G-actin, such as profilin and β-thymosin to allow regulation of new filaments (Pollard et al., 2000),

iv) cap the ends of actin filaments to prevent extension, such as the capping proteins (Wear and Cooper, 2004) and

v) cross-link actin filaments to each other and to different cellular structures (Louvet-Vallee, 2000; Revenu et al., 2004).

Coordination and integration of the activities of this basic set of proteins is essential to control site-dependent actin polymerisation in vivo (Pantaloni et al., 2001; Pollard and Borisy, 2003). Furthermore, actin-binding proteins are also targets of various signalling pathways emanating from diverse extracellular stimuli, such as those from receptor tyrosine kinases (RTKs). These links allow rapid rearrangement of the cortical meshwork of actin filaments in response to extracellular signals. In this way, the actin cytoskeleton is considered an integral part of the cell signal transduction system, and its reorganisation is tightly controlled by cell signalling events. Within these signalling pathways, Rho-family GTPases play a key role acting as molecular switches at which signal inputs converge and are then transmitted as a coordinated array of output events regulating various location-specific cytoskeletal
Rho GTPases belong to the Ras superfamily of small GTPases and are highly conserved throughout eukaryotes. To date, 22 genes encoding different members of the Rho family have been identified in the human genome: RhoA, RhoB, RhoC, Rac1, Rac2, Rac3, Cdc42, RhoD, Rnd1, Rnd2, RhoE/Rnd3, RhoG, TC10, TCL, RhoH/TTF; Chp, Wrch-1; Rif, RhoBTB1, RhoBTB2; and Miro-1 and 2 (Jaffe and Hall, 2005). The yeast *S. cerevisiae* has five Rho proteins (Rho 1, 2, 3, 4 and Cdc42), whereas *C. elegans* and *D. melanogaster* are predicted to have 10 and 11, respectively. Rho, Rac, and Cdc42 were first recognized in the early 1990s for their unique ability to induce specific filamentous actin structures in fibroblasts: stress fibres, lamellipodia/membrane ruffles, and filopodia, respectively (Hall, 1998) and since then have been studied in great detail.
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Rho GTPases act as molecular switchers by cycling between a guanosine diphosphate (GDP) inactive and a guanosine triphosphate (GTP) active bound state. This cycle is regulated by guanine nucleotide exchange factors (GEFs) (Schmidt and Hall, 2002) and GTPase activating proteins (GAPs) (Bernards, 2003), which stimulate GTP loading and hydrolysis, respectively, and guanine nucleotide dissociation inhibitors (GDIs), whose role appears to be to block spontaneous activation (Olofsson, 1999) (Figure 1.6). There are over 60 GEFs and over 70 GAPs for the Rho-GTPase family in the human genome (Etienne-Manneville and Hall, 2002).

![Figure 1.6 The GTPase cycle.](image)

When bound to GTP, Rho GTPases interact with a variety of effectors. For Rac, Rho and Cdc42 over 60 targets (serine/threonine kinases, lipid kinases, lipidases, oxidases and scaffold proteins) have so far been identified using yeast two-hybrid and affinity chromatography techniques (Etienne-Manneville et al., 2002). Finally, Rho GTPases can be regulated through direct phosphorylation or ubiquitination (Lang et al., 1996; Wang et al., 2003), but the extent to which these covalent modifications play a role in normal physiology is unclear.
To affect membrane dynamics and actin organisation, Rho GTPases need to act at membranes where they are usually activated by GEFs (Ridley, 2006). The activation of Rac and Cdc42 leads to the assembly of contractile actin:myosin filaments, protrusive actin-rich lamellipodia, and protrusive actin-rich filopodia, respectively (Etienne-Manneville et al., 2002). Lamellipodia are broad sheet-like protrusions containing a network of branching actin filaments and are found at the front of migratory cells. Both Rac and Cdc42 are active at the leading edge of cells and inhibition of each reduces lamellipodial extension (Nobes and Hall, 1995; Kurokawa et al., 2004). Target proteins for Cdc42 and Rac are Wiskot-Aldrich syndrome (WASP) proteins and WASP Verprolin-homologous (WAVE) proteins, respectively, which are also localised at the front of lamellipodia where they induce actin polymerisation and branching via recruitment of the Arp2/3 complex. In vitro Cdc42-GTP binds directly to N-WASP or the closely related haematopoietic WASP. This relieves an intra-molecular, auto-inhibitory interaction of N-WASP and exposes a C-terminal Arp2/3 binding/activation site (Ibarra et al., 2005; Stradal and Scita, 2006) (Figure 1.7 A). However, recent work has shown that WASP may be trans-inhibited through binding to a protein, WIP or CR16, which suppressed WASP activity (Ho et al., 2001; Martinez-Quiles et al., 2001). Ho et al. have also described biochemical purification of Toca-1 (transducer of Cdc42-dependent actin assembly) as an essential component of the Cdc42 pathway. They showed that Toca-1 binds both N-WASP and Cdc42 and promotes actin nucleation by activating the N-WASP-WIP/CR16 complex, the predominant form of N-WASP in cells. Thus, the cooperative actions of two distinct Cdc42 effectors, the N-WASP-WIP complex and Toca-1, are required for Cdc42-induced actin assembly (Ho et al., 2004). The proposed model is shown in Figure 1.7 B.
Figure 1.7 Model for N-WASP regulation. A) Under resting conditions, N-WASP is maintained in an inactive state in the cytosol. Auto-inhibition is via interaction of the G-protein binding domain (GBD) and the C-domain of the VCA module. Alternatively, direct interaction with the basic-rich region could inhibit the activity of a pre-bound Arp2/3 complex. In response to extracellular stimuli, N-WASP autoinhibition is relieved by the binding of GTP-bound Cdc42 and PtdIns(4,5)P2 or SH3 containing proteins. In the open conformation, N-WASP can be imported into the nucleus, where it may be retained by FBP11 and regulate gene expression. Alternatively, active N-WASP can stay in the cytosol. Phosphorylation by tyrosine kinases enhances the ability of N-WASP to activate the Arp2/3 complex in cooperation with F-actin and prevents its nuclear import. In certain models this may induce its degradation through the proteasome pathway. (Bompard and Caron, 2004). B) A model of N-WASP regulation by Toca-1 (transducer of Cdc42-dependent actin assembly) (Ho et al., 2004).
Rac, on the other hand, has been reported to activate WAVE proteins indirectly through multi-protein WAVE complex (Figure 1.8). The WAVE complex includes WAVE1, Abi, Sral/PIR121, Nap1/Kette and HSPC300 and exists in an inactive state (Ibarra et al., 2005). Rac can bind to Sral/PIR121 in the complex and this leads to its disassembly allowing WAVE proteins to interact directly with Arp2/3 and subsequently to activate Arp2/3-mediated actin nucleation. However, two recent studies reported independently that the WAVE-containing complexes remains stable in vivo, even after Rac activation (Innocenti et al., 2004; Steffen et al., 2004).

Figure 1.8 Model for WAVE regulation. In this model, WAVE constitutively interacts with the Arp2/3 complex. However, in resting conditions Arp2/3 is not activated, either because binding of WAVE to the PIR121-Nap1-Abi-HSPC300 complex prevents the interaction of WAVE-Arp2/3 with an essential co-activator (e.g. F-actin) or because it is mislocalised. Extracellular stimuli, through the activation of Rac or the mobilization of Nck, recruit the pentameric complex to the plasma membrane. WAVE activation requires its proper localisation plus, in this model, the presence of F-actin and/or the release of the additional protein(s). Alternatively, a complex composed of WAVE, HSPC300, and Arp2/3 is released first, and then activation takes place in the presence of F-actin and the signal is terminated by the degradation of free WAVE proteins. (Bompard et al., 2004)

The Arp2/3 complex is a stable complex of seven proteins, including two actin-related proteins Arp2 and Arp3, and the subunits p40, p34, p20 and p16. Electron microscopy analysis of the branched filament array in lamellipodia has shown that the Arp2/3 complex sits at the branch junctions of filaments in the actin network.
(Svitkina and Borisy, 1999). Accordingly, biochemical and microscopic experiments have established that the Arp2/3 complex causes branching of new actin filaments (daughter filaments) at 70° angles from pre-existing filaments (mother filaments) (Amann and Pollard, 2001; Millard et al., 2004). Branching can also occur from the barbed ends of growing filaments (Pantaloni et al., 2001) (Figure 1.9). Notably, Arp2/3 alone displays no activity on actin polymerisation in vitro and only its association with “nucleation promoting factors” such as WAVE or WASP leads to initiation of filament branching.

![Figure 1.9 Cartoon of Arp2/3 complex binding to the side of the mother filament and the pointed end of the daughter filament in the y-branch.](image)

Rho proteins, as members of Rho family small GTPases, have an important role in regulating actin organisation, especially in motile cells. Microinjection of constitutively active Rho or extracellular signals, such as lysophosphatidic acid (LPA) and bombesin, which lead to the activation of Rho, induced formation of actin stress fibres and focal adhesions in fibroblasts (Ridley et al., 1992). In addition, Rho proteins have been known to act at the rear of the migratory cells and to be responsible for stress fibre formation and adhesion dynamics (Amano et al., 1997). Active Rho generates contractile forces through ROCK activation. ROCK is a serine/threonine kinase that mediates myosin light chain (MLC) phosphorylation leading to formation of stress fibres and focal adhesions. However, recent studies
have shown that RhoA can also accumulate at membrane protrusions during cell migration in randomly migrating cells and also sporadically in retracting tails, but is present in lower levels in the cell body. In contrast to randomly migratory cells, PDGF stimulation can induce membrane protrusions even though RhoA activity is low, perhaps because PDGF strongly activates Rac, which has previously been shown to antagonise RhoA activity (Pertz et al., 2006). These and other data show that different extracellular cues induce distinct patterns of RhoA signalling during membrane protrusion. Cell migration studies in tumour cells, using three-dimensional matrices, have revealed that some tumour cells generate leading edge protrusive structures that do not require Rho or ROCK, while other cells move in a rounded morphology and that Rho and ROCK are essential for the movement. In both cases it has been shown that Rac is required for migration (Sahai and Marshall, 2003). Rho can also stimulate new actin polymerisation at barbed ends through formin family of proteins, which includes diaphanous-related formins (DRF), mDia1 and mDia2. mDia1 is a direct target of Rho-GTP and its binding to the GTPases relieves an autoinhibitory interaction, exposing an FH2 domain that then binds to the barbed end of an actin filament. mDia1 also contains an essential FH1 domain, which interacts with the profilin/actin complex and hence delivers it to the filament end. The main characteristic of mDia is that once it has added an actin monomer to the existing actin filament, it remains bound to the barbed end and is ready to add another actin monomer. This progressive mechanism is known as a “leaky cap” mechanism (Figure 1.10).

Figure 1.10 Rho-dependent activation of formins. Rho activates formins to promote linear elongation of filaments at barbed ends. (Jaffe et al., 2005)
In addition to the control of site-directed de novo actin nucleation, Rac, Cdc42 and Rho have also been shown to mediate a signalling cascade leading to the regulation of actin depolymerising proteins (ADF/Cofilin). ADF/cofilin severs actin filaments leading to an increase in uncapped barbed ends that serves as sites for actin polymerisation and filament elongation (Ghosh et al., 2004) and promotes actin monomer dissociation (depolymerisation) from the pointed ends (Pollard et al., 2003). These two processes are important for progressive membrane protrusions and actin turnover. Cofilin activity is tightly regulated by upstream signalling events and is affected by phosphorylation, phosphoinisitol-lipid binding, changes in intracellular pH and through protein-protein interactions. Phosphorylation at Ser-3 site in cofilin blocks its ability to bind to actin and therefore its severing and depolymerisation activity. Cofilin phosphorylation is promoted by LIMK, which in turn is activated by PAK-family of Rac and Cdc42-dependent kinases (Yang et al., 1998) (Figure 1.11). LIMK-dependent phosphorylation of cofilin can also been induced by Rho acting through its target Rho kinase (ROCK) in an event in the stabilisation the actin:myosin filaments (Ohashi et al., 2000). Slingshot (SSH) is the Ser-3 cofilin phosphatase and can re-activate cofilin (Niwa et al., 2002). Signalling events upstream of SSH are not well defined, although there are reports linking SSH to PI3K (Nishita et al., 2004) and Rho (Tanaka et al., 2005) signalling.

1.2.5 Actin organisation regulated through cross-talk between PI3K and small Rho-GTPases

Several studies have shown that signals induced by growth factors such as EGF, PDGF and insulin, which result in membrane ruffling, are mainly dependent upon Rac1 (Ridley et al., 1992; Hawkins et al., 1995; Nobes et al., 1995). The initial step of growth factor binding to RTKs leads to receptor dimerisation and subsequently activation of its cytoplasmic kinase domain. The ensuing auto-phosphorylation of tyrosine residues of the receptor C-terminal tail and adaptor proteins enables binding of a variety of SH2 and PTB (phosphotyrosine binding) domain-containing effector proteins, thus leading to the generation of signalling platforms composed of
multiprotein complexes. One such complex is a heterodimeric PI3K. Importantly, the activation of PI3K is shown to link insulin-dependent stimulation to Rho family small GTPases activation, primarily Rac and actin cytoskeleton rearrangements (Figure 1.11).

![Diagram showing signalling pathways downstream of PI3K affecting actin cytoskeleton organisation.](image)

The actin cytoskeleton facilitates propagation of the morphological, metabolic, and nuclear effects of growth factors such as insulin by regulating proper subcellular distribution of signalling molecules that participate in the insulin signalling pathway (Tsakiridis et al., 1999). Studies on the involvement of the actin cytoskeleton in the initiation and regulation of insulin signals showed in muscle cells in vitro that insulin induces a rapid actin filament reorganization that coincides with plasma membrane ruffling and intense accumulation of pinocytotic vesicles. Initiation of these effects of insulin requires an intact actin cytoskeleton and activation of PI3K. The recruitment of PI3K subunits and glucose transporter proteins to regions of reorganized actin have been observed. In both muscle and adipose cells, actin disassembly inhibits early insulin-induced events such as recruitment of glucose transporters to the cell surface and enhanced glucose transport. Additionally, actin disassembly inhibits more
prolonged effects of insulin, including DNA synthesis and expression of immediate early genes such as c-fos. Intact actin filaments appear to be essential for mediation of early events such as association of Shc with Grb2 in response to insulin, which leads to stimulation of gene expression.

It was shown using PI3K inhibitors (wortmannin) or dominant negative PI3K constructs that PIP3 synthesis was required for growth factor-stimulated membrane ruffling in endothelial cells, suggesting that synthesis of this lipid may be part of a signalling pathway leading to direct or indirect activation of Rac (Wennstrom et al., 1994). Another study showed that PDGF stimulated Rac activation through increased guanine nucleotide exchange and was dependent upon PDGR-stimulated synthesis of PIP3 (Hawkins et al., 1995). In addition, Rac and Cdc42 have been reported to associate with p85/p110 in a GTP-dependent manner (Tolias et al., 1995). The in vitro binding of PIP3 to Rac1 has also been reported and was shown to strongly stimulate GDP dissociation from Rac1 (Missy et al., 1998). However, PIP3 preferably bound and stabilised the nucleotide-free form of Rac and did not promote GTP loading. Thus, the significance of this interaction for the regulation of Rac in vivo is still unclear. The availability of in vivo assays capable of measuring the levels of GTP-loaded Rac has helped to reinforce the functional link between PI3K and Rac activation, providing the biochemical evidence of a PI3K-Rac signalling pathway.

It is also important to note that Rac is not involved in all aspects of PI3K signalling. For example, PI3K does not use Rac to couple the insulin receptor to glucose uptake in adipocytes, but Rac is required for insulin stimulated membrane ruffling (Marcusohn et al., 1995). Cdc42 activity has also been linked to the PI3K signalling. Jimenez et al. have shown that PDGF stimulates Cdc42 activity by a pathway that involves N-WASP and the p85 subunit of the PI3K, but is independent of the catalytic activity of PI3K (Jimenez et al., 2000).

The important functional link of PI3Ks to the actin cytoskeleton is the observed role for these enzymes in the regulation of cell migration, towards chemical gradients (Servant et al., 2000; Jin et al., 2000), since PIP3 has been found to mediate the effect of the growth factors on the formation of the peripheral ruffles implicated in cell
migration (Merlot and Firtel, 2003). It has been proposed that a PIP3/PIP2 gradient exists in migratory cells upon growth-factor stimulation, with PIP3 at the leading edge, PIP2 at the rear, and mainly Cdc42 recruited at the leading edge as a major regulator of cell polarity. Also in the moving cells that respond to chemotactic gradients, such as in neutrophils and D. discoideum, PIP3 is produced locally and transiently at the leading edge of these cells (Van Haastert and Devreotes, 2004). The potential to trigger Arp2/3-dependent actin assembly at the membrane sites, by the production of PIP2 or PIP3, depends on which membrane receptors are stimulated and which cell system is used (Insall and Weiner, 2001).

The missing molecular links in PI3K signalling to small GTPases appear to be GEFs and GAPs, as it seems that some of them have PH-domains (Di Paolo and De Camilli, 2006). In the past few years, several GEFs (e.g. Vav1, DOCK180, Sos1, TIAM1) have been implicated as PI3K-dependent, linking Rac downstream of the PI3K signalling pathway in vivo (Han et al., 1998; Kobayashi et al., 2001; Innocenti et al., 2003). For example, son of sevenless (Sos) is a dual-specificity GEF, with one Ras-specific catalytic domain and another domain for Rac. In vitro, PIP3 has been shown to bind to the PH domain of Sos and weakly activate Rac-GEF activity in immunoprecipitates from COS cells (Innocenti et al., 2003). The Sos1 Rac-GEF activity downstream of receptor tyrosine kinase appears to require a complex with Eps8 and Abi1 (Scita et al., 1999; Scita et al., 2001). Localisation of Sos1 to actin structures is mediated by Eps8, while its Rac-GEF activity appears to depend on the interaction of the p85 regulatory subunit of class Ia PI3K with Abi1 (Innocenti et al., 2003). The upstream signal for recruitment of p85 to this complex is unclear, and it may be constitutively associated. Recently, it has been reported that class II phosphoinositide 3-kinase C2β (PI3KC2β) associates with the Eps8/Abi1/Sos1 complex and is recruited to the EGF receptor as a part of a multiprotein signalling complex that also involves She and Grb2 (Katso et al., 2006). Increased expression of PI3KC2β in A-431 epidermoid carcinoma cells resulted in stimulated Rac activity and enhanced membrane ruffling, and increased migration speed of the cells. Tiam1 (T-cell lymphoma invasion and metastasis) comprises a DH domain, consensus sequences for phosphorylation by several protein kinases, a PEST domain, a Discs-large homology region and two PH domains, one located on each side of the DH
domain. N-terminal PH domain can interact with PIP3, bringing Tiam1 to the plasma membrane. When cellular PI3K activity is stimulated, GTP-Rac increases in agreement with the idea that PIP3 stimulates the GEF activity of Tiam1 (Fleming et al., 2004). Vav is probably the most studied Rac-GEF. Crespo et al. showed that upon stimulation with antigens or mitogens, Vav1 is tyrosine phosphorylated and this is sufficient to activate Vav Rac-GEF activity in vitro and in vivo (Crespo et al., 1997). PI3K is thought to modulate the activation of Vav1 by influencing its degree of tyrosine phosphorylation, but this was found to be dependent entirely on the system used.

Finally, phosphoinositides may regulate actin polymerisation through direct binding with small Rho-GTPases. PIP2 governs actin polymerisation through its binding to N-WASP and cooperation with Cdc42. It is thought that PIP2 triggers a conformational change in N-WASP that allows its binding to and activation of the Arp2/3 complex (Miki et al., 1996). Binding to PIP2 also appears critical for the function of proteins such as the ezrin/radixin/moesin family that act as adaptors linking the plasma membrane to the actin cytoskeleton. Thus, any changes in the actin cytoskeleton organisation are mirrored by changes in cell membrane dynamics. Several other actin binding proteins also appeared to have PIP2 binding domains, suggesting these are important for maintaining actin organisation and cell shape. PIP3 may also be important for directly controlling actin assembly, as it appears that WAVE can bind preferentially to PIP3 (Oikawa et al., 2004). In addition, given the relative low abundance of agonist stimulated PI3K lipid products in comparison with PIP2 or other PIs, it is generally believed that PI3K phosphoinositides (i.e. PIP3) play a regulatory rather than a direct mechanistic role in the organisation of the actin cytoskeleton.

In conclusion, cross-talk between small Rho GTPases and PI3K signalling has been intensively studied and it has been firmly established that changes in cell morphology, polarity and motility are dependent upon PI3K activity mediated by Rho family GTPases or through direct binding to phosphoinositides. Numerous downstream targets of small Rho GTPases have also been extensively investigated for their ability to contribute to actin dynamics. Currently there are three major models,
through which small Rho GTPases, particularly Rac, could regulate actin dynamics, all contributing to enhance protrusions at the cell cortex:

- *De novo* nucleation of actin filaments (F-actin) from monomers (G-actin) and filament elongation, resulting in the formation of a branched array of filaments by proteins of the profilin, WASP, WAVE and Arp2/3 complexes.
- Acceleration of actin turnover by proteins such as ADF/cofilin.
- Regulated exposure of existing barbed ends after dissociation of high affinity filament capping proteins, such as gelsolin.

Figure 1.12 is a hypothetical model that integrates all three models for regulation of actin dynamics in response to external stimuli (Pollard et al., 2001).

![Figure 1.12 Hypothetical cartoon of dendritic nucleation model for actin polymerisation, capping, and network formation at the leading edge of a motile cell (Pollard et al., 2001).](image)

The model proposes that, in the absence of free barbed ends, cytoskeletal components are held in a metastable state, poised for assembly (step 1). Activation of WASP family proteins (step 2) activates the Arp2/3 complex to create new barbed ends at a constant rate (step 3). These filaments grow rapidly (step 4) and push the membrane forward (step 5). After a short time, growth of barbed ends is terminated by capping (step 6). Constitutive ATP hydrolysis within actin filaments and dissociation of phosphate (step 7) triggers severing and depolymerisation of older filaments by ADF/cofilins (step 8) at a rate that is controlled by some of the same signals that stimulate assembly (step 4). Nucleotide exchange catalysed by profilin recycles ADP-actin subunits back to the ATP-actin monomer pool (step 10). In a continuously moving cell, assembly and disassembly are balanced. (Pollard et al., 2001)
Arp2/3, coflin and other actin binding proteins involved in Rac-dependent changes in actin organisation have domains that bind to phosphatidylinositols, mainly PIP2 or PIP3 (Machesky and Insall, 1999; Condeelis et al., 2001; Xian and Janmey, 2002; Pollard et al., 2003), thus providing an additional link between PI3K and Rac in the regulation of actin cytoskeleton organisation. Figure 1.13 is a simplified schematic representation of this cross-talk. The signalling cascades are likely to be more complicated as the various inputs from other signalling pathways activated by RTKs and negative feedback loops in the signalling network could feed into any of the downstream targets, contributing to regulated changes that drive the alterations in actin organisation.

**Figure 1.13 Phosphoinositides and actin filaments.** Binding of phosphoinositides to these actin-binding proteins favours the growth of actin filaments. (Revenu et al., 2004)

The focus of my study in this thesis is on PI3K signalling-dependent change and the actin cytoskeleton in response to growth factor treatment, as well as in examining cross talk between PI3K and small Rho GTPases and actin-binding proteins, which I have carried out using a combination of proteomic, genomic and cell biology methods.
1.2.6 PI3K signalling and cancer

The PI3K signalling pathway regulates many normal cellular processes including cell proliferation, survival, growth, and motility (i.e. growth regulation is important during development and in adulthood, to ensure that an organism and its organs grow to appropriate and reproducible size). However, the PI3K signalling pathway is also targeted by genomic aberrations including mutations, amplifications and rearrangements more frequently than any other pathway in human cancer, with the exception of the p53 and retinoblastoma (Rb) pathways, which also cross-talk at multiple levels and constitute a signalling network implicated in tumour initiation and progression (Vivanco et al., 2002) (Table 1.2).

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Alteration in tumours</th>
<th>Frequency</th>
<th>Tumour lineage</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTEN</td>
<td>Mutations (somatic)</td>
<td>&gt;50%</td>
<td>Glioma, melanoma, prostate cancer, Endometrial cancer, endometrioid ovarian cancer</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Variable in sporadic breast cancers (2-30%)</td>
</tr>
<tr>
<td>PTEN</td>
<td>Decreased expression</td>
<td>&gt;50%</td>
<td>Breast, melanoma, prostate</td>
</tr>
<tr>
<td></td>
<td>Methylation</td>
<td></td>
<td>Microsatellite instability-high colorectal cancer</td>
</tr>
<tr>
<td></td>
<td>Loss of heterozygosity</td>
<td></td>
<td>Endometrial cancer</td>
</tr>
<tr>
<td>PTEN</td>
<td>Germinal mutations</td>
<td>80% Cowden’s disease</td>
<td>High risk of breast, thyroid and endometrial carcinomas</td>
</tr>
<tr>
<td>p85</td>
<td>Activating mutations</td>
<td>Rare</td>
<td>Ovary, colon, glioma, lymphoma cell line (CO)</td>
</tr>
<tr>
<td>p85y</td>
<td>Fusion</td>
<td>Very rare</td>
<td>Lymphoma</td>
</tr>
<tr>
<td>PI3KCA</td>
<td>Activation</td>
<td>&gt;50% &gt;20%</td>
<td>Bowel, Breast</td>
</tr>
<tr>
<td>AKT1</td>
<td>Amplification</td>
<td>Low</td>
<td>Gastric</td>
</tr>
<tr>
<td>AKT2</td>
<td>Amplification</td>
<td>Low</td>
<td>Ovary (12-25%) Pancreas (20%), breast (rare)</td>
</tr>
<tr>
<td>AKT2</td>
<td>Mutation</td>
<td>Low</td>
<td>Colorectal</td>
</tr>
<tr>
<td>AKT3</td>
<td>Overexpression</td>
<td>Low</td>
<td>Hormone-resistant prostate and breast cancer</td>
</tr>
<tr>
<td>PDK1</td>
<td>Mutation</td>
<td>Low</td>
<td>Colorectal</td>
</tr>
<tr>
<td>p70 kinase</td>
<td>Amplification</td>
<td>30%</td>
<td>Breast</td>
</tr>
<tr>
<td>TSC1/2</td>
<td>Mutation</td>
<td>&gt;50%</td>
<td>Tuberous sclerosis</td>
</tr>
<tr>
<td>Forkhead family</td>
<td>Translocations</td>
<td>&gt;50%</td>
<td>Alveolar rhabdomyosarcoma</td>
</tr>
<tr>
<td>TCL1</td>
<td>Rearrangement</td>
<td>Unclear</td>
<td>Acute leukaemia</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>T-cell leukaemia</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Chronic lymphocytic leukaemia</td>
</tr>
</tbody>
</table>

Table 1.2 Abnormalities in the PI3K/Akt signalling pathway in cancer. (Hennessy et al., 2005)

The first link between PI3K and tumourgenesis was established in the 1980s, when PI3K was discovered due to its association with the oncoproteins (Sugimoto et al.,
1984). In addition, mutants of polyoma middle T that failed to bind PI3K were compromised in their ability to transform fibroblasts and polyoma middle T-transformed cells had elevated levels of PIP3 (Whitman et al., 1985). In 1997, the p110α catalytic subunit of PI3K was identified as an avian retrovirus-encoded oncogene that could transform chick embryo fibroblasts in vitro (Chang et al., 1997).

PI3K generates cell survival signals that allow them to withstand apoptotic stimuli. Many tumour cells display elevated levels of PI3K products as a result of deletion of the phosphatase PTEN, activation of Ras or expression of autocrine growth factor and under these conditions cells are relatively resistant to apoptosis (Downward, 2004a). Several studies have supported the role of PI3K as an oncogene in tumourgenesis. For example, Samuels et al. reported that PIK3CA gene, which encodes the p110α catalytic subunit, was the only gene with somatic (i.e., tumour-specific) mutations after they have examined 117 exons that encode the predicted kinase domain of the PI3K and PI3K-like genes in 35 colorectal cancers. Subsequent sequence analysis of all coding exons of PIK3CA in 199 additional colorectal cancers revealed mutations in a total of 74 tumours (32%). Further analysis from this work also showed that PIK3CA mutations generally arise late in tumourgenesis, just before or coincident with invasion (Samuels et al., 2004). These data suggest that PIK3CA is likely to function as an oncogene in human cancer, and clustering of mutations within PIK3CA could make this gene an excellent marker for early detection of cancers or monitoring cancer progression.

As mention previously, PTEN is a negative regulator of PI3K. It was identified as a tumour suppressor when genetic studies revealed that a locus on chromosome 10q23, in which the PTEN gene was found, was frequently mutated in advanced cancers. PTEN has been found to undergo inactivation in a number of additional neoplasia, most frequently endometrial and prostate carcinomas, melanomas and thyroid tumours (Vivanco et al., 2002). In addition, germinal mutation of PTEN has been linked to conditions with an increased predisposition to cancer (Cowden’s disease, Bannayan-Zonan, Riley-Ruvalcaba, and Lhermitte-Duclos syndromes) (Waite and Eng, 2002). Interestingly, inactivation of the PTEN gene by homologous
recombination in mice gave rise to animals with increased predisposition to neoplasia (Stambolic et al., 2000).

Furthermore, Akt, which appears to be the main downstream target of PI3K, is involved in the development of tumours, since its amplification and aberrant upregulation were found to be a significant signature in various human malignancies (ovarian, pancreatic, breast, gastric, head and neck) (Testa and Bellacosa, 2001; Altomare and Testa, 2005). During tumourgenesis, active Akt can turn off cell apoptosis by phosphorylation and inactivation of FOXO family of forkhead transcription factors (AFX, FKHR and FKHRL1) and pro-apoptotic Bcl-2 family member Bad. In addition, Akt promotes cell survival by indirectly activating the pro-survival transcription factor nuclear factor-κB (NF-κB) through phosphorylation and inhibition of I-kB kinase (IKK). Furthermore, Akt blocks apoptosis by inactivating the tumour-suppressor p53, a nuclear transcription factor that affects cellular functions such as transcription, DNA synthesis and repair, cell cycle arrest, senescence and apoptosis. This indirect inactivation of p53 is mediated by Akt-induced phosphorylation of the oncoprotein Mdm2 (murine double minute), which in the phosphorylated state cannot enter into the nucleus and activate p53. The PI3K/Akt signalling pathway also regulates cell proliferation by controlling cell cycle progression and growth. Cell growth is controlled mainly by regulation of protein synthesis, thus the deregulation of proteins synthesis can contribute to the abnormal growth seen in tumour cells. Protein synthesis and cell growth mainly depend on nutrition and growth factors and they are regulated by the target of rapamycin (TOR) and S6K signalling pathways, downstream of PI3K/Akt. PI3K may contribute to other aspects of tumourgenesis in Akt-independent manner as well. As mention previously, PIP3 regulates small GTPase by activating a subset of GTP-GDP exchange factors (Bar-Sagi and Hall, 2000). Since Rac controls the actin cytoskeleton and cell motility and is important for Ras-mediated transformation, PI3K might activate both Rac and Ras-dependent invasion events that contribute to metastasis (Rodriguez-Viciana et al., 1997). Furthermore, the mTOR/Rictor complex, which is downstream of Akt, was found to modulate the phosphorylation of protein kinase C α (PKCα) and alters the actin cytoskeleton (Sarbassov et al., 2004). Akt can also phosphorylate and activate endothelial nitric oxide synthase (eNOS) and the production of nitric oxide (NO), an
important regulator of endothelial cells. Overexpression of eNOS has been associated with tumours, thus the PI3K/Akt pathway may also contribute to tumour angiogenesis. Given the importance of the PI3K signalling pathway in cancer and knowing that PI3K pathway is activated during tumourgenesis, makes PI3K an optimal target for drug development in cancer therapy. More than 20 companies and academic centres have declared active programs in this area (Table 1.3).

<table>
<thead>
<tr>
<th>Target</th>
<th>Example</th>
<th>Company/centre</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI3K</td>
<td>LY294002</td>
<td>Lilly</td>
<td>Poor pharmacology</td>
</tr>
<tr>
<td></td>
<td>Wortmannin analogues</td>
<td></td>
<td>Preclinical leads</td>
</tr>
<tr>
<td></td>
<td>PX-866</td>
<td>Lily</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td>SF1124</td>
<td>Semafor</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td>PEG Wortmannin</td>
<td>Echelon</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wyeth</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Baxter</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ICOS</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pirmed</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pirmed</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cerylid/Cerilid</td>
<td>Preclinical</td>
</tr>
<tr>
<td>P110δ</td>
<td>KN309</td>
<td>Berlex</td>
<td>All are preclinical</td>
</tr>
<tr>
<td>P110α</td>
<td></td>
<td>ICOS</td>
<td></td>
</tr>
<tr>
<td>Pan-inhibitor</td>
<td></td>
<td>Vertex</td>
<td></td>
</tr>
<tr>
<td>PDK1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ILK</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AKT kinase domain</td>
<td></td>
<td>QLT</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abbott</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Novartis</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lilly</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Vertex</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Roche</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Celgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>KNiac/Ceriid/Cerylid</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Biolmage</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PROLX</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Zentaris</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Keryx</td>
<td>Approved in Europe for breast cancer</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIH</td>
<td>In clinical trails for ischamia</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Schering</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Celgene</td>
<td></td>
</tr>
<tr>
<td>mTOR</td>
<td>Rapamycin</td>
<td>Wyeth</td>
<td>Approved</td>
</tr>
<tr>
<td></td>
<td>CGT779</td>
<td>Wyeth/NCI/CTEP</td>
<td>Phase II</td>
</tr>
<tr>
<td></td>
<td>Rad 001</td>
<td>Novartis</td>
<td>Phase II</td>
</tr>
<tr>
<td></td>
<td>AP23573</td>
<td>Ariad</td>
<td>Phase II</td>
</tr>
<tr>
<td></td>
<td>AP23841</td>
<td>Ariad</td>
<td>Preclinical</td>
</tr>
<tr>
<td></td>
<td>AP23573</td>
<td>Ariad</td>
<td></td>
</tr>
<tr>
<td>p70&lt;sup&gt;56&lt;/sup&gt; kinase</td>
<td></td>
<td>Lilly</td>
<td>Preclinical</td>
</tr>
<tr>
<td>Forkhead family</td>
<td>Calmodulin inhibitors</td>
<td>Harvard</td>
<td>Clinical trails</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Biolmage</td>
<td>Preclinical</td>
</tr>
<tr>
<td>Indirect</td>
<td>Growth factor receptors</td>
<td>EGFR</td>
<td>Preclinical to approved</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HER2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Insulin</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Integrins</td>
<td></td>
</tr>
<tr>
<td>Intracellular kinases</td>
<td>Src</td>
<td></td>
<td>Multiple</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abl</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.3 List of drugs in development that target the PI3K or related pathways. (Hennessy et al., 2005)
1.3 Background to methodology

1.3.1 RNA interference

RNA interference (RNAi) or post-transcriptional gene silencing is an ancient natural antiviral mechanism that can be used to turn off gene expression in a sequence specific-manner (Downward, 2004b). In the early 1990s, attempts to manipulate gene expression by scientists working in three different fields resulted in unanticipated gene silencing effects. Rather than ignoring such results, these researchers went on to document and further investigate the nature of such silencing, which was named “co-suppression” in plants, “quelling” in fungi and “RNA interference” in nematodes (Hammond et al., 2001). It all started in 1989, with the unexpected outcome of experiments performed by plant scientists at Advanced Genetic Sciences in Oakland, California (Napoli et al., 1990). The goal was to produce petunia plants with improved flower colours. To achieve this goal, they introduced additional copies of a gene encoding a key enzyme for flower pigmentation into petunia plants. Surprisingly, many of the petunia plants carrying additional copies of this gene did not show the expected deep purple or deep red flowers, but carried fully white or partially white flowers. When the scientists had a closer look, they discovered that both types of genes, the endogenous and the newly introduced transgenes had been turned off, and because of this observation, the phenomenon was first named "co-suppression of gene expression". However, the molecular mechanism behind this event remained unknown. Plant virologists made similar observations. At that time, it was known that plants expressing virus-specific proteins showed enhanced tolerance or even resistance against viral infection. They concluded that short viral RNA sequences could attack incoming viruses and stop them from multiplying and spreading throughout the plant. They performed reverse experiments and placing short pieces of plant gene sequences into plant viruses. After the infection of plants with these modified viruses, the expression of the targeted plant gene was suppressed. They named this phenomenon “virus-induced gene silencing” (VIGS). The two phenomenona, co-suppression and virus-induced gene silencing were later named post-transcriptional gene silencing (PTGS). PTGS was later detected in fungi and was
termed "quelling" (Romano and Macino, 1992). The wild type strains of the fungus *Neurospora crassa* were transformed with *albino* (*al-1, al-2* and *al-3*) transgenes that are required for carotenoid biosynthesis. It was observed that the transformed strains frequently displayed a white (*albino*) phenotype, indicating that both endogenous *albino* genes and the introduced *albino* transgenes were inactivated. Later, the phenomenon of quelling was found to be a general silencing phenomenon, and has not being restricted only to the albino genes. In 1998, a *Nature* paper by Craig C. Mello and Andrew Z. Fire reported a potent gene silencing effect after the injection of double stranded RNAs (dsRNAs) into *C. elegans* (Fire et al., 1998). In investigating the regulation of muscle protein production, they observed that neither mRNA nor antisense RNA injections had effects on protein production, but dsRNA successfully silenced the targeted gene. Because of this work, they coined the term RNA interference (RNAi). Eight years after this discovery, which over the years has proven to be an important research tool for studying different biological questions, Craig C. Mello and Andrew Z. Fire were awarded the Nobel Prize for medicine and physiology.

In nature, RNAi is considered an ancient evolutionary mechanism for protecting organisms from viral infections. Many viruses have RNA as a genetic material rather than DNA and go through at least one stage of their life cycle when they make double stranded RNA. When exposed to foreign genetic material (RNA or DNA), many organisms activate a highly specific immune response in order to silence the invading nucleic-acid sequences before these sequences can integrate into the host genome or subvert cellular processes. At the centre of these immune responses is a conserved enzyme machinery that integrates with dsRNAs and complementary mRNA (Mello and Conte, Jr., 2004). The general mechanism of RNAi has two main steps: initiation and effector steps (illustrated in Figure 1.14). In the first initiation step, dsRNAs, taken up by cells from the medium, are recognised by enzymatic machinery that converts the silencing trigger to ~21-25 nucleotide base pair RNAs called short interfering RNAs (siRNAs) (Figure 1.14 A). This ATP-dependent cleavage of dsRNA into siRNA is conducted by RNase III enzymes, known as Dicer enzymes. These enzymes are evolutionarily conserved from *Drosophila, Arabidopsis, Caenorhabditis* and *Neurospora*. The next effector step is enforced by the RNA Inducing Silencing
Complex (RISC), which uses siRNAs to recognise and cleave target mRNAs (Figure 1.14 B1-B4), which is then followed by degradation by exonucleases (Figure 1.14 B5).

![Figure 1.14 Mechanism of RNA interference. A) Initiation step: dsRNA is digested into 21-23 nt siRNAs by Dicer; B) Effector steps: B1) siRNA assembles into RISC; B2) Unwinding of siRNA by RISC in an ATP-dependent reaction; B3) siRNA guide the RISC to complementary mRNA; B4) RISC causes cleavage of mRNA; B5) Exonucleases degrade cleaved mRNA resulting in gene silencing.](image)

Interestingly, RNAi does more than help to defend cells against foreign nucleic acids. It also guides endogenous developmental gene regulation, and can even control the modification of cellular DNA and associated chromatin. In some organisms, the RNAi signal is transmitted horizontally among cells, and in certain cases, vertically through the germ line from one generation to the next (Mello et al., 2004). The early useful application of RNAi technology in human cells proved difficult since the introduction of dsRNA into cells induces antiviral responses, which includes interferon production. This leads to altered gene expression and often cell death, limiting the ability of viruses (or alien dsRNA) to replicate and spread through the organism. The theory behind this is that the Dicer machinery had been lost during evolution of mammals and replaced with more sophisticated and complex defence
mechanisms which include the interferon system that is not present in invertebrates (Downward, 2004b). However, nowadays RNAi can be applied in mammalian systems by directly introducing siRNA molecules of less than 30 nucleotide base pairs, which do not induce the interferon response, but can trigger cleavage of the complementary mRNA sequences and silence genes. This is proof that evolution has kept the RNAi as a back-up system even after the development of the interferon system.

The emergence of RNAi as a technique to suppress gene expression has revolutionised molecular biology and is facilitating the elucidation of gene function on a genome-wide scale through large scale screening of phenotypic changes induced by RNAi-mediated gene silencing (Kiger et al., 2003; Dasgupta and Perrimon, 2004; Friedman and Perrimon, 2006). *C. elegans* and *D. melanogaster* are probably the most exploited species used in these types of studies, due to the fact, that *in vitro* RNAi treatments are highly efficient in gene expression knockdown. For example, siRNA libraries have been generated to target genes of the PI3K signalling pathway in HEK 293T cells (Hsieh et al., 2004), searching for genes that affected phosphorylation of Akt. To obtain a global view of RTK/ERK signalling, Friedman et al. performed an unbiased, RNAi genome-wide, high-throughput screen in *Drosophila* cells using a novel, quantitative, cellular assay monitoring ERK activation, and this revealed a list of effectors which can be targeted for drug therapy (Friedman et al., 2006). RNAi has also been used in parallel with drug inhibitor treatment in studying signalling pathways (O'Grady et al., 2005). Since the RNAi-mediated gene-silencing machinery is also intact in cancer cells, multiple *in vitro* siRNA studies have been carried out to evaluate the knockdown phenotype of oncogenes. For example, the effect of targeting the Bcr-Abl kinase oncogene in chronic myelogenous leukaemia (CML) cells was tested by Wilda et al. (Wilda et al., 2002). Silencing the Bcr-Abl fusion protein by siRNA induced a strong apoptotic response in CML cells, which was comparable with the cell death caused by treatment with Abl kinase inhibitor Gleevec (imatinib mesylate). Despite the proliferation of promising *in vitro* and *in vivo* studies for RNAi-based drugs, some concern has been raised regarding the safety of RNAi, especially the potential for "off-target" effects in which a gene with a coincidentally similar sequence to the targeted gene is also repressed (Bartz and Jackson, 2005).
computational genomic study estimated that the error rate of off-target interactions is about 10%. One major study of liver disease in mice led to high death rates in the experimental animals, suggested by researchers to be the result of "over-saturation" of the dsRNA pathway (Grimm et al., 2006). Additionally, delivery of siRNA into mammalian cells remains a major hurdle for RNAi therapy. The two approaches to deliver siRNA \textit{in vivo}: i) stably expressed siRNA precursor, such as short-hairpins RNAs, from viral vectors using gene therapy, and ii) delivery of synthetic siRNA by covalently linking the duplex RNA with lipids and/or delivery proteins, are often inefficient. Thus, if siRNAs are to be used as therapeutics further studies and optimisation are required. However, the advantage of RNAi therapy is that unlike resistance to other small molecules, which leads to an expensive and time-consuming search for new therapeutic agents, resistance to RNAi may be overcome by introducing a new siRNAs that targets a different site on the same mRNA. Moreover, siRNAs that target conserved sequences or multiple sequences at once may provide a solution to this problem (Dykxhoorn and Lieberman, 2005).

1.3.2 Proteomics and 2D gel-based protein separation

Proteomics is the large-scale study of proteins, their structure, function and expression, in a cell, organism or biological fluid. All of the proteins in an organism throughout its life cycle are considered to be its proteome. Compared to the genome, which is constant, the proteome is dynamic and changes throughout its biochemical interactions with both the genome and the environment. In an organism, there can be different proteome activities in various parts of the body, in different environmental conditions and at different life stages. Depending on which aspect of proteins is studied, proteomics can be divided into proteomic profiling, functional and structural proteomics based and can involve a broad range of combined technologies (Figure 1.15). Protein expression proteomics or profiling proteomics is the quantitative study of protein expression between samples that differ by some treatment variable. In this approach, protein expression of the entire proteome or of sub-proteomes between samples require the use of protein or peptide separation methods that are linked to
quantitation and protein identification methods (e.g. immunodetection or mass spectrometry-based identification). Information obtained by this approach can lead to discovery of proteins expressed differentially between samples, and the identification of novel proteins in signal transduction or disease-specific proteins. Functional proteomics is the study of the role of proteins, based on the presence of specific functional groups or based on their involvement in protein-ligand interactions and protein complexes. Many proteins need to interact with other molecules in order to perform their role. Therefore, knowing the interactions and the partners of a protein could help to discover and define its role in a cell. Functional proteomics also involves the study of protein post-translational modifications, such as phosphorylation, which could help define the activity, localization, and degradation of proteins and are often the key to understanding the function of proteins. Signalling pathways, which are considered as cascades of specific interacting protein required to activate cellular functions, can often be deciphered by functional proteomics. Structural proteomics attempts to determine the tertiary structure of proteins, the structure of protein complexes and small molecule-protein complexes. X-ray crystallography and prediction of protein structures by computational biology are its main tools. The information obtained from profiling, functional and structural proteomics will help piece together the overall architecture of cells and explain how expression of certain proteins gives a cell its unique characteristics.

![Diagram of proteomics](image)

Figure 1.15 Types of proteomics and their application to biology.
Initial protein expression profiling studies began in 1975 with the introduction of two-dimensional gel electrophoresis by O'Farrell, who began mapping proteins from *Escherichia coli* (O'Farrell, 1975). Although many proteins could be separated and visualized, they could not be identified. Despite these limitations, shortly thereafter a large-scale analysis of all human proteins was proposed. The goal of this project, termed "the human protein index", was to use two-dimensional protein electrophoresis (2-DE) and other methods to catalogue all human proteins. However, lack of funding and technical limitations, such as the unavailability of robust tools for high-throughput identification of the proteins displayed by 2-DE, prevented this project from continuing. An important step in the 2-DE strategy was an introduction of protein labelling and detection methods, which were needed to define quantitative and qualitative differences between complex protein samples. The sensitivity of protein stains has always been a factor influencing the amount of information that can be extracted from 2D gels. In addition, the most significant breakthrough in proteomics has been the application of mass spectrometric methods for identification of gel-separated proteins, which has extended analyses beyond the mere display of proteins.

### 1.3.3 2-Dimensional gel electrophoresis and 2D-DIGE

2-DE is a powerful and widely used method for the analysis of complex protein mixtures derived from various biological sources. In general, the 2-DE separates proteins according to two independent parameters i.e. isoelectric point (pI) and molecular mass (Mᵣ). In the first dimension, proteins are separated by iso-electrofocusing (IEF) in a pH gradient environment, where proteins become focused at their isoelectric points (pI) when they reach a net charge of zero. In the second dimension, proteins are separated according to their relative molecular weight by conventional *SDS Polyacrylamide Gel Electrophoresis* (SDS-PAGE). The electrophoretic separation of a protein is highly specific to its chemical properties and allows accurate comparison of proteins analysed on gels. 2-DE can allow separation of thousands of different proteins at a time as well as providing information about protein pI, Mᵣ, post-translational modifications (which affect pI and MW) and the
relative amount of each protein, when a suitable protein staining or labelling method is used in combination. Usually each spot on the resolving two-dimensional gel corresponds to a single protein species within the sample, although in certain cases more than one protein can be found to co-migrate on a 2D gel. At present, there are no other techniques that are capable of simultaneously resolving thousands proteins from complex biological samples in one separation procedure. However, there are some drawbacks of 2-DE (i.e. poor resolution of high and low molecular weight proteins and hydrophobic and basic proteins, low gel-to-gel reproducibility in different experimental runs, it is also a labour intensive and expensive technique) that has limited its application in some proteomic studies.

Several reviews have outlined the different methods of choice for detection of gel separated proteins (Patton, 2000; Rabilloud, 2000; Patton and Beechem, 2002). Most strategies for protein detection in 2D gels use post-electrophoretic protein staining and a multitude of different methods have been described which differ in their sensitivity, specificity, linear dynamic range and compatibility with downstream identification mainly by mass spectrometry. Common strategies include:

i) Colloidal Coomassie blue G-250 staining, that has a detection range of 8-50 ng of protein/spot. It is simple to use and compatible with downstream MS (Neuhoff et al., 1988).

ii) Silver staining methods are employed normally with analytical gels due to their high sensitivity (typically 2-4 ng of protein/spot). However, classical silver-staining methods can be complex and are often incompatible with MS because of the aldehyde-based cross-linkers used in the sensitisation steps, and because silver ions can interfere with MS analysis. The non-linearity of the dynamic range in silver staining and the tendency of the dye to stain differently, based on protein amino acid composition, makes silver staining a poor choice for quantitation of protein expression.

iii) Fluorescent stains. There are numbers of these stains including SYPRO Ruby, SYPRO Orange, Deep purple etc. SYPRO Ruby is a transition metal organic complex that binds directly to proteins by electrostatic interactions, providing sensitivity similar to that of classical silver staining (1-2 ng of protein/spot) with a broad linear dynamic range, and is compatible with downstream mass
spectrometry-based protein identification. However, fluorescent dyes are usually expensive and require fluorescence scanners for analysis. Fluorescent stains have also been developed for the detection of specific sub-groups of proteins, e.g. Pro-Q Diamond and Pro-Q Emerald have been reported for the detection of phosphorylated and glycolysated proteins, respectively. However, these stains have not been widely used. In addition, there are fluorescent stains (e.g. fluorescamine, fluorescein isocyanate, N-(7-di-methylamino-4-methylcoumarinyl) maleimide and dansyl chloride) that bind covalently to proteins. However, this type of labelling was reported to have low sensitivity and poor resolution on 2D gels.

Proteins can also be labelled prior to the electrophoretic separation using:

i) Radioactive labelling - perhaps the most sensitive covalent labelling method is in vivo (with $^{32}\text{P}/^{34}\text{S}/^{131-135}\text{I}$ isotopes incorporation) and in vitro ($^{32}\text{P}$-ATP kinase assay) radioactive labelling, which provides the widest linear dynamic range of detection. Radioactive labelled proteins are detected in-gel by exposing a film (autoradiography) or using a phosphorimager, which has a wider dynamic range than autoradiography, thus enabling better quantitative analysis. Although this detection method is powerful, it has some limitations. Radioactivity causes DNA damage and increased levels of p53 followed by cell cycle arrest and apoptosis. Moreover, radioactive compounds have a hazardous nature and are expensive.

ii) Fluorescent tags have been used for covalent labelling of proteins prior to the separation (e.g. 5-(4,6-dichlorotriazine) aminofluorescein, 2-methoxy-2,4-diphenyl-3(2H)-furanone (MDPF) and dansyl chloride). Most of such dyes possess a charge that affects the electrophoretic properties of proteins and can cause artificial protein modification that can dramatically affect the ability to subsequent identify proteins by mass spectrometry. Importantly, advanced fluorescent covalent labelling of proteins was developed with the introduction of monobromobimane (MMBr)- and cyanine (Cy)- based dyes that react with cysteine and lysine residue, respectively.
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Fluorescence two-dimensional difference gel electrophoresis (2D-DIGE) is a recently developed 2D gel-based proteomics technique that provides a sensitive, rapid and quantitative analysis of differential protein expression between two or more biological samples. Developed by Unlu et al. (Unlu et al. 1997), the technique utilizes charge- and mass- matched chemical derivatives of spectrally distinct fluorescent cyanine dyes (Cy3 and Cy5) which are used to covalently label protein lysine residues in different samples prior to mixing and separating the proteins on the same 2D gel. These cyanine fluorophors were modified to create the N-hydroxysuccinimidy1 (NHS)-ester derivatives NHS-propyl-Cy3 and NHS-methyl-Cy5. A third cyanine dye, NHS-Cy2, was introduced, and these labels are commercially available from GE Healthcare (Figure 1.16).

Initially, NHS Cy3 and Cy5 dyes were used to label two different protein samples prior to running them on the same 2D gel electrophoresis (Unlu et al., 1997). This allows running two samples under identical electrophoretic conditions in a type of differential display format. Theoretically, to compare proteins derived from two differently-labelled samples, the dyes should be mass and charge matched and the dye modifications should not perturb the electrophoretic mobility of labelled proteins. For this reason, the size of the aliphatic chain (Figure 1.16 A) in the Cy dyes was originally modified to maintain a similar molecular weight between each dye and the dyes possess a positive charge which matches the positively charged amino groups they modify. The advantage of using lysine labelling is that almost all proteins contain at least one lysine residue, so most proteins in a complex sample can be labelled. The dyes are used under conditions of minimal stoichiometrical labelling, and ideally, just a single lysine residue in a protein molecule is labelled with estimated 3-5% of the total pool of the protein labelled. This minimal labelling is to keep proteins soluble, prevent large mass shift between labelled and unlabelled populations of proteins and reduce sample heterogeneity (Chan et al., 2005), while maintaining the sensitivity of detection (~1 ng of a protein per spot) and secure linearity over a wide dynamic range.
Figure 1.16 Characteristics of the NHS-Cy-dyes. A) Structure of the NHS-Cyanine dyes. Cy2, 3-(4-carboxymethyl)phenylmethyl)-3'-ethyloxacarbocyanine halide N-hydroxysuccinimidyl ester; Cy3, 1-(5-carboxypentyl)-1'-propyldocarbocyanine halide N-hydroxysuccinimidyl ester; and Cy5, 1-(5-carboxypentyl)-1'-methylindodicarbocyanine halide N-hydroxysuccinimidyl ester. Each dye has a similar molecular weight and single positive charge matching the charge of the modified primary amino group. B) Each dye displays distinct emission spectra enabling the individual detection of differentially labelled proteins at the appropriate wavelength without overlap of signals. C) The dyes have an N-hydroxysuccinimidyl ester reactive group triggering covalent interaction with the primary amine groups of lysine residues or the N-terminus.

The method of using the three Cy dyes was originally evaluated and applied by Tonge et al. and Gharbi et al. (Tonge et al., 2001; Gharbi et al., 2002). The general
protocol of using three Cy-dyes for protein labelling relies on labelling the proteins from different samples with either Cy3 or Cy5, while the third Cy2 dye is used to label a pooled consisting of equal amount of all samples in the experiment (Figure 1.17).

Figure 1.17 Schematic representation of 2D-DIGE protocol for minimal lysine labelling and using an internal standard for normalization.
Samples are then mixed appropriately and run in 2-D gel electrophoresis. The Cy2-labelled pool is run on all gels and acts as an internal standard for every protein spot on each of the gels, thereby improving spot matching across gels and increasing the accuracy of quantitation and statistical confidence of protein expression difference studies. Differential labelling and mixing means that samples are subjected to the same handling procedures and micro-environments during 2D separation, and raises the confidence with which protein changes can be compared and quantified. Since fluorescence detection also provides a superior linear dynamic range of detection and sensitivity to many methods (Patton 2000), this technology is suited to the analysis of biological samples with their large dynamic ranges of protein abundance. Importantly, this labelling strategy is compatible with downstream identification of gel spots by mass spectrometry (MS).

For protein expression profiling, gels are converted to digital images using scanning devices and these are processed to detect the protein features, spot volumes quantified and spot patterns matched across different gels. Statistical methods are then employed to detect protein spots with statistically significant changes in expression. This kind of image analysis is usually performed with dedicated software programmes.

1.3.4 Mass Spectrometry

Mass spectrometry (MS) is a powerful analytical technique used for the accurate measurement of the mass-to-charge ratio ($m/z$) of molecules. Traditionally, MS was developed for the analysis of small inorganic and organic molecules, but as the technology evolved, it has become suitable for analysis of various biomolecules, such as proteins, peptides, carbohydrates and nucleic acids. Biological mass spectrometry is developing at a rapid pace since the introduction of the soft ionisation techniques Matrix Assisted Laser Desorption Ionisation (MALDI) and Electrospray Ionisation (ESI). MALDI was developed by Karas and Hillenkamp (Karas and Hillenkamp, 1988; Hillenkamp et al., 1991) and Tanaka. ESI was developed by Fenn (Fenn et al.,
In recognition of the development of ESI and for the development of soft laser desorption (SLD) Fenn and Tanaka received the Nobel Prize for Chemistry in 2002.

By definition, a mass spectrometer is composed of: i) an ion source; ii) a mass analyser; and iii) an ion detector. The function of the ion source is to convert an analyte into gas phase ions in a vacuum. The ions are then accelerated in an electric field into the analyser, which separates ions according to their \( m/z \) ratios. The function of the detector is to record the impact of individual ions and measure their intensity.

Typical workflow of proteomic analysis involving mass spectrometry-based protein identification is shown on Figure 1.18.

**Figure 1.18 Typical workflow of a proteomics/mass spectrometry experiment.** A protein sample obtained from different biological sources, (for e.g. cell culture) can be separated into simpler fractions or even single protein spots using 1-D or 2-D gel electrophoresis. Proteins are then in-gel digested using proteases (usually trypsin). The generated peptide mixture can be further separated using peptide separation techniques. Peptides are then ionized by electrospray ionisation (ESI) or matrix-assisted laser desorption ionisation (MALDI) and analysed by mass spectrometry (time-of-flight or quadropole instruments). Finally, peptide-mass data is searched against databases using a search engine (e.g. Mascot). Adapted from (Aebersold and Mann, 2003).
In proteomics, an analyte is usually a collection of peptides derived from a protein sample digested with trypsin or a similar enzyme. Two types of analysis are typically performed:

i) The analysis of intact peptide ions allows the masses of individual peptides to be calculated, and then proteins identified by correlative database searching.

ii) The fragmentation of peptide ions and determination of parent and daughter ion masses. These masses are then used in database searching to derive peptide sequences.

MALDI is an ideal first pass analysis method as it has a relatively high-throughput and generates predominantly singly charged ions \([M\cdot H]^+\) and the mass spectra are easier to interpret in terms of their peptide mass profiles. MALDI is used predominantly for the analysis of simple peptide mixtures, such as peptides derived from a single spot from a 2D gel. In MALDI MS analysis, the peptide mixture from an enzymatically digested protein sample is mixed and crystallised with an excess of an ultraviolet absorbing matrix, which is usually a low-molecular weight aromatic acid. The most commonly used matrices for protein/peptide analysis are 2,5-dihydroxybenzoic acid (DHB) and \(\alpha\)-cyano-4-hydroxycinnamic acid (CHCA). The matrices facilitate ion formation by absorption of photon energy from a nitrogen UV laser beam used with the mass spectrometer (Karas et al., 1988). The matrix and the analyte are dissolved in an organic solvent and placed on a metallic multiple-sample target. The solvent evaporates leaving the matrix crystals in which the analyte is embedded. The target is placed in a vacuum chamber of the mass spectrometer and a high voltage is applied. At the same time, the crystals are targeted with a short laser pulse. The laser energy is absorbed by the crystals and emitted as heat, resulting in rapid sublimation that converts the analyte into gas phase ions. These ions accelerate away from the target through the analyser towards the detector with different speeds depending of their \(m/z\) ratios. It is reported that protein digests can be analysed by MALDI MS with detection limits in the low femtomole range. In addition, compatibility of protein stains with MALDI MS has been demonstrated for a variety of staining methods including colloidal Coomassie blue, silver staining and SYPRO Ruby, which makes this ionisation applicable for protein analysis from gel pieces.
In contrast to MALDI, ESI ionises analytes from a solution. The analyte is dissolved in an organic solvent mixture and is forced through a narrow capillary held at a high voltage. A fine spray of charged droplets emerges from the capillary and is directed into the vacuum chamber of the mass spectrometer through a small orifice. An electrostatic field is formed between the capillary and the walls of the mass spectrometer, and as the droplets travel, they evaporate resulting in the formation of gas-phase ions that are accelerated through the analyser towards the detector. As ESI produces gas-phase ions from solution, it is readily integrated with upstream protein separation carried out by capillary liquid-chromatography (LC). The sensitivity of ESI MS, like MALDI MS, is in low femtomole range. However, an integrated liquid chromatography ESI MS system (LC-ESI MS) can be used for the analysis of more complex samples, since it provides on-line separation of peptides.

The core of each mass spectrometer is the mass analyser. There are three basic types of analyser: time-of-flight (TOF), quadrupole and ion traps. They differ in design and performance and can stand independently or can be put together in tandem to generate different types of data (e.g. Q-TOF, Q-TRAP). The key parameters of mass analysers are mass accuracy, sensitivity and resolution. The MALDI ion source is usually coupled to a time-of-flight (TOF) analyser for analysis of intact peptide ions (MALDI-TOF MS). TOF analysers exploit the fact that in any mixture of ions carrying the same charge, as in the case of MALDI, heavy ions will take longer to travel down an electric field-free flight tube than lighter ones. Thus, the time of flight of any ion is inversely proportional to the square root of its molecular mass. The final product of this kind of analysis is a list of \( m/z \) ratios that represents a peptide mass map, also called a peptide mass fingerprint (Mann et al., 1993; Yates, III et al., 1993; Henzel et al., 1993; James et al., 1993). The tryptic peptide masses in the mass spectrum are then matched to calculate theoretical tryptic peptide masses for each protein in the database. ESI sources have been coupled mostly to ion traps and triple quadropole analysers. The quadrupole consists of four parallel metal rods. Each opposing rod pair is connected together and a radio frequency (RF) voltage is applied between each pair. A direct current voltage is then superimposed on the RF voltage. Ions travel down the quadrupole in between the rods. Only ions of a certain \( m/z \) will reach the detector for a given ratio of voltages, while other ions have unstable
trajectories and will collide with the rods. This allows selection of a particular ion, or scanning by varying the voltages. A triple quadrupole mass spectrometer has a linear series of three quadrupoles. The first (Q1) and third (Q3) quadrupoles act as mass filters, and the middle (Q2) quadrupole is employed as a collision cell. The collision cell is an RF only quadrupole (non-mass filtering) using Ar or He gas to induce collisional dissociation of selected parent ions from Q1. Subsequent fragments (daughter ions) are passed through to Q3 where they may be filtered or scanned fully, generating a collision-induced dissociation (CID) spectrum. Peptide fragmentation caused by collision mainly occurs at the lowest energy amide bonds of peptides. When the charge is retained by the amino terminal fragment, b-ions are formed, while y-ions are formed when the charge is retained by the carboxy-terminal fragment. The mass difference between sequential b- and y- ions thus corresponds to the mass of the amino acids in the sequence. A schematic representation of this peptide sequencing is shown in Figure 1.19.

---

**Figure 1.19 Schematic representation of peptide fragment nomenclature.** A schematic overview of the possible fragmentation on the peptide backbone and the nomenclature of resulting fragment ions are shown. Different amino acids are distinguished by the side groups displayed in red (R1-R4). When the charge is retained on the C-terminal side of the peptide, fragments are named x, y and z, whiles they are named a, b and c ions when the charge is retained on the N-terminal side. The resulting fragments are dependent on many factors, such as the type of fragmentation method, analyser principle and primary sequence dependency. The mass difference between sequential b- and y- ions thus correspond to the mass of the amino acids in the sequence. Also fragmentations on the side chains are possible. These ions are known as v and w ions (not shown in this figure).
The generated lists of peptide (or fragment ion) masses are searched against the theoretical masses for all proteins stored in a database (SwissProt, NCBI, IPI etc). Several search engines are available (Mascot, Prospector, Spectrum Mill etc.). They allow searching according to the proteolytic enzyme of choice, and can deal with missed cleavages, possible post-translational modifications and known chemical modifications. They generate a list of potential matches ranked according to a scoring system depending on best probability of a match being real at define mass tolerance (e.g. 50-100 ppm). Confidence in the identification process depends on the species of the sequence identified versus that studied, the mass and pl of the protein observed on a gel versus that predicted, the number of peptides matching the protein sequence of a particular protein, the mass accuracy of detection, the protein sequence coverage, the number of missed cleavages during the proteolysis process and the type of modifications observed, which reflects the process of sample handling.

Tremendous progress has been made in recent years in the development of optimised instrumentation for increased mass accuracy, sensitivity and automation. In the last decade, the sensitivity and accuracy of analysis for protein identification by MS has increased by several orders of magnitude, and nowadays it is estimated that proteins in the femtomolar range can be identified from gels. The size of instruments has also decreased and several mass analysers have been combined, providing elaborate and compact analytical instruments for high sensitivity and high-resolution biological mass spectrometry. In addition, high-throughput automation is constantly being improved to push the detection and identification limits further, allowing a promising future for proteomic analyses. In recent years, several tandem mass spectrometry-based quantitative proteomic techniques have been developed and optimized for wide use in proteomic studies. These technique include i) in vivo metabolic stable-isotope labelling and SILAC (stable isotope labelling with amino acids in cell culture), ii) in vitro chemical methods of stable isotope incorporation such as ICAT (isotope coded affinity tag) and iTRAQ (isobaric tags for relative and absolute quantification) or iii) adding an internal standard (a peptide with defined m/z) in samples prior to MS analysis. However, there are still other major challenges in proteomics, such as improvement of sample preparation protocols for reduction of
sample complexity and increasing delectability of low-abundance proteins and proteomic coverage, which scientists need to tackle on a daily basis studying the proteomes.

1.3 Aims of the study

In the last two decades, research on PI3Ks has shown that they have a critical role in tumourgenesis, although the precise mechanisms are still not fully clear. Indeed, the elucidation of the role of PI3K and its downstream effectors in controlling cellular functions such as growth, proliferation, survival and morphogenesis is important to discover how aberrant PI3K signalling contributes to tumour development and progression. Perhaps the biggest challenge of all is to define the interaction and cross-talk of the PI3K signalling pathway with other signalling pathways (Ras/MAPK, Rho-family GTPases etc.) in order to define how systematic molecular mechanisms are orchestrated in a cell to allow it to function normally, and to respond to external stimuli in an appropriate way. The main aim of my study was to examine the role of PI3K signalling pathway with particular focus on its role in actin cytoskeleton organisation and determination of cell shape.

Thus, the specific aims of my project were:

- To identify new protein targets of PI3K signalling and to understand their function and regulation. My initial aim was to establish a model cell system for studying PI3K–dependent signalling and to monitor acute changes of the cellular complement of proteins and their phosphorylation status following PI3K activation and inhibition. A model of breast luminal epithelial cells, HB4a, was chosen in which to examine PI3K signalling in response to growth factor stimulation. A combination of 2D-DIGE, mass spectrometry and immunoblotting was employed.

- To develop an alternative cell model in which to study PI3K-dependent regulation of the actin cytoskeleton in Drosophila haemocytes. Cell lines were selected and
insulin stimulation was used to trigger acute PI3K signalling, and common PI3K inhibitors were used to block PI3K activity. The effects on the actin cytoskeleton were monitored by fluorescence and time-lapse microscopy.

- To understand the biochemical mechanisms that link PI3K to downstream pathways, which regulate changes in the actin cytoskeleton. The real challenge here is to delineate each signalling cascade and to identify nodes where pathways cross-talk. Thus, my objective was to try to understand how molecular mechanisms are governed in a coordinated ways that allow a cell to respond in an appropriate way to external stimuli. Previous studies had reported the existence of cross-talk between PI3K and small GTPase signalling pathways during cell shape changes and movement. My aim in this thesis was to try to understand signalling cross-talk and to try to identify common downstream targets by using genomic and proteomic techniques in parallel. A "loss-of-function" approach based on RNA interference was used with quantitative two-dimensional difference gel electrophoresis (2D-DIGE), to carry out a screen of differential protein expression of knockdown cells. The RNAi-strategy was used for disruption of translation of selected target genes involved in PI3K, Ras and small Rho-GTPase mediated signalling. Mass spectrometry was employed for the identification of the differentially expressed proteins between control and RNAi treatments. Alterations in protein expression were validated by western blotting. A list of proteins linked to the signal pathways was generated and the proteomic profiles were correlated with the observed morphological changes in the actin cytoskeleton in each knockdown.

- Finally, my study was extended to functionally characterise targets of interest identified from the proteomic screen. Cofilin, an actin depolymerising protein, was selected as an interesting target to follow up on its regulation, since its phosphorylation, which determines its activation status, was found to be perturbed by RNAi-induced silencing of PI3K, Rho-family small GTPases and actin modulators.
Chapter 2: MATERIALS AND METHODS

2.1. Cell culture

2.1.1 Drosophila cell lines

In this study, four cell lines derived from Drosophila melanogaster embryos were used. S2R+, Kc167 and S2 cells are haemocyte cells, while Clone 8 cells originate from the wing disc. Cells were maintained at 24°C in Schneider’s Drosophila medium (Invitrogen) or Shields and Sang M3 insect medium (Sigma Aldrich) supplemented with 10% (v/v) foetal calf serum (FCS) (Helena Biosciences; heat-inactivated at 60°C for 5 minutes), and antibiotics (50 IU/mL penicillin and 50 μg/mL streptomycin; both from Sigma). Cells were split (1:2 or 1:3) every 3-4 days depending on their confluence. For splitting, S2R+ cells were removed from culture flasks using trypsin-EDTA (Invitrogen). Trypsin treatment was not required for semi-adherent Kc167, S2 and Clone 8 cell lines.

2.1.2. Human mammary luminal epithelial cells (HMLECs)

The immortalised human mammary luminal epithelial cell line HB4a was obtained from Dr. M. O’Hare (Ludwig Institute) and was derived as described (Harris et al. 1999). Cells were maintained in RPMI-1640 medium containing 10% (v/v) FCS, 2 mM L-glutamine, 100 μg/mL streptomycin, 100 IU/ml penicillin (all from Gibco-Invitrogen Corp., UK), 5 μg/mL insulin and 5 μg/mL hydrocortisone (both from
Sigma) in tissue culture dishes at 37°C in a 10% CO₂ humidified incubator. Cells were passaged when they reached 80 to 90% confluence by trypsinisation according to standard procedures. Stocks of human mammary luminal epithelial cells (HMLEC) and fly cells were stored in liquid nitrogen and new batches of low passage number cells were used for experiments. Prolonged passaging of cells was avoided to prevent potential genetic drift. For freezing, trypsinised cells (fly and human cell lines) were pelleted and resuspended in 10% (v/v) DMSO and 90% (v/v) FCS. Cells were slowly taken to −80°C in a propanol container and then transferred to liquid nitrogen for long-term storage. Rapid thawing was carried out in a 37°C water bath and DMSO was removed by centrifugation prior to plating. Cells were allowed to recover for two to three passages prior to sampling.

2.2 Growth factor and inhibitor treatments

Prior to growth factor treatment, fly cell lines S2R+, Kc167 and S2 were grown in serum-free insect medium supplemented with antibiotics for 16 to 24 hours. Cells were then treated for various times with 10 μg/mL bovine insulin (Sigma). Other growth factors used in this study were human epidermal growth factor (EGF) (200 ng/mL) (R&D Systems), murine VEGF (50 ng/mL) and human PDGF-BB (125 ng/mL) (both from PeproTech Inc.). For PI3K inhibitor treatment, fly cells were treated with wortmannin (100 nM) or LY294002 (10, 50 or 100 μM) (both from Calbiochem) diluted in DMSO. DMSO served as a vehicle-alone control. In some experiments, the PI3K inhibitors were added to the cells prior to insulin treatment. Actin-modulating drugs used were latrunculin B (1 μg/mL) (Calbiochem), cytochalasin D (2 μg/mL) (Sigma) and jasplakinolide (1 μg/mL) (Invitrogen).

HMLECs were treated for various times with 1 nM EGF (R&D systems), a ligand specific for ErbB family members. Prior to treatment, cells were first serum-starved for 48 hours in 0.1% (v/v) FCS in RPMI-1640 media supplemented with L-glutamine (2 mM), hydrocortisone (5 μg/ml) and antibiotics. Specific PI3K inhibitors (10 μM LY294002, 100 nM wortmannin or 2 μM D000) were also used to study PI3K-dependent changes in the HMLEC proteome and were typically added 30 minutes
prior to treatment with growth factor. Inhibition of the proteasome was achieved by
treatment with 1 µM PS341 (gift from Peter Elliot, Millenium Pharmaceuticals, Inc.).

2.3 Sample preparation for 1D and 2D SDS-PAGE

2.3.1 Cell lysis and protein extraction

Cells were washed with ice-cold phosphate-buffered saline (PBS) and lysed in the
appropriate lysis buffer. For one dimensional sodium dodecyl sulphate-
polyacrylamide gel electrophoresis (1D SDS-PAGE), cells were lysed in NP40 lysis
buffer (50 mM HEPES; 150 mM NaCl; 1% NP40; 1 mM EDTA) supplemented with
protease inhibitors (17 µg/mL aprotinin; 1 µg/mL pepstatin; 1 µg/mL leupeptin, 100
µg/mL AEBSF) and phosphatase inhibitors (5 µg/mL BpVphen, 5 µM fenvalerate, 1
µM okadaic acid, 2 mM sodium orthovanadate). Lysates were left for 15 minutes on
ice, and then centrifuged at 13000 rpm for 10 min at 4°C to clear the insoluble cell
debris. Protein concentrations were determined using a Bradford microtitre plate
assay. Briefly, 2 µL of total cell lysate was mixed with 200 µL of Coomassie Protein
Assay Reagent (Pierce-Perbio). The absorbance was read at 595 nm in a microtitre
plate spectrophotometer (Spectra Max Plus, Molecular Devices). Standard curves
were determined using bovine serum albumin (BSA) standards diluted in the same
lysis buffer at the following concentrations: 0, 0.25, 0.5, 0.75, 1, 2.5, 5 and 10 µg/µL.
Standards and samples were assayed in triplicate. The protein concentrations of the
samples within an experiment were adjusted to the same concentration by adding lysis
buffer and were denaturated in laemmli sample buffer (50 mM Tris pH 6.8, 10% (v/v)
glycerol, 2% (w/v) SDS, 0.1% (w/v) bromophenol blue, 2% (v/v) β-mercaptoethanol;
final concentrations) and heated at 100°C for 5 min. 1D SDS-PAGE was performed
following standard procedures using an appropriate % resolving gel for the proteins to
be analysed.

For 2D-DIGE, cells were washed with ice cold PBS and lysed in 2D-DIGE lysis
buffer (8 M urea, 2 M thiourea, 4% (w/v) CHAPS, 0.5% (w/v) NP40, 10 mM Tris-
HCl pH 8.3) supplemented with protease and phosphatase inhibitors (as above). The preferred pH of the buffer is 8.3 since the dye labelling is most efficient at pH 8-9. DTT was omitted from the buffer since high concentrations would interfere with dye labelling efficiency. Cell lysates were homogenised by passage (six times) through a 25G needle. Insoluble material was removed by centrifugation (13,000 rpm/10 min/4°C). Protein concentrations were determined by Bradford assay (as above), and aliquots of equal amounts of protein were covalently labelled with NHS-Cyanine dyes as described in the following section.

### 2.3.2 Protein labelling with NHS-cyanine dyes (DIGE-labelling)

The NHS-cyanine dye Cy2 was purchased from GE Healthcare, whilst NHS-Cy3 and NHS-Cy5 were synthesised “in house” by Dr P. Gaffney (Imperial College London). Stocks were stored at a concentration of 1 mM in dimethyl formamide (DMF) at -20°C. Protein labelling and 2D-DIGE were performed according to Gharbi et al. (Gharbi et al., 2002). Prior to protein labelling, the Cy dyes were diluted in DMF and kept on ice, in the dark. Typically, 100 μg of total protein extract was labelled with NHS-Cy3 or NHS-Cy5 at 4 pmol dye/μg protein on ice in the dark for 30 min. Equal amounts of protein extracts from each experimental condition were also pooled together and labelled with NHS-Cy2 to create an internal standard which was run on all gels against the Cy3- and Cy5-labelled samples to aid in spot matching and quantitation. Labelling reactions were quenched with a 20-fold molar excess of free L-lysine to dye on ice in the dark for 10 minutes: for 400 pmol CyDye, 0.8 μL of 10 mM L-lysine solution was added. Equal amounts of proteins labelled with Cy3 and Cy5 were mixed appropriately and the same amount of Cy2-labelled pool was added to each mixture. Samples were reduced by adding 1.3 M dithiothreitol (DTT) to a final concentration of 65 mM for 15 minutes. Ampholine/Pharmalyte carriers (1:1) mix; pH 3 to 10 were added to a final concentration of 2% and bromophenol blue was added to each sample. The final volume of each sample was adjusted to 350 μL or 450 μL with 2D-DIGE lysis buffer plus DTT to allow appropriate re-swelling of 18 cm or 24 cm immobilised pH gradient (IPG) strips, respectively.
2.4 Two-dimensional gel electrophoresis

For isoelectric focusing (IEF), 18 cm or 24 cm, non-linear pH 3-10 IPG strips (GE Healthcare) were rehydrated with Cy-dye labelled samples in a re-swelling tray overnight in the dark at RT, according to the manufacturer’s guidelines. The separation of the Cy-dye labelled proteins in the first dimension by IEF was carried out on a Multiphor II apparatus (GE Healthcare) for a total of 80 kVh at 18°C. For protein separation in the second dimension, 1.5 mm 12% SDS-PAGE gels were cast between 18 cm or 24 cm low-fluorescence glass plates. The inner surface of one plate of each set was covered with Bind Silane solution (PlusOne, GE Healthcare) to bond the gels. This allowed easier handling of gels during scanning and protein post-staining, storage and spot excision. Fluorescent reference markers were placed at the edges of these bonded plates to facilitate the generation of coordinates of each protein feature in the pick list. The inner surface of the other plate was treated with Repel Silane (PlusOne, GE Healthcare) to ensure easy separation of plates after running. After IEF, IPG strips were equilibrated in equilibration buffer (6 M urea, 30% (v/v) glycerol, 50 mM Tris-HCl pH 6.8, and 2% (w/v) SDS) in two steps for 15 minutes each with gentle rocking. In the first step, the equilibration buffer was supplemented with 65 mM DTT to reduce disulphide bonds, while in the second step 240 mM iodoacetamide (IAM) was added to the equilibration buffer to alkylate reduced thiol groups. IPG strips were then rinsed with Tris-HCl/SDS electrophoresis buffer and transferred onto the second dimension gels. Strips were overlaid with 0.5% (w/v) low-melting point agarose in Tris-Glycine-SDS electrophoresis buffer (Severn Biotech) with bromphenol blue. Gels were run in Protean II tanks (BioRad) at 10 mA per gel or in an Ettan 12 apparatus (GE Healthcare) at 2 W per gel at 8°C until the dye front had run off completely, thereby avoiding fluorescence signals from bromophenol blue and free dye. All steps were carried out in a dedicated clean room.

2.5 Detection of Cy-dye labelled proteins

Gel images were obtained by scanning the gels between plates on a Typhoon™ 9400 multiwavelength fluorescence scanner using ImageQuant software (both from
GE Healthcare). Excitation and emission wavelengths of each dye used in this study are shown in Table 2.1. The photomultiplier tube voltage of the Typhoon scanner was adjusted for each channel (Cy2, Cy3 and Cy5) in preliminary low-resolution scans (1000 μm) to give maximum pixel values within 10% for each Cy-dye image, but below the saturation level. These settings were then used for high-resolution (100 μm) scanning. Images were generated as .gel files (same as Tagged Image File Format (TIFF)) and exported to image analysis software for further analysis.

![Table 2.1](image)

<table>
<thead>
<tr>
<th>Dye</th>
<th>Excitation (nm)</th>
<th>Emission (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cy2</td>
<td>480</td>
<td>530</td>
</tr>
<tr>
<td>Cy3</td>
<td>540</td>
<td>590</td>
</tr>
<tr>
<td>Cy5</td>
<td>620</td>
<td>680</td>
</tr>
<tr>
<td>CoB</td>
<td>620</td>
<td>73</td>
</tr>
<tr>
<td>SYPRO Ruby</td>
<td>400</td>
<td>632</td>
</tr>
<tr>
<td>Pro-Q Diamond</td>
<td>550</td>
<td>580</td>
</tr>
</tbody>
</table>

Table 2.1 Excitation and emission wavelengths used to detect each of Cy-dyes and dyes used in gel post-staining.

### 2.6 Image analysis

Gel images were analysed using DeCyder™ image analysis software ver. 4.0 (GE Healthcare). Firstly, images were analysed using the Differential In-Gel analysis (DIA) module. DeCyder DIA processes the three images derived from the three wavelengths (Cy2, Cy3 and Cy5) representing profiles of each of three labelling conditions run on a single gel, and performs automatic spot detection, filtering, background subtraction and normalisation. DIA also quantifies spot protein abundance on each image and expresses these values as ratios, indicating changes in expression levels by direct comparison of corresponding spots. This ratio can be used to directly evaluate changes between two labelled protein samples run on a single gel. Alternatively, the ratio can be used for protein spot quantitation against the same spot in the internal standard to allow accurate inter-gel protein spot comparisons. Features resulting from non-protein sources (e.g. dust particles and scratches on glass plates)
were filtered out. Subsequently, the Biological Variance Analysis (BVA) module of DeCyder was used for matching protein spots from different conditions across gels by matching to a user selected master gel image, thus identifying common protein spots across the gels. User intervention was required at this stage to set landmarks on gels for accurate cross-gel matching. Comparison of test spot volumes with the corresponding standard spot volumes gave a standardised abundance for each matched spot and values were averaged across triplicates for each experimental condition and data plotted graphically within BVA. Statistical analysis was performed and spots displaying a $\geq 1.5$ average-fold increase or $\leq -1.5$ average-fold decrease in abundance with $p$ values $< 0.05$ from a Student’s T-Test were selected for spot picking and MS-based identification.

2.7 Protein post-staining and spot excision

Bonded 2D gels were post-electrophoretically stained using several staining methods to visualise proteins for accurate spot picking and to detect phosphorylated proteins.

2.7.1 Colloidal Coomassie Blue

Gels were post-stained with colloidal Coomassie blue G-250 (CCB) according to a modified protocol by (Neuhoff et al., 1988). Bonded gels were fixed in 35% (v/v) ethanol with 2% (v/v) phosphoric acid for more than three hours on a shaking platform and then washed three times for 30 min each in ddH$_2$O. Gels were then incubated in 34% (v/v) methanol, 17% (w/v) ammonium sulphate and 3% (v/v) phosphoric acid for one hour prior to the addition of 0.5 g/L Coomassie G-250 (Merck Biosciences) and left to stain for two to three days. De-staining was not required. Post-stained gels were scanned on the Typhoon$^{\text{TM}}$ 9400 scanner using the red laser with no emission filter. Post-stained scanned images were imported into the BVA module of DeCyder and matched with the Cy dye images. Using the reference markers fixed onto the glass plates at casting, a pick list of coordinates (.txt file) for
protein features that were differentially expressed was created for automated spot picking. An Ettan automated spot picker (GE Healthcare) was used with a 2 mm picking head, which excised protein features from gels submerged under 1-2 mm of ddH2O. Spots were collected in 96-well plates, drained and stored at -20°C prior to MS analysis. In some cases protein spots were picked manually by cutting the stained protein spots using a scalpel.

2.7.2 SYPRO Ruby fluorescent staining

In some experiments, bonded gels with separated cyanine Cy-dye labelled proteins were post-stained with SYPRO Ruby fluorescent protein stain (Molecular Probes, USA). Following electrophoresis, gels were fixed for at least 3 hours in fixing solution (30% (v/v) methanol, 7.5% (v/v) acetic acid, in ddH2O). Lower concentrations of methanol and acetic acid were used in order to avoid shrinkage and cracking of bonded gels. Gels were washed twice in water and then incubated in SYPRO Ruby staining solution for a minimum of 3 hours in the dark. Gels were then washed briefly in water to remove excess dye. Gels were then scanned on the Typhoon™ 9400 scanner (Table 2.1).

2.7.3 Pro-Q Diamond phosphoprotein gel staining

In some experiments gels were stained with Pro-Q diamond to detect phosphoproteins. Bonded gels were fixed in 10% trichloroacetic acid and 35% methanol with gentle agitation overnight at RT. Gels were washed in ddH2O for 5 x 15 minutes to remove methanol and trichloroacetic acid. Gels were stained with Pro-Q Diamond gel stain (Molecular Probes) with gentle agitation in the dark for ~3-4 hours. Gels were then incubated in destaining solution (4% acteonitrile, 50 mM sodium acetate, pH 4.0) in the dark at RT, with four changes of the destaining solution. The final destaining step was done overnight. Gels were scanned on the Typhoon™ 9400 (Table 2.1).
2.8 Protein in-gel digestion

For further analysis by mass spectrometry, gel pieces were washed three times with 50% (v/v) acetonitrile, dried in a SpeedVac for 10 minutes, reduced with 10 mM DTT in 5 mM ammonium bicarbonate pH 8.0 (AmBic) for 45 minutes at 50°C and then alkylated with 50 mM iodoacetamide (IAM) in 5 mM AmBic for one hour in the dark at RT. Gel pieces were then washed three times in 50% (v/v) acetonitrile and vacuum-dried prior to re-swelling with 50 ng of modified trypsin (Promega) in 5 mM AmBic pH 8.0. The gel pieces were then overlaid with 10 μL of 5 mM AmBic and digested for 16 hours at 37°C. Supernatants were collected and tryptic digests were further extracted by washing the gel pieces twice with 5% (v/v) trifluoroacetic acid in 50% acetonitrile. Peptide extracts from each gel piece were pooled, vacuum-dried and resuspended in 5 μL of 0.1% formic acid and stored at -20°C prior to MS analysis.

2.9 Protein identification

Protein identification was carried out using matrix-assisted laser desorption/ionisation time-of-flight (MALDI-TOF) MS by peptide mass fingerprinting. For this, 0.5 μL of the trypsin digest was mixed with 1 μL of matrix solution (saturated aqueous 2,5-dihydroxybenzoic acid, DHB), and applied to a sample target plate and air dried. MALDI-TOF mass spectra were acquired using an externally calibrated Ultraflex mass spectrometer (Bruker Daltonics) in the reflector, positive ion mode. The mass spectrometer was calibrated using a standard mixture of peptides (calibration mixture 2 from the Sequazyme kit, Applied Biosystems). Internal calibration of each mass spectrum was performed using reference trypsin autolysis peaks: \( m/z \) 842.51 and \( m/z \) 2211.10. Prominent peaks in the mass range \( m/z \) 500-5000 were then used to generate a peptide mass fingerprint, which was searched against NCBI database using the Mascot search engine, version 2.0.02 (Matrix Sciences Ltd.). For the search criteria, carbamidomethylation of cysteines was selected as a fixed modification, while oxidation on methionine, N-acetylation and pyro-glutamate were selected as variable modifications. A positive identification was accepted when a minimum of 6 peptide masses matched a particular protein (mass error of ± 50-100
ppm, allowing 1 missed cleavage), sequence coverage was >25%, MOWSE scores were higher than a threshold value where p=0.05, the predicted protein mass agreed with the gel-based mass and the correct species sequence was identified. When a protein 'hit' fulfilled the specified thresholds of validation for protein identification, unmatched peptides were systematically re-submitted to the database in a search for possible multiple proteins per gel piece and potential sites of post-translational modification (e.g. phosphorylation).

Some identifications were made using nano-HPLC-electrospray ionization collision-induced dissociation tandem MS (nano-LC-MS/MS). This was performed on an Ultimate HPLC (Dionex) with a PepMap C18 75-μm inner diameter column (LC Packings) at a flow rate of 300 nL/min, coupled to a Quadrupole Time-Of-Flight 1 (QTOF1) mass spectrometer (Waters/Micromass, Manchester, UK). Spectra were processed using MassLynx software (Waters) and submitted to Mascot database search routines including +2 and +3 peptide charge, and a mass tolerance of ±100 ppm. Positive identifications were accepted when at least two peptide sequences matched an entry with MOWSE scores above the p=0.05 threshold value.

2.10 Phosphopeptide analysis using titanium dioxide micro-columns and LC-MS/MS

Enrichment of phosphorylated peptides from peptides generated by in-gel digestion of selected protein spots (Cofilin) was performed using titanium dioxide essentially as described (Larsen et al., 2005). Briefly, titanium dioxide (TiO$_2$) micro-columns with a length of ~3 mm were packed in GE Loader tips with a small C8 3M Empore plug. The trypsin digest from the two Cofilin protein spots were diluted into 5% TFA, 80% acetonitrile (with inclusion of phthalic acid) and loaded onto the TiO$_2$ micro-columns. The columns were washed with 5% TFA, 80% acetonitrile and bound phosphorylated peptides were eluted with 15 μL ammonia solution (10 μL ammonia (25% solution) in 490 μL water). Eluates were acidified and analyzed by MALDI-TOF MS and nano-LC-MS/MS. MALDI-TOF MS was performed on a Voyager STR mass spectrometer (PerSeptive Biosystems, Framingham, MA). All spectra were obtained in the positive
reflector mode and DHB (20 g/L) in 50% acetonitrile, 1% phosphoric acid was used as the matrix. Data analysis was performed using MoverZ software (www.proteometrics.com) and peptide assignment was accomplished using GPMAW software (welcome.to/gpmaw). Nano-LC-MS/MS was performed on a Proxeon Biosystem Easy-nLC nanoflow system (Proxeon Biosystem A/S, Odense, Denmark) coupled to a QTOF Ultima mass spectrometer (Waters/Micromass, Manchester, UK). Peptides were loaded onto a 75 μm inner diameter fused silica pre-column (ReproSil-Pur, Ammerbuch-Entringen, Germany) and eluted with a 1.5% gradient (A buffer: 0.5% acetic acid; B buffer: 0.5% acetic acid in 80% acetonitrile) onto a 50 μm inner diameter fused silica analytical column (ReproSil-Pur) and into the mass spectrometer. The mass spectrometer was operated in data dependent acquisition mode and two of the most intense ions were selected for collision induced dissociation per MS scan. The data were processed using MassLynx software and pk1 files were searched using Mascot.

2.11 Double-stranded RNA production and RNAi treatment

RNA interference (RNAi) was performed on fly cells, by transfection with gene specific dsRNAs. Pairs of gene-specific primers were taken from existing primer libraries or designed de novo using the E-RNAi primer design tool (http://emai.dkfz.de/). Primer sequences of ~21 bp length (Table 2.2) flanked with T7 sites were chosen for PCR amplification of approximately 600 bp of exonic sequences of the genes to be silenced. PCR reactions were prepared with the forward and reverse primer set, fly genomic DNA, PCR buffer with Mg2+, DNA nucleotides (ATP, TTP, GTP and CTP) and “HotStart” DNA polymerase. The reagents for the PCR were supplied by Qiagen. The initial step for each PCR was a “hotstart” step at 95°C for 15 minutes followed by 30 cycles of denaturation at 94°C for 30 seconds, annealing at 50-60°C for 30 seconds and an extension step at 72°C for 1 minute. PCRs were terminated with a final extension at 72°C for 30 minute. PCR amplification was confirmed by 1% (w/v) agarose gel electrophoresis using GeneRuler 1 kb marker to assess the size of PCR products. DsRNAs were generated from PCR products by in vitro transcription using the MEGAscript™ High Yield Transcription Kit (Ambion)
containing RNA nucleotides (ATP, UTP, GTP and CTP), 10x reaction buffer and T7 RNA polymerase. Reactions were conducted at 37°C overnight and dsRNAs were purified using Multiscreen PCR purification plates (Millipore) attached to a vacuum pump. Purified dsRNAs were re-suspended in TE buffer (10 mM Tris-HCl pH 8.0, 1 mM EDTA) and annealed at 95°C for 15 minutes followed by slow cooling to room temperature (RT). The dsRNA concentration was estimated on 1% (w/v) agarose gels using 500 ng GeneRuler 1 kb ladder. dsRNAs were stored at -20°C prior to use.

<table>
<thead>
<tr>
<th>Forward Primer</th>
<th>Reverse Primer</th>
<th>Sequence 1</th>
<th>Sequence 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>FBgn0020510 Abi</td>
<td>Abi CATGCCAATGTGACTCTGCT</td>
<td>CCATCAAGTATGTGCCGCAAG</td>
<td></td>
</tr>
<tr>
<td>FBgn0000042 Actin CG4027</td>
<td>ATGGCGGCTGATAAGTTTT</td>
<td>GTTGAGGAAGGGAAAAGCTAC</td>
<td></td>
</tr>
<tr>
<td>FBgn0010379 Akt CG4006</td>
<td>GCTACTTCCGTCCTCCCTCC</td>
<td>TTTTGATCGTACAGGCTTG</td>
<td></td>
</tr>
<tr>
<td>FBgn003504 CAP CG18408</td>
<td>TACAAATCCAGGCCAGCTGTC</td>
<td>GATCGATCTCTCTAGGCCC</td>
<td></td>
</tr>
<tr>
<td>FBgn0011744 Arp66B CG7558</td>
<td>CCACTCTCTGCTGAGAGGACG</td>
<td>CACTGCTACTGTTGCCGAG</td>
<td></td>
</tr>
<tr>
<td>FBgn0010341 Cdc2 CG12530</td>
<td>CCATTGTAATACGGCAAACTT</td>
<td>TTTCTTTGGGCTCTGCGT</td>
<td></td>
</tr>
<tr>
<td>FBgn0011771 Hem Hem 2</td>
<td>TCTATGCACTCCGAACCTTG</td>
<td>GGTGTAGAAGAAGAAGCTTG</td>
<td></td>
</tr>
<tr>
<td>FBgn0041203 LIMK CG1848</td>
<td>CCATTGCTTACGGGACAAGC</td>
<td>CCAAGGACAAAGAAAACTTG</td>
<td></td>
</tr>
<tr>
<td>FBgn0015279 PI3K92E CG4141</td>
<td>CGATGCGAAAAAGCTCCAAAG</td>
<td>GCAGTGTTGTAACTCCGGAT</td>
<td></td>
</tr>
<tr>
<td>FBgn0000308 Profilin CG9585</td>
<td>TCCGTCCATGATCCCATCCC</td>
<td>CTTTCTCCACCTCCTGGCC</td>
<td></td>
</tr>
<tr>
<td>FBgn0026379 PTEN CG5671</td>
<td>CGGATGCAAAAAAGCTCCAAAG</td>
<td>GCAGTGTTGTAACTCCGGAT</td>
<td></td>
</tr>
<tr>
<td>FBgn0010333 Rac1 CG2248</td>
<td>TCGGAAACGCTGTTGTATGA</td>
<td>AAAATTGAAACAGTGGCCCG</td>
<td></td>
</tr>
<tr>
<td>FBgn0014011 Rac2 CG8556</td>
<td>CCACTGCTCCACACTGTTTT</td>
<td>CTGCCAACGAAAATACAGCAA</td>
<td></td>
</tr>
<tr>
<td>FBgn003205 Ras85D CG9375</td>
<td>ATGCGGCTTGGCATTATTGG</td>
<td>GCACAAGTACCACACACAAAC</td>
<td></td>
</tr>
<tr>
<td>FBgn0029157 SSH CG6238</td>
<td>GGCCATAGCAGAGAGAAGCGA</td>
<td>GCATGCCGAGGTATTCTTG</td>
<td></td>
</tr>
<tr>
<td>FBgn001726 TSR CG4254</td>
<td>TGGGCTTCTGGTAACTCTTG</td>
<td>AGTTTCTCCAGGCAGCTTC</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2 Forward and reverse primers sequences used to generate dsRNAs.

For RNAi experiments, fly cells were typically suspended in Schneider’s serum-free medium and plated at 2x10^6 cells/mL in tissue culture dishes (Falcon, BD Biosciences). DsRNA was added directly to the medium to a final concentration of 0.3 µM, followed by gentle agitation. Cells were incubated for 30 minutes at room temperature, followed by addition of Schneider’s medium supplemented with 10% FCS. For 2D-DIGE experiments, each RNAi treatment was conducted as biological triplicates. For immunofluorescence staining analysis, RNAi treatment was usually performed in 384-well plates or 8-well chamber slides. Cells were incubated for 4-5 days to allow turnover of target proteins, prior to harvesting or fixing for analysis.
2.12 Immunoblotting

Immunoblotting was used to validate protein expression differences and protein identities. Briefly, cell extracts were separated by 1D or 2D SDS-PAGE and electroblotted onto polyvinylidene fluoride membrane (Immobilon P, Millipore) in a transfer tank using transfer buffer (195 mM glycine, 25 mM Tris, 20% (v/v) methanol). Membranes were blocked for one hour with 5% (w/v) low fat milk or 5% (w/v) bovine serum albumin (BSA, Sigma) in Tris-buffered saline (50 mM Tris pH 8.0, 150 mM NaCl) with 0.1% (v/v) Tween-20 (TBS-T). Membranes were incubated with primary antibodies in TBS-T for one and a half hour at room temperature or overnight at 4°C. The list of primary antibodies used in this study is shown in Table 2.3. Membranes were washed with TBS-T three times for 10 minutes, and then probed with the appropriate horseradish peroxidase-coupled secondary antibody (GE Healthcare) for about 50 minutes. Membranes were washed three times for 10 minutes in TBS-T and immuno-probed proteins were visualised using enhanced chemiluminescence (PerkinElmer, Life Sciences Inc.). Developed films were scanned on a BioRad GS-800 densitometer generating .tif files. Tiff images from 2D-western blotting were aligned to 2D gel images using Adobe Photoshop. For membrane re-probing, membranes were first stripped (by incubating with 0.2 M glycine pH 2, 2x 30 minutes, and then washed with TBS-T, 3x 10 minutes) and then blocked with 5% BSA.

2.13 Immunofluorescence staining

Randomly growing cells or RNAi-treated cells were re-seeded onto serum-coated cover slips or left in 384-well plates depending on the experiment. For immunostaining, cells were washed with PBS and fixed with 3.7% (v/v) formaldehyde in PBS for 10 min. After washing with PBS, cells were permeabilised with 0.1% (v/v) Triton X-100 in PBS for 5 min, washed again and blocked with 5% (w/v) BSA in PBS for 1 h.
Table 2.3 List of antibodies used for validation of differentially expressed proteins in immunoblotting analyses including antibodies used for immunofluorescence staining. (CST stands for Cell Signalling Technology)

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Supplier/Donation</th>
<th>Monoclonal/Polyclonal</th>
<th>Working concn. for WB</th>
</tr>
</thead>
<tbody>
<tr>
<td>4E-BP1 anti-phospho (Ser65)</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Actin</td>
<td>Sigma</td>
<td>mouse mAb</td>
<td>1:2000</td>
</tr>
<tr>
<td>Akt</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:2000</td>
</tr>
<tr>
<td>Akt (anti-phospho Ser473)</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Akt (anti-phospho Ser505)</td>
<td>S. Levers</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Cofilin (anti-phospho Ser3)</td>
<td>Eurogentec</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>cyclin D1 (DCS6)</td>
<td>Pharmingen</td>
<td>mouse mAb</td>
<td>1:500</td>
</tr>
<tr>
<td>ERK1/2</td>
<td>Promega</td>
<td>rabbit pAb</td>
<td>1:5000</td>
</tr>
<tr>
<td>ERK1/2 (anti-phospho Thr198/Tyr200)</td>
<td>Sigma</td>
<td>mouse mAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>GSK3 alpha/beta anti-phospho (Ser21/9)</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>GSK3 clone 4G-1E (a and b)</td>
<td>UBI</td>
<td>mouse mAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Kip1/p27 (clone 57)</td>
<td>Trans labs</td>
<td>mouse mAb</td>
<td>1:3000</td>
</tr>
<tr>
<td>p90 RSK (anti-phospho T359/S363)</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:4000</td>
</tr>
<tr>
<td>Phospho-(Ser) PKC substrate</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Phospho-(Ser/Thr) Akt substrate</td>
<td>CST</td>
<td>rabbit mAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Phospho-(Thr) PDK1</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Phospho-tyrosine, clone 4G10</td>
<td>UBI</td>
<td>mouse mAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Phospho-tyrosine, pY99</td>
<td>Santa Cruz</td>
<td>mouse mAb</td>
<td>1:5000</td>
</tr>
<tr>
<td>S6 ribosomal protein (anti-phospho Ser235)</td>
<td>I. Gout</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>S6K (anti-phospho Thr398)</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Stat3</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
<tr>
<td>Stat3 (anti-phospho Ser727)</td>
<td>CST</td>
<td>rabbit pAb</td>
<td>1:1000</td>
</tr>
</tbody>
</table>

For pSer505-Akt staining, cells were incubated with primary antibody (1:300 in PBS) overnight at 4°C, followed by incubation with secondary anti-rabbit antibody (1:300) conjugated to Cy5 for 1 h at RT. For pY20 staining, cells were incubated with the primary mouse antibody (1:300 in PBS) overnight at 4°C, followed by incubation with anti-mouse secondary antibody conjugated with FITC (1:300 in PBS). For F-actin, tubulin and DNA staining, cells were incubated for 1 h at RT with rhodamine-phalloidin (Sigma) (1:1000), FITC-conjugated anti-tubulin (1:1000) (Molecular Probes) and 4',6-diamidino-2-phenylindole (DAPI) (1:2000), respectively, all diluted in PBS. Cover slips were sealed, while PBS supplemented with 10% NaN3 was added to the 384-well plates to keep fixed cells wet and to prevent contamination. Cells were analysed by fluorescence and confocal microscopy. Fluorescent images were acquired using a Nikon 2000E microscope with 20x and 40x objectives and fitted with a cooled CCD camera (Cool Snap; Roper) and using MetaMorph software (Universal Imaging).
Inc.). Confocal images were acquired using an LSM 510 camera (Zeiss, Welwyn Garden City, UK) mounted over an Axioplan microscope (Zeiss) using a 40x/1.30 Plan Neofluar oil immersion objective.

### 2.14 Time-lapse microscopy

For time-lapse microscopy, cells were plated onto optical quality glass-bottomed culture dishes made with optical quality glass to provide high-resolution images (Mat Tek Corporation, USA). Phase-contrast and fluorescence time-lapse movies were taken on a Nikon 2000E microscope with a Hamamatus DCAM digital camera, using Andor iQ 1.4 software, with a 100 x oil-immersion lens at 20 seconds intervals. Actin dynamics were analysed in live RNAi-treated cells by time-lapse fluorescence microscopy using GFP-moesin to visualise F-actin. For this, cells were treated for five days with dsRNAs and then plated onto uncoated glass dishes. Baculovirus harbouring DNA for the expression of the actin-binding region of moesin fused to GFP was then added to the cells and incubated overnight (Kunda et al., 2003). Cells were then imaged on a Nikon 2000E microscope with a Hamamatsu DCAM digital camera, using Andor iQ 1.4 software. Typically, actin re-organisation in the cells was filmed using the FITC channel with a 100x oil-immersion lens at 20 sec intervals for 3 minutes before and for 10 minutes after addition of 10 μg/mL insulin. Membrane dynamics were filmed by phase-contrast microscopy, with a 100x oil-immersion lens. Kymographs of actin and membrane dynamics at the cell edge were generated from time-lapse movie images with MetaMorph software using a one pixel wide line drawn across the cell membrane at random points. Pixel data taken for each line from all images of each movie was combined to generate the kymographs.
Chapter 3: Proteomic analysis of PI3K signalling in human mammary luminal epithelial cells

3.1 Introduction

Many critical events involved in the cellular response to external stimuli are mediated by changes in post-translational protein modifications (PTM) rather than by transcriptional changes. PTMs are processes modifying the primary structure of proteins in a sequence-specific way that includes the reversible addition or removal of functional groups by phosphorylation, acylation, glycosylation, nitration, and ubiquitination (Mann and Jensen, 2003; Seo and Lee, 2004). These modifications induce structural changes in proteins and modulate their activities, subcellular localisation, stability and interactions with other proteins and molecules. The complexity of the proteome is increased significantly by post-translational modification, particularly in eukaryotes where many proteins exist as a heterogeneous mixture of alternatively modified forms. To date, at least 300 different types of PTMs have been identified (Jensen, 2004). One of the most studied PTM is protein phosphorylation, because it is vital for a large number of protein functions that are important to cellular processes such as signal transduction, cell differentiation, development, cell cycle control and metabolism. A primary role of phosphorylation is to act as a switch to turn "on" or "off" a protein activity or a cellular pathway in an acute and reversible manner (Hunter, 1995). Furthermore, it is estimated that up to one third of all proteins in eukaryotic cells are phosphorylated at some point in their life cycle and many possess more than one phosphorylation site and thus exist as a mixture of alternative phospho-forms (Zolnierowicz and Bollen, 2000). Today, it is accepted that almost all processes regulated by protein phosphorylation are reversible and controlled by the combined actions of two different classes of enzymes, namely protein kinases and phosphatases. These kinases and phosphatases constitute about
2% of the human genome (there are about 500 kinase and 100 phosphatase genes in the human genome) (Venter et al., 2001; Manning et al., 2002; Alonso et al., 2004). The discovery of phosphorylation as a key regulatory mechanism of cell life, and the finding that perturbation in the protein phosphorylation status often leads to disturbance in cell biochemical and signalling pathways leading to abnormal information processing and development of various malfunctions that range from developmental defects to cancer, chronic inflammatory syndromes and diabetes (Yarden and Sliwkowski, 2001; Gray et al., 2003), has made protein phosphorylation an important study subject for many years.

Cell signalling through receptor tyrosine kinases (RTKs) plays a highly conserved role in metazoans, controlling fate determination, differentiation, proliferation, survival, migration and growth (Hunter, 2000). Autophosphorylation events on the tyrosine-kinase receptor following ligand binding and induced conformational change creates docking sites for many downstream adaptor and effector proteins, which then promote further activation of downstream signalling cascades. RTKs activate multiple downstream pathways, and one particularly well studied and evolutionary conserved component of these pathways is the lipid kinase PI3K family of enzymes, which have been implicated in the regulation of many important cellular functions (see Chapter 1). Akt takes a central place in PI3K-dependent signalling and it controls the activity of numerous proteins involved in important cellular processes such as cell survival, proliferation, size control and metabolism. Interestingly, it has been reported that there are a large number of potential Akt substrates (over 5700) identified by database searching (EBI Database-International Protein Index) using the Akt phosphorylation consensus motif (Zhang et al., 2002), so it is likely that many of these substrates remain to be characterised. In addition, Akt is an extremely important signalling node and has been proposed as a therapeutic target for the treatment of inflammatory diseases, diabetes and cancer (Vivanco and Sawyers, 2002; Altomare and Testa, 2005; Cheng et al., 2005). However, although the PI3K/Akt signalling pathway is well studied, there are still gaps in our understanding of the complexity of this pathway, its cross-talk with other signalling pathways and the existence of other downstream targets regulated by the PI3K/Akt cascade.
The work described in this chapter was designed to establish a model cell system for studying PI3K-dependent signalling and to monitor acute changes of the cellular complement of proteins and their phosphorylation status, which follow the PI3K-dependent activation. These aims were targeted using proteomic analysis consisting of 1D and 2D immunoblotting in combination with 2D gel-based proteomics. This was combined with immunoblotting analysis, which employed specific phospho-kinase substrate antibodies, such as a phospho-Akt substrate antibody, to monitor changes in protein expression and phosphorylation of Akt-specific substrates. In addition, the immunoblotting analysis was reinforced by employing 2D-DIGE analysis, which makes use of three charge- and size-matched, but spectrally distinct fluorescent tags (NHS-Cy2, -Cy3 and -Cy5), used for covalent labelling different samples prior mixing and separation on the same 2D gels. This system allows accurate and sensitive quantitation of protein expression across multiple biological samples (Chapter 1).

Currently, 2D gel electrophoresis is the only method capable of simultaneously resolving several thousands of proteins (Kawada et al., 2001), including protein variants produced by post-translational processing such as phosphorylation, glycosylation, and sulfation (Guy et al., 1994) in one run. The phosphorylation of a protein often leads to a decrease in its pI and consequently in its coordinates in a 2D gel. Thus, 2D gel electrophoresis has been used to discriminate phosphoproteins from nonphosphorylated proteins and post-electrophoretical gel staining techniques have been used to detect phosphoproteins to distinguish them from total proteome. Furthermore, combining 2D gel electrophoresis with mass spectrometry allows identification of proteins with differential expression or phosphorylation.

To investigate the role of PI3K signalling in response to EGF, a cellular model of breast epithelial cells, the HB4a cell line, was chosen. This immortalised luminal epithelial cell line was derived from reduction mammoplasty tissue of a normal subject (Stamps et al., 1994). These cells are conditionally immortal cells derived by infection of human breast epithelial cells with an amphotropic retrovirus, which transduced a ts mutant of SV40 large T-antigen. This process of immortalisation involves the sequestration and inactivation of the tumour suppressor proteins p53 and pRb by the SV40 large-T antigen. These proteins normally downregulate the cell cycle, but also act as sensors of cell damage to induce cell cycle arrest and apoptosis,
given the appropriate stimuli. HB4a cells display several markers of the luminal epithelial cell type and have a characteristic luminal epithelial cellular morphology in culture. This cell line also responds to EGF stimulation as the cells express the EGF receptor, and are able to activate PI3K signalling pathway in response to various growth factor treatments or stress-inducing treatments, e.g. \( \text{H}_2\text{O}_2 \), as shown from previous work in our laboratory (Timms et al., 2002; White et al., 2004; Chan et al., 2005).

3.2 Examination of PI3K signalling in luminal epithelial cells in response to EGF

For preliminary examination of EGF-dependent PI3K signalling in HB4a cells, an experiment was carried out where HB4a cells were pre-incubated with LY294002, a synthetically produced and widely used PI3K inhibitor (Vlahos et al., 1994), prior to EGF stimulation. For this purpose serum-starved HB4a cells, at 80% confluence, were pre-treated with 10 \( \mu \text{M} \) LY294002 for 30 min, followed by treatment with 1 nM EGF over a time course. DMSO served as a vehicle control to the LY294002 treatment. Cells were lysed, protein concentration was measured and equal amounts of proteins from different samples were separated by 1D SDS-PAGE and transferred onto membranes for western blot analysis. The membranes were probed with phosphospecific antibodies, and then reprobed with the respective pan antibodies. The use of the phosphospecific antibodies allowed detection of the fraction of a protein that is phosphorylated, whereas the pan antibodies detected the total amount of the respective kinase and/or its substrate.

PI3K signalling was monitored by measuring the phosphorylation of Akt, GSK-3 and 4E-BP1 over time following stimulation with EGF. Akt, a direct downstream target of PI3K signalling pathway, is activated in response to PIP3 production that drives Akt-membrane recruitment through binding to its pleckstrin homology (PH) domain, followed by phosphorylation of Akt at Thr308 and Ser473 sites. In this experiment, EGF stimulation induced Akt phosphorylation at the Ser473 site in control cells, but EGF-dependent Ser473-Akt phosphorylation was largely blocked by
LY294002 treatment, confirming the findings of many reports that Akt is downstream of PI3K (Figure 3.1). In addition, the phosphorylation of 4E-BP1 was tested. 4E-BP1 is a downstream target of the Akt/mTOR signalling branch, and it binds cap-dependent eukaryotic initiation factor (eIF4E) to inhibit translation (Beretta et al., 1996; Gingras et al., 1998). Hyperphosphorylation of 4E-BP1 disrupts this binding and activates cap-dependent translation. In this experiment, phosphorylation at Ser65 site of 4E-BP1 was tested, which revealed that PI3K inhibition by LY294002 prevented EGF-induced 4E-BP1 phosphorylation. Glycogen synthase kinase 3 (GSK3) can phosphorylate and inactivate glycogen synthase, cyclin D1 and other targets, and is an important element of PI3K/Akt cell survival signalling branch (Cohen and Frame, 2001). Mammals harbour two distinct genes for GSK3 encoding related protein kinases, GSK3-α and β, with similar catalytic properties. The activity of GSK3 can be inhibited by PI3K/Akt-mediated phosphorylation of GSK3-α at Ser21 and GSK3-β at Ser9 (Cross et al., 1995). In this experiment EGF induced the phosphorylation of GSK3-β on Ser9, and while LY294002 blocked basal phosphorylation of GSK3-β on Ser9, it did not noticeably block EGF-induced phosphorylation, although it has been reported that LY294002 prevents PI3K/Akt-mediated phosphorylation on GSK3-β (Cross et al., 1995).

![Figure 3.1](image.png)

**Figure 3.1 Effect of EGF stimulation and LY294002 treatment on PI3K pathway activity in HB4a cells.** HB4a cells were maintained in serum free medium for 48 h. Cells were then pre-treated with DMSO or LY294002 (10 μM) for 30 minutes, followed by 1 nM EGF treatment over the indicated time course. Antibodies specific for phosphorylated Akt, GSK3-β and 4E-BP1 were used to test for the EGF-dependent phosphorylation of these downstream PI3K targets. Pan specific antibodies against Akt and GSK3 were also used to monitor loading and changes in the expression levels of the proteins.
In parallel to PI3K signalling, MAPK signalling was also monitored by blotting the same samples with antibodies against phosphorylated ERK1/2 and p90RSK (Figure 3.2). The ERK (MAPK) signalling cascade is activated downstream of many tyrosine kinase receptors in response to ligand binding and regulates many cellular processes (Schaeffer and Weber, 1999). In this study, EGF treatment induced phosphorylation of ERK at the Thr202/Tyr204 sites in the first minutes of the treatment and this phosphorylation was sustained for the following 8 hours, after which it declined to background levels by 24 hours. The EGF-dependent phosphorylation of Erk1/2 was not blocked by LY294002, confirming that the EGFR/Ras/MAPK signalling cascade acts independently of the EGFR/PI3K signalling cascade in HB4a cells. p90RSK (MAPK-activated protein kinase-1), a downstream target of ERK1/2, is a member of the RSK family of widely expressed serine/threonine kinases activated by MAPKs in response to many growth factors. p90RSK regulates a number of cellular functions through phosphorylation and regulation of multiple transcriptional factors (Frodin and Gammeltoft, 1999). In this work, phosphorylation of p90RSK at Thr359 and Ser363 sites, which are necessary for its activation (Dalby et al., 1998), was also found to be EGF-dependent. Controversially, LY294002 partially blocked this phosphorylation of p90RSK, suggesting that PI3K may contribute to p90RSK activation.

Stat3 is a member of the Janus kinase/signal transducers and activators of transcription (JAK/STAT) signal transduction pathway and is a key signalling molecule for many cytokines and growth factor receptors (Heim, 1999; Aaronson and Horvath, 2002). Activation of this pathway stimulates cell proliferation, differentiation, cell migration and apoptosis (Rawlings et al., 2004). Stat3 is activated by phosphorylation at tyrosine 705, which induces dimerisation and nuclear translocation. The transcriptional activity of Stat3 is further regulated by Ser727 phosphorylation, apparently via MAPK and/or mTOR. PI3K-dependent JAK/STAT signalling was monitored in HB4a cells by following the phosphorylation of Stat3 at the Ser727 site (Figure 3.2). Here, EGF treatment resulted in the stimulation of Ser727 phosphorylation, which reached a maximum at 1 hour after the stimulation. In the cells pre-treated with LY294002 there was a diminished response, suggesting a modulatory role for PI3K activity in Stat3 signalling.
Mitogen-dependent changes in the expression of two critical cell cycle regulatory proteins (p27Kip1 and cyclin D1) were also monitored to assess the role of PI3K signalling in cell cycle control (Figure 3.2). p27Kip1 is a member of the cyclin-dependent kinase inhibitor proteins. These inhibitors form heterotrimeric complexes with cyclins and cyclin dependent kinases (CDKs), inhibiting kinase activity and blocking progression through G1/S phase (Pestell et al., 1999). Levels of p27Kip1 are upregulated in quiescent cells and in cells treated with negative regulators of the cell cycle. In this experiment, there were no significant changes in the levels of p27Kip1 over time with EGF stimulation in both cells pre-treated with DMSO and LY294002, suggesting that EGF stimulation, as well as PI3K inhibition do not overtly perturb the total level of this protein in these cells.

Figure 3.2 Effect of EGF stimulation and LY294002 treatment on MAPK and STAT pathway activation in HB4a cells. HB4a cells were maintained in serum free medium for 48h. Cells were then pre-treated with DMSO or LY294002 (10 μM) for 30 minutes followed by 1 nM EGF treatment over the indicated time course. Antibodies specific for phosphorylated p90RSK, ERK and Stat3 were used to test the EGF-dependent stimulation of these EGFR downstream targets. In addition, pan-antibodies against p90RSK, ERK and Stat3 were also used to reprobe membranes to monitor total expression and loading of the protein samples. Antibodies against cyclin D1 and p27Kip1 were also used to test effects on cell cycle proteins.

Cyclin D1 regulates the transition from G1 to S phase of the cell cycle. Its expression is induced by mitogens and it peaks during G1 phase when it binds to and activates cyclin-dependent kinases (Cdks), such as Cdk4 and Cdk6 (Harbour et al.,
1999). In this experiment, cyclin D1 expression was induced maximally at a late time point (8 hours) and was then reduced to background levels after 24 h (Figure 3.2), in accordance with its known ubiquitin-dependent proteosomal degradation (Diehl et al., 1997). There was a minimal effect of the LY294002 treatment on this response, indicating that PI3K signalling does not play a major role in regulating cell cycle progression in these cells.

Having established that HB4a cells can respond to EGF by activating PI3K-dependent signalling, the next goal was to look globally at specific kinase-dependent phosphorylation events. In order to detect PI3K-dependent phosphorylation changes in Akt- or PKC-substrates in response to EGF treatment, protein samples were immunoblotted with anti phospho-(Ser/Thr) Akt substrate and anti phospho-(Ser) PKC-substrate antibodies. Protein kinase C (PKC), a calcium and phospholipid-dependent protein kinase, is a major target of diacylglycerol (DAG), which together with inositol phosphate are direct products of receptor-activated PLCγ-mediated hydrolysis of PIP2. Importantly, the PI3K and PLCγ have been shown to be interdependent because PIP3 binds to the PH domains of certain Tec family tyrosine kinases, such as Btk, Itk and Tec, localising them to the plasma membrane, where they activate PLCγ and DAG production. In addition, activation of some PKCs is supported directly by PI3K-independent PDK1 activity. PDK1 is active even in resting cells, and it can bind and phosphorylate PKC in the activation loop in a PI3K and PH-domain independent manner.

The phospho-(Ser/Thr) Akt substrate antibody used recognises preferentially peptides and proteins containing phospho-(Ser/Thr) preceded by Lys or Arg at positions -5 and -3, in a manner largely independent of other surrounding amino acids in the sequence. The phospho-(Ser) PKC substrate antibody detects endogenous levels of many cellular proteins only when phosphorylated at serine residues surrounded by Lys or Arg at the -2 and +2 positions with a hydrophobic residue at the +1 position. In both western blot analyses, the most obvious difference found was an increase of a signal at around ~30 kDa in response to EGF stimulation, which was blocked (pAkt-substrates) or reduced in (pPKC-substrates) samples pre-treated with LY294002 (Figure 3.3). Other differences were also evident, but were poorly resolved. Thus, the
observed change in phosphorylation of a protein at ~30 kDa was an interesting target for further investigation. In addition, in order to monitor PI3K-dependent tyrosine phosphorylation events, a membrane was probed with the anti-phosphotyrosine (pY) antibody clone 4G10 (Figure 3.3). EGF treatment was found to increase a phosphotyrosine signal in the first few minutes and hours of the stimulation, which weakened in the later time points. A similar phosphorylation pattern was observed in the cells pre-treated with LY294002, showing that "bulk" tyrosine phosphorylation events induced by EGF are not dependent upon PI3K.

Figure 3.3 PI3K-dependent phosphorylation of Akt- and PKC- substrates and phosphotyrosine in response to EGF stimulation. HB4a cells were maintained in serum free medium for 48h. Cells were then pre-treated with DMSO or LY294002 (10 μM) for 30 minutes followed by 1 nM EGF treatment for the indicated times. Phospho-Akt (A) and phospho-PKC (B) substrate antibodies that recognise specific phosphorylation of Ser/Thr in the Akt motif and phosphorylation of Ser in the PKC motif, as well as an anti-pY antibody (C), were used for immunoblotting.
3.3. Examination of PI3K inhibitor-specific effects in HB4a cells in response to EGF

To examine PI3K inhibitor-specific effects on the basal phosphorylation level of downstream targets of PI3K, randomly growing cells were treated with three different PI3K inhibitors. The inhibitors LY294002, wortmannin and D000 were used. Wortmannin is a fungal metabolite potent at inhibiting PI3K activity (Arcaro and Wymann, 1993), and like LY294002, is widely active across the PI3K family, while D000 is a p110δ-specific inhibitor (Sawyer et al., 2003). Samples of inhibitor-treated cells were subjected to western blotting analysis, as described previously. This analysis showed that LY294002 and wortmannin, but not D000, could block basal phosphorylation of Akt at Ser473, GSK3-α at Ser21 and 4E-BP1 at Ser65 sites (Figure 3.4).

![Figure 3.4 PI3K inhibitor-specific effects on PI3K/Akt. HB4a cells were maintained in serum-supplemented medium prior to drug treatment. Cells were treated with (10 μM) LY294002, wortmannin (100nM) or D000 (2μM) for the times shown. The phosphorylation of Akt, GSK3, and 4E-BP1 were analysed by western blotting.](image)

EGF-dependent PI3K signalling in HB4a cells was next analysed by pre-treating randomly growing cells with the three PI3K inhibitors followed by EGF for 1 hour. Samples were immunoblotted with antibodies against specific phosphorylation sites of Akt and GSK3 (Figure 3.5). The analysis revealed that wortmannin and LY294002 blocked EGF-induced phosphorylation of Ser473-Akt and had a slight effect on Ser9-
GSK3-β. D000 failed to block EGF-induced phosphorylation of the two targets analysed.

Figure 3.5 Effect of different PI3K inhibitors on EGF-activated PI3K/Akt signalling. Serum-starved HB4a cells were treated with PI3K inhibitors (10 μM LY294002, 100 nM wortmannin or 2 μM D000) for 30 min., prior to 1 nM EGF stimulation for 1 h. Western blot analysis was carried out using anti-phospho Ser473-Akt and Ser9-GSK3-β antibodies. C stands for control pre-treated with DMSO.

This study was taken further by examining global PI3K-dependent phosphorylation changes in response to inhibitor treatment and EGF stimulation. HB4a cells were pre-treated with the PI3K inhibitors for 30 minutes, followed by EGF stimulation for 1 h, or were treated with vehicle (DMSO), LY294002 or EGF alone. Cells were subjected to western blotting analysis using anti-Akt, anti-PDK1 and anti-PKC phospho-specific substrate antibodies (Figure 3.6). This analysis confirmed the previously observed LY294002-mediated blockade of phosphorylation events and an apparent mass shift of a putative Akt and PDK1 substrate of ~30 kDa whose phosphorylation was induced by EGF. The appearance of the lower mass form may represent a dephosphorylation-induced shift in apparent molecular weight, although it would appear that this form is still phosphorylated perhaps on another site or sites. Other altered bands were also apparent in the gels. The same phenomena were observed in wortmannin, but not in D000 pre-treated cells, suggesting that observed phosphorylation events are probably p110α- and p110β-dependent and not dependent on p110β. This is likely to be true because p110β expression is low in these cells and displays a more haematopoietic pattern of expression (Sawyer et al., 2003). The inhibitors had little effect on the phosphorylation of putative PKC substrates, although the 30 kDa protein was just detectable.
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Figure 3.6 Effect of PI3K inhibitors on phosphorylation of Akt-, PDK1- and PKC-substrates in response to EGF stimulation. HB4a cells were maintained in serum free medium for 48h. Cells were then pre-treated with LY294002 (10 μM), wortmannin (100 nM) and D000 (2 μM) for 30 minutes, followed by 1 nM EGF treatment for 1h. Anti phospho-Akt (A), phospho-PDK1 (B) and phospho-PKC (C) substrate antibodies recognising specific phosphorylation site motifs for these kinases were used for western blotting. Arrows indicate altered band intensities. (C, D, LY and Wort stand for DMSO treated control, D000-, LY294002-, and wortmannin treated cells, respectively).

Taken together, it can be concluded that LY294002 and wortmannin both block the phosphorylation events induced by EGF stimulation. In contrast, it was expected that D000 would not have an inhibitory effect on the EGF-induced stimulation of downstream targets of PI3K signalling in the mammary luminal epithelial cells, since the p110δ is most likely not expressed in these cells. In my work here, I have found that despite the ability to identify differentially expressed or phosphorylated kinase substrates that depended upon PI3K activity this kind of 1D blotting-based analysis method is limited. Further experimentation using more advanced proteomic techniques such as fluorescence protein labelling in combination with 2D gel electrophoresis and protein identification by mass spectrometry were used to facilitate quantitative protein expression profiling of PI3K-dependent signalling events and help to identify new targets of PI3K activity.
3.4 Functional phosphoproteomic analysis of PI3K signalling events using 2D gel-based proteomics

Immunoblotting analysis can be a very sensitive and highly specific approach for detection of changes in protein levels as well as of altered post-translational modifications. In the previous sections, it was shown that although differences in the phosphorylation dynamics of putative kinase substrates can be detected by immunoblotting, these protein substrates could not be easily identified, because the number of potential theoretical substrates with phosphorylation motifs for a particular kinase is often high. In addition, quantitation of observed differences in total protein level and phosphorylation status is not trivial to carry out. Thus, in order to quantify and identify PI3K-dependent changes in the total proteome and in phosphorylated proteins in response to EGF, a functional proteomics approach combining immunoblotting and 2D-DIGE was carried out.

In a preliminary 2D-DIGE experiment, HB4a cells were pre-treated with LY294002 (LY) or vehicle (DMSO) alone for 30 minutes followed by EGF treatment for 1 hour. Cells were lysed in a urea-CHAPS based 2D-lysis buffer and subjected to 2D-DIGE analysis, as described in the methods in Chapter 2. Briefly, equal amount of protein lysate from the two conditions were labelled with Cy3 and Cy5, respectively. The samples were mixed and run on an 18 cm pH 3-10 non-linear IPG strip in the first dimension, followed by 10% SDS-PAGE in the second dimension (Figure 3.7 A). The gel was scanned at two different excitation/emission wavelength combinations generating two fluorescent images of proteins labelled with Cy3 and Cy5. Images were imported into DeCyder software for image analysis. Paired fluorescent images were automatically matched using the DIA module of the software, as the images are directly superimposable (Figure 3.7 A). Gel images were then normalised and processed to calculate spot abundances and fold ratios of abundance between the two samples. This quantitative analysis showed 15 differentially expressed protein features (>1.5 fold changes in abundance) between EGF and EGF+LY treated samples out of 1986 detected features. Of these, 12 protein spots were upregulated in the EGF-treated sample versus the EGF+LY sample and 3 were downregulated (Figure 3.7 B).
Figure 3.7 Example of DIA module analysis in DeCyder software. HB4a cells were treated with EFG (1 nM) alone for 1 hour and EGF following 30 minutes LY294002 (10 μM) pretreatment. Cell lysates from the two conditions were labelled with Cy3 and Cy5, respectively, mixed and run on the same 2-D electrophoresis gel. Gel images were curated using the DIA module of DeCyder software. A) Separate Cy3 and Cy5, as well merged Cy3 and Cy5 gel images, edited in Photoshop for presentation purpose only, are shown. B) Scatter plot of spot volume and number versus volume ratio is shown with a threshold ratio set at 1.5 (+/- 2SD) (vertical lines) and spot statistic information.

Following the image analysis, the gel was stained with SYPRO Ruby. SYPRO Ruby detects most proteins including those which are difficult to stain such as glycoproteins, calcium-binding proteins, lipoproteins and fibrillar proteins, without staining nucleic acids (Berggren et al., 2000). It can detect as little as 1-2 ng of protein, similar to the detection limit of silver staining, but having greater sensitivity than Coomassie Brilliant Blue, both of which are used for protein staining of 2D gels (Berggren et al., 2000; Gorg et al., 2000). In contrast to non-saturating Cy-dye
labelling, which labels only ~5% of the protein, SYPRO Ruby labels total protein. Thus, the aim of using SYPRO Ruby staining was to allow accurate matching of Cy-dye labelled proteins with the total protein pool to facilitate automated protein spot picking. The Cy-labelled fluorescent images were matched with the SYPRO Ruby-stained gel image and showed an almost perfect match (Figure 3.8), although a shift between the Cy-labelled and total pool has been previously observed in the low molecular weight region of the 2D-DIGE gels (Gharbi et al., 2002).

Figure 3.8 Post-staining of 2D-DIGE gel with SYPRO Ruby. Differently treated HB4a cells were lysed and labelled with Cy3 and Cy5 and proteins were separate by 2-DE. The same 2D gel was used for post-staining with SYPRO Ruby stain. The Cy3 image (red) was merged with SYPRO Ruby image (blue) to match total protein with the Cy-dye labelled proteins and possibly to detect any shift in the protein migration caused by Cy-dye labelling. Cy3, SYPRO Ruby and the merged image were edited in Photoshop for presentation purposes only.
The specific staining of phosphoproteins was also attempted using the fluorescent Pro-Q Diamond phosphoprotein stain (Schulenberg et al., 2003). Pro-Q Diamond phosphoprotein stain has been reported to detect phosphate groups attached to tyrosine, serine and threonine residues, and it is advertised as an ideal stain for detection of kinase targets in signal transduction pathways and for phosphoproteomic studies, with the signal intensity correlating with the number of protein phosphates. Thus, in parallel to the 2D-DIGE analysis, two pairs of 2D gels were run. In each set, EGF and LY294002+EGF samples were run separately. One gel from each set was stained with Pro-Q Diamond phosphoprotein gel stain followed by SYPRO Ruby staining, whilst the second set was subjected for 2D western blotting analysis. The purpose of Pro-Q Diamond phosphoprotein gel staining, followed by SYPRO Ruby staining, was to distinguish potentially phosphorylated protein features from the total protein expression profile in each condition. However, I found in my experiments that Pro-Q Diamond phosphoprotein staining could not be distinguished from the SYPRO Ruby staining for total protein, suggesting that Pro-Q Diamond phosphoprotein stain is either non-specific or all proteins are phosphorylated to an extent which is dependent upon their abundance, which seems unlikely (Figure 3.9). In addition, I found that the staining was uneven, giving a high background in different regions of the gel. Similar problems with Pro-Q Diamond phosphoprotein staining have been encountered by other members of my laboratory, indicating that it cannot be used effectively for phosphoprotein detection.
Figure 3.9 Pro Q-Diamond and SYPRO Ruby staining of 2D gels. 2D gels were subjected to phosphoprotein staining with Pro Q-Diamond, scanned and then destained for re-staining for total protein with SYPRO Ruby. Scanning was performed on a Typhoon multi-wavelength fluorescence scanner.

2D immunoblotting analysis of phosphorylated Akt substrates in the two treatments (EGF and LY294002+EGF) once more detected a phosphorylation event at ~30 kDa in EGF treated cells, which was blocked in cells pre-treated with LY294002 (Figure 3.10). There were also several other phosphorylation events, which were absent or altered in LY294002 treated cells, suggesting that phosphorylation of these Akt substrates in response to EGF was blocked by LY294002. Immunoblotting with
the phospho-PKC substrate-specific antibody also revealed several putative PI3K-dependent PKC substrates, some of which appeared to be cross-reactive with the Akt-specific substrate antibody (Figure 3.10).

**Figure 3.10** Detection of PI3K-dependent phosphorylation of Akt- and PKC- substrates in response to EGF by 2D immunoblotting. Serum starved HB4a cells were pre-treated with LY294002 for 30 min, followed by EGF stimulation for 1 h. Protein lysates were subjected to 2D immunoblotting using antibodies against phosphorylated Akt (A) and PKC (B) substrates that recognise specific phosphorylated motifs. Circled features in red represent prominent differential pAkt substrates in EGF treated cells versus the same protein feature (blue circle) in cells pre-treated by LY294002. Circled features in green represent differential pPKC substrates in EGF treated cells versus the same protein feature (yellow circle) in cells pre-treated by LY294002.
Although NHS-Cy labelling is quite sensitive, the observed differences in phosphosubstrate signals could not be aligned with Cy-dye images from the preliminary DIGE analysis. Moreover, none of the 15 altered protein spots appeared to give rise to a phosphosubstrate signal. In conclusion, it appears that these kinases substrates are low abundance proteins, which cannot be detected on 2D gels loaded with 300 μg of protein lysate.

An earlier study using the same phosphospecific Akt substrate antibody also detected a change in a 30 kDa protein in ES cells in response to EGF, which was dependent upon PDK1 (Zhang et al., 2002). In this study immunoreactivity of PDK1-/- ES cell extracts with wild type ES extracts were compared by combining one- and two-dimensional immunoblotting analysis using Akt- and PKC- substrate antibodies together with protein database searching using epitope specificity matrices. These scientists predicted and subsequently identified phosphorylation in the 30 kDa S6 ribosomal protein in wild type, but not PDK1-/- ES cells in response to EGF treatment. This information was used in the present study, and membranes were reprobed with a phosphospecific antibody against S6. This western blot analysis identified EGF-induced S6 phosphorylation as a PI3K-dependent event and S6 protein as a putative Akt substrate as well as S6 as the highly likely 30 kDa candidate protein. This phosphorylation event appeared to be associated with a large shift in pi of the 30 kDa protein and suggested that the two altered features could be isoforms of the same protein (Figure 3.11).

Although this approach appeared to be a sensitive method for detecting kinase specific substrates, it has limited potential for the identification of these protein substrates. Firstly, I found that it is hard to predict which of the protein substrates change even when using database information, so that targets can be validated using specific antibodies against them. Secondly, it is hard to match 2D immunoblotting images with 2D fluorescence gel images, most likely due to the low abundance of these putative signalling molecules; matching would facilitate detection of the right protein spot from a 2D gel for subsequent picking and identification by mass spectrometry.
Figure 3.11 Identification of S6 protein as an Akt substrate. Serum starved HB4a cells were pre-treated with LY294002 for 30 min, followed by EGF stimulation for 1 h. Protein lysates were subjected to 2D immunoblotting for phosphorylated Akt-substrates (A) and pS6 (Ser235/236) (B) using the corresponding antibodies. The red circled feature represents the ~30 kDa Akt-substrate whose phosphorylation was inhibited by the LY294002. The green circled feature represents protein isoforms recognised by a specific anti-phospho-Ser235/236 S6 antibody.
3.5 The effect of PI3K inhibitors on global protein expression examined by 2D-DIGE

Despite not being able to match phosphorylated substrates detected by immunoblotting with Cy-dye labelled spots, it appears that other targets of PI3K signalling can be detected by 2D-DIGE expression profiling as suggested by preliminary experiments. Thus, a more detailed analysis was performed using replicate samples and an internal standard to increase the accuracy of quantitation. Serum-starved HB4a cells were pre-treated with LY294002 (10 μM), wortmannin (100 nM) or D000 (2 nM) for 30 min, followed by EGF (1 nM) stimulation for 1 hour. The proteosome inhibitor PS341 (1 μM) was also included with the aim of examining if any of the detected changes induced by EGF-dependent PI3K activation or inhibition are the result of proteasomal degradation. An un-stimulated control treated just with a vehicle (DMSO) was also included in the experiment. Cells were lysed in NHS-lysis buffer and processed as described in Chapter 2. Equal amounts of each protein sample (100 μg) were labelled with Cy3 or Cy5. Also, equal amounts of all samples were mixed and labelled with Cy2 to provide a standard pool to be run on each gel. Triplicate samples were prepared for each of the six conditions. Cy3 and Cy5 labelled protein samples (100 μg) were then mixed appropriately with an equal amount (100 μg) of Cy2 labelled pool and subjected to IEF on 24 cm, 3-10 non-linear IPG strips in the first dimension. Strips were then transferred to 12% SDS-PAGE gels and subjected to molecular weight separation in the second dimension. The Cy-dye labelling combinations for the six different conditions (control, EGF-treated cells and four different drug treatments: LY294002, wortmannin, D000 or PS134 prior to EGF stimulation) run in triplicate resulted in the running of nine 2D gels. Gels were scanned at the corresponding wavelengths for Cy2, Cy3 and Cy5 detection (Chapter 2) and 27 protein spot maps were generated. Fluorescence images were imported into DeCyder software for image analysis. Experimental design and Cy3 and Cy5 images generated for each gel, as well as, merged Cy3 and Cy5 images, are shown in Figure 3.12.
Figure 3.12 Representation of the experimental design in the study of PI3K-dependent changes in response to EGF treatment. HB4a cells were pre-treated with the following inhibitors: LY294002 (10 μM), wortmannin (100 nM), D000 (2 nM) or PS 341 (1 μM), including pre-treatment with DMSO (a vehicle) for 30 min, followed by EGF (1 nM) stimulation for 1 hour. Un-stimulated control and EGF-alone treated cells were also prepared. Cells were lysed in NHS-lysis buffer and processed as described Chapter 2. Equal amount of protein lysates were labelled with Cy3 or Cy5 dyes. A mixture of equal amounts of each sample labelled with Cy2 was also prepared as an internal standard. Triplicate Cy3 and Cy5 labelled samples were then mixed appropriately as shown in the figure, together with an equal amount of the Cy2 labelled pool and run on 9 large format 2D gels. Respective gel images of samples labelled with Cy3 (red) and Cy5 (blue), including merged Cy3 and Cy5 gel images (purple) are shown.
Image analysis was then performed using the BVA module of DeCyder software where matching of protein spots across different gels as well as quantitative comparison of changes in abundance between multiple samples was performed. This was facilitated by the use of the internal standard pool, which was run on all gels. A statistical analysis of the matched protein features was then performed revealing 11 protein features differentially expressed (>1.5 or <-1.5 fold difference in abundance, p<0.05, n=3) in the five different treatments compared to the control un-treated cells (Table 3.1, Appendix 1). These protein spots were assigned for picking. Selected gels were post-electrophoretically stained with SYPRO Ruby and images were matched to Cy-dye fluorescence images in order to align spots and to generate a list of picking coordinates for automatic spot picking. Picked protein spots were trypsin digested, and the peptide mixtures obtained from each tryptic digest were subjected for peptide mass fingerprinting by MALDI-TOF MS.

Table 3.1 2D-DIGE differential protein expression analysis of EGF and PI3K inhibitor-induced changes in HB4a cells. Protein features displaying differential expression in HB4a cells treated with inhibitors LY294002 (10 μM), wortmannin (100 nM), D000 (2 μM) and PS134 (1 μM) prior to EGF treatment, and EGF treatment alone. Values are average ratios of abundance from different treatments applied versus control cells, where each condition was prepared in triplicate. Values for protein isoforms shaded in light and dark grey were significantly up- or down regulated (1.5 fold; p< 0.05; n=3), respectively. Proteins were identified by MALDI-TOF peptide mass fingerprinting. Protein name, NCBI accession number from database searches, sequence coverage (%), Mowse score and number of matched peptides are given for each of the identified proteins.

Among the differentially expressed protein species, two cytokeratins, cytokeratin 7 and cytokeratin 8 were significantly upregulated following EGF treatment, but only moderately suppressed by the inhibitor treatments (Figure 3.13, Table 3.1). Cytokeratins (CKs) form intermediate filaments and are part of the cytoskeleton. They are epithelial cells and differentiation markers, which are dynamically regulated, and
interact with a range of cellular proteins. In general, CKs are organised in a complex network between the cell membrane and the nuclear surface and are involved in the organisation of the cytoplasm and cellular communication mechanisms. They are also involved in cell movement, cell-cell adhesion and connecting cells to the underlying connective tissue (Coulombe and Wong, 2004).

Figure 3.13 Examples of proteins displaying EGF-dependent changes. Cytokeratin 7 and Cytokeratin 8 were induced by EGF. Graphs were derived from DeCyder image analysis where the standardised abundance was the ratio of the volume of a gel feature for each condition replicate versus the volume of the corresponding standard gel feature. Triplicate data points are shown for spots from the untreated and treated samples with lines joining the average values. Examples of gel migration and 3D images of these spots are shown for untreated and EGF-treated samples.

Ezrin and moesin (Figure 3.14) were two actin binding proteins upregulated in the EGF, LY294002+EGF and PS341+EGF treatments (Table 3.1), suggesting that whilst their abundance is affected by EGF signalling, this may not be subject to regulation by PI3K or proteosome degradation. Ezrin and moesin belong to a family of plasma
membrane-localised actin binding proteins. They have been proposed to link the actin cytoskeleton to the plasma membrane and to be involved in signal transduction, growth control, cell-cell adhesion, and microvilli formation (Louvet-Vallee, 2000).

Figure 3.14 Peptide mass fingerprinting of moesin, chain A. A differentially expressed protein was picked from a gel and digested with trypsin (Chapter 2). The peptide mixture was then analysed by MALDI-TOF MS giving the spectrum. The list of peaks was searched against the NCBI database, giving a significant hit for moesin, chain A.

Protein species with master spot numbers 1485, 1957 and 1964 had the same pattern of regulation across the five treatments compared to the control cells, suggesting that these changes are only EGF-dependent, and independent of the drug treatments applied. Master spots 1918 and 1926 were only differentially regulated in LY294002+EGF treated cells (-1.75) and wortmannin+EGF treated cells (1.5 fold), respectively, compared to the control sample, suggesting that basal effects of these inhibitors might occur. One protein species (master spot 261) was differentially
expressed only in cells subjected to proteasome inhibition. Unfortunately, MALDI-TOF MS analysis and database searching did not return any significant "hits" for these proteins. Thus, the peptide mixtures were additionally analysed by LC-ESI MS/MS, and the spectra obtained were searched against NCBI database. However, again no significant hits were obtained in this attempt.

When ratios were compared between inhibitors plus and minus EGF treatments, seven protein species were found to be differentially regulated (Table 3.2, Figure 3.15). Master spot number 1823 was found to be downregulated in LY294002+EGF treatment, whereas spot 745 and 1918 were observed upregulated and downregulated, respectively, after both LY294002+EGF and PS341+EGF treatments. Spots 606 and 741 were differentially expressed in response to wortmannin and D000 treatment. In addition, spots 261 and 1317 were detected as protein species whose expression was downregulated in only +EGF treatment versus EGF treatment. From all seven protein species only spot 1317 was identified with confidence by MALDI-TOF MS peptide mass fingerprinting as the metabolic enzyme glyceraldehyde-3-phosphate dehydrogenase.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>261</td>
<td>Glyceraldehyde-3-phosphate dehydrogenase</td>
<td>31654</td>
<td>32</td>
<td>64</td>
<td>9</td>
<td>6.58</td>
<td>30670</td>
<td>1.19</td>
<td>0.3</td>
<td>1.29</td>
<td>0.1</td>
<td>1.30</td>
<td>0.0009</td>
<td>1.30</td>
<td>0.0009</td>
<td>1.30</td>
<td>0.0009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>606</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.54</td>
<td>0.1</td>
<td>1.62</td>
<td>0.0056</td>
<td>1.65</td>
<td>0.022</td>
<td>1.65</td>
<td>0.022</td>
<td>1.65</td>
<td>0.022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>741</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1.35</td>
<td>0.074</td>
<td>-1.33</td>
<td>0.0037</td>
<td>-1.31</td>
<td>0.028</td>
<td>-1.31</td>
<td>0.028</td>
<td>-1.31</td>
<td>0.028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>745</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1.1</td>
<td>0.16</td>
<td>1.15</td>
<td>0.019</td>
<td>1.18</td>
<td>0.035</td>
<td>1.18</td>
<td>0.035</td>
<td>1.18</td>
<td>0.035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1317</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-1.2</td>
<td>0.36</td>
<td>-1.1</td>
<td>0.008</td>
<td>0.69</td>
<td>0.15</td>
<td>-0.47</td>
<td>0.0006</td>
<td>-0.47</td>
<td>0.0006</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1918</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.35</td>
<td>0.46</td>
<td>0.30</td>
<td>0.17</td>
<td>0.32</td>
<td>0.48</td>
<td>-1.48</td>
<td>0.046</td>
<td>0.36</td>
<td>0.43</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2 2D-DIGE differential protein expression analysis of EGF-treated HB4a cells versus cells pre-treated with inhibitors. Protein features displaying differential expression in HB4a cells treated with inhibitors LY294002 (10 μM), wortmannin (100 nM), D000 (2 μM) or PS134 (1 μM), compared to their counterparts in EGF treatment. Values are average ratios of abundance from inhibitor pre-treated cells versus EGF-only treated cells, where each condition was prepared as a triplicate. Values for protein isoforms shaded in light and dark grey were significantly up- or down regulated (1.5 fold; p≤ 0.05; n=3), respectively. Proteins were identified by MALDI-TOF peptide mass fingerprinting. Protein name, NCBI accession number, sequence coverage (%), Mowse score and number of matched peptides are given for each of the identified proteins.
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Figure 3.15 Examples of proteins displaying PI3K-dependent changes in response to EGF stimulation. Protein spots 606 and 1823 displayed PI3K-dependent differential expression. The peptide mixtures of the trypsin digestion from each of these protein spots were analysed by MALDI-TOF MS and the list of peptide masses generated were searched using Mascot. Graphs were derived from DeCyder image analysis where the standardised abundance is the ratio of the volume of a gel feature from PI3K inhibitor with EGF-treated test samples versus the volume of the corresponding gel feature in the EGF-treated sample. Data points are shown for triplicate measurements with lines joining the average values. 3D images of spots are shown for EGF treated and PI3K inhibitors (LY294002, wortmannin) plus EGF treated samples.

In summary, the work carried out in this section showed that only a few abundant protein species could be detected, which displayed altered expression following EGF and/or inhibitor treatments. In addition, only a third of differentially expressed proteins could be identified using MALDI-TOF MS and LC-MS/MS.

3.6 Conclusions

Since the discovery of phosphorylation as a key regulatory mechanism in almost all cellular processes, the analysis of the phosphoproteome has been an attractive area of study. However, despite a growing knowledge of many phosphorylation consensus sequences, this posttranslational modification cannot usually be predicted accurately from translation of the gene sequence alone. In addition, analysis of phosphorylation
events is not straightforward for five main reasons. First, the stoichiometry of phosphorylation is generally relatively low, with only a small fraction of the available intracellular pool of a protein being phosphorylated at any given time in response to a stimulus. Second, there are often multiple phosphorylation sites on proteins, implying that any given phosphoprotein can exist in several different phosphorylated forms. Third, many targets of phosphorylation such as signalling molecules (Yoon and Seger, 2006), are present at low abundance within cells and enrichment is a prerequisite for successful analysis. Fourth, most analytical techniques used for studying protein phosphorylation have a limited dynamic range, which means that although major phosphorylation sites might be located easily, minor sites might be difficult to identify. Finally, phosphatases are often highly active and can dephosphorylate residues unless precautions are taken to inhibit their activity during preparation and purification steps of cell lysates.

The aim of my work in this chapter was to establish a model cell system for studying PI3K-dependent signalling and to monitor changes in global protein expression and phosphorylation events, which happened in response to activation of PI3K signalling. The aim was tackled using proteomic analysis consisting of 1D and 2D immunoblotting in combination with 2D gel-based proteomics. Immunoblotting analysis employing kinase-specific substrate antibodies, such as Akt, PKC and PDK1 substrate antibodies, were used to monitor changes in protein expression and phosphorylation of kinase-specific substrates. In parallel, I employed 2D-DIGE analysis for the accurate and sensitive quantitation of protein expression across multiple biological samples and combined with mass spectrometry to allow me to identify differentially expressed proteins. An additional aim of mine was to try to correlate 2D immunoblotting data with the data obtained from 2D-DIGE analysis. Post-electrophoretic gel staining for the detection of phosphoproteins was also applied to try to distinguish phosphoproteins from the total proteome.

In an initial experiment to assess PI3K activation in a cell model of breast luminal epithelial cells (HB4a cells), PI3K inhibitors (LY294002, wortmannin and D000) were combined with EGF treatment to show whether the PI3K signalling pathway is responsive to EGF treatment. In the first instance, selected antibodies that recognise
phosphorylation of target proteins of PI3K/Akt and Ras/ MAPK signalling were used and showed that both pathways were activated upon EGFR stimulation by EGF. In addition, this immunoblotting analysis revealed that PI3K inhibitors could block successfully Akt phosphorylation on Ser473, suggesting that the kinase responsible for this phosphorylation is PIP3-dependent as it was inhibited by both LY294002 and wortmannin treatments. In contrast, the p110δ specific inhibitor, D000, did not have an inhibitory effect on this and other PI3K-dependent phosphorylation events, showing that p110δ is not expressed in these cells, as suggested previously. Although it is well established that Akt phosphorylation on Ser473 is PI3K-dependent, there is controversy about the kinase that phosphorylates this site. Proposed kinases responsible for this phosphorylation event are PDK1 (Balendran et al., 1999), DNA-PK (Feng et al., 2004) and most recently the mTOR/Rictor complex (Sarbassov et al., 2005), or perhaps it could be mediated by auto-phosphorylation event (Toker and Newton, 2000). One approach to identify the kinase responsible for phosphorylation of Ser473 in Akt could be to apply a specific RNA interference screen to silence the expression of all kinases and to use anti-phospho Ser473 Akt antibody for detection in a high-throughput manner. In addition to the later work, the application of new generation, highly specific PI3K and protein kinase inhibitors could be applied.

PI3K-dependent signalling induced by EGF was further assessed in this cell model by monitoring the phosphorylation of downstream targets of Akt. EGF-induced phosphorylation on 4E-BP1 was blocked by PI3K inhibitor treatment, showing how PI3K/Akt signalling functions normally to prevent 4E-BP1 from blocking translation through binding of cap-dependent eukaryotic factor eIF4E. It was also observed that the phosphorylation of GSK3-α, and to lesser extent GSK3-β, appeared to be PI3K-dependent. This was surprising since in most studies GSK3-β is described as a direct downstream target of Akt and its phosphorylation and inactivation are prevented by LY294002 treatment. However, GSK3-β can be also be phosphorylated by the MAPK signalling cascade (Shaw and Cohen, 1999). As I observed here that MAPK signalling was activated by EGF in HB4a cells, and that LY294002 had no effect on EGF-induced phosphorylation of ERK or p90RSK, this could suggest that GSK3-β phosphorylation is more dependent upon MAPK signalling in HB4a cells. Further work is required to establish the details of GSK3-β regulation in HB4a cells, indeed
the possibility of cross-talk between the PI3K and MAPK signalling branches cannot be excluded, and this will also require more detailed analysis to resolve it. Monitoring the expression and phosphorylation of cell cycle regulatory proteins, such as p27Kip and cyclin D1 showed that the expression of these proteins was not perturbed after blocking the PI3K signalling suggesting that PI3K does not play a major role in regulating cell cycle progression in these cells. Furthermore, the phosphorylation of Stat3 at Ser727 was not perturbed by inhibition of PI3K indicating that Stat-dependent transcription in HB4a cells is not dependent on the PI3K signalling cascade.

1D and 2D immunoblotting using substrate-specific antibodies that recognise the phosphorylation consensus motifs of Akt, PDK1 and PKC revealed several putative protein targets of these kinases, which were EGF-dependent and PI3K-dependent. In particular, the ~30 kDa phosphorylation event induced by EGF stimulation, but blocked by LY294002 was validated as the phosphorylation of ribosomal protein S6 on Ser235/236. S6 is a downstream target of S6K whose activation and phosphorylation is stimulated downstream of PI3K/Akt and the mTor/Raptor complex following RTK activation (Miron et al., 2003; Lizcano et al., 2003). Whilst the identity of this protein was predicted from a previous study (Zhang et al., 2002) and validated here by using immunoblotting, the same EGF- and/or PI3K-dependent phosphorylation event could not be matched to any of the changes observed in the 2D-DIGE analysis. The work from the 2D-DIGE experiments showed that only a few abundant protein species had altered expression after the treatments applied. For example, the expression of ezrin and moesin, as well as cytokeratin 7 and 8, appeared to be differentially regulated in response to EGF treatment. Ezrin and moesin belong to a group of closely related membrane-cytoskeleton linkers (ERM proteins) that regulate cell adhesion and cortical morphogenesis. They have been proposed to link the actin cytoskeleton to the plasma membrane and to be involved in signal transduction, growth control, cell-cell adhesion, and microvilli formation (Louvet-Vallee, 2000). ERM proteins can be phosphorylated on different sites and this may regulate their activities. The observed differential expression of ezrin and moesin in response to EGF treatment could be due to their post-translation modification, such as phosphorylation, as EGF-induced phosphorylation on ezrin and moesin has been observed in other cell types (Krieg and Hunter, 1992). This however needs to be
further validated in HB4a cells. Cytokeratin 7 and 8 belong to the epithelial keratins or cytokeratins (CKs) that are part of an intermediate system of fibrous filaments contributing to the cytoskeleton (Lazarides, 1980). The CK family members are expressed in different epithelial cells and constitute useful markers of epithelial subtype and differentiation. The EGF-induced upregulation of cytokeratin 7 and 8 expression could also be linked to PTM of these proteins in response to EGF and be dependent upon PI3K activity. This interesting observation requires further analysis. The major disadvantage of the 2D-DIGE approach was that only a third of the differentially expressed proteins could be identified with confidence using MALDI-TOF MS and LC-MS/MS. Although some of these changes may represent altered phosphorylation, rather than altered protein expression, post-staining with Pro-Q Diamond phospho-stain failed to show any phospho-specific staining. The reason for this observation remains unclear and further optimisation of the protocol may be required.

Finally, the comparison of immunoblotting and 2D-DIGE showed no correlation of the differences observed in the two methods, most likely because of the low abundance of downstream targets of Akt, PDK1 and PKC, which cannot be detected by the staining or labelling methods used in 2D gel electrophoresis. Thus, it can be concluded that this approach for functional cell signalling studies of protein phosphorylation on a global scale is rather limited. Firstly, although 2D gel electrophoresis and protein staining/labelling can provide valuable information, it suffers from several limitations, such as an inability to detect low-copy number proteins, as well as very small or large proteins and hydrophobic proteins such as membrane proteins due to their aggregation during IEF. Phosphoprotein gel staining was shown to be non-specific approach and so limited the analysis. In addition, although western blotting allows the detection of very low abundance phosphoproteins, I found that this method is not very suitable for quantitative analysis due to the variability of the amount of proteins transferred to the membrane and low-linear dynamic range of enhanced chemiluminescence (ECL) detection. In addition, the selectivity and affinity characteristics of the antibodies are of major importance since "false positive" interactions may be detected, thus reducing the applicability of this approach.
In recent years, several other methods have been proposed as highly specific and selective for large scale quantitative and qualitative analysis of the phosphoproteome. Ptacek et al. reported the use of proteome chip technology where synthetic peptides served as kinase substrates to allow extraction of consensus motifs (Ptacek et al., 2005), which were then be incorporated into in silico prediction programs for generation of phosphorylation maps. However, this approach also appeared to have limitations, as kinases are often less specific in vitro than they are in vivo. Thus, in the last few years mass spectrometry has proven to be powerful technology for proteomics and a method of choice for unbiased (i.e. hypothesis-free) analysis of in vivo phosphorylation. Olsen et al. reported a general mass spectrometry technology for identification and quantitation of phosphorylation sites as a function of stimulus, time and subcellular location (Olsen et al., 2006). They combined “double-triple labelling” using SILAC (Stable isotope labelling with amino acids in cell culture; (Ong et al., 2002)) for quantitation, strong-cation exchange chromatography (SCX) and titanium dioxide (TiO₂) chromatography for phosphopeptide enrichment (Larsen et al., 2005), and high accuracy multistage MS, to examine EGF-stimulated phosphorylation events in HeLa cells. They detected 6600 phosphorylation sites on 2244 proteins and determined their temporal dynamics after stimulation with EGF and recorded these dynamic changes in the Phosida (phosphorylation site) database. In another study, an isotopically labelled internal standard (IS) was employed to provide a quantitative measure of kinase activation status in absolute units. Cutillas P.R. et al. used MS for the quantification of PI3K-dependent protein kinase activity toward a substrate (Akt) that is highly selective for this pathway. They applied the analytical strategy of using IS to the PI3K/Akt pathway and show that it is possible to quantify signal transduction pathway activation with great precision, with high sensitivity and in a specific manner (Cutillas et al., 2006). This kind of approaches for studying dynamics of signalling networks, although complex, have been proposed to provide a missing link for cellular regulation and dynamics in signal transduction, and they could be employed in a future research project as a platform to study PI3K-dependent phosphorylation events in HB4a cells.
Chapter 4: Characterisation of insulin- and PI3K-dependent actin cytoskeleton organisation

4.1 Introduction

The actin cytoskeleton forms a complex dynamic network of filaments that maintain cell shape, enable certain cell movements and play important roles in both intracellular transport (for e.g. the movement of vesicles and organelles) and cellular division. To perform all these biological functions, the organisation of the actin cytoskeleton must be tightly regulated both temporally and spatially. Many proteins associated with the actin cytoskeleton are thus likely targets of signalling pathways that control actin assembly and reorganisation. A large number of actin-binding proteins regulate cytoskeleton organisation by controlling filament formation and contraction and also cross-linking of the actin network (Pollard and Cooper, 1986; Stossel, 1993; Welch et al., 1994; Schafer and Cooper, 1995). The activities of these proteins are often modulated by signalling molecules such as kinases and phosphorylated phosphoinositides (Janmey, 1994) as a part of complex signalling pathways.

In this chapter, the possible role of growth factor/PI3K mediated actin cytoskeleton organisation in fly haemocyte cell lines will be investigated. Most of the current knowledge about PI3K signalling-dependent actin reorganisation comes from studies of initiation of motility induced by growth factors (PDGF, EGF, IGF and insulin) in migratory cells (see Introduction). In 1994, Kotani et al. showed that insulin and IGF-1 can both induce membrane ruffling in a PI3K-dependent manner (Kotani et al., 1994). They showed that by microinjecting phosphorylated peptides, containing Y-M-X-M motifs or a mutant p85 regulatory subunit, which lacks a binding site for the
catalytic p110 subunit of PI3K, into the cytoplasm of human epidermoid carcinoma KB cells, the association of insulin receptor substrate-1 (IRS-1) with PI3K was blocked. Importantly, this inhibited insulin- or IGF-1-induced, but not EGF-induced, membrane ruffling in KB cells. In addition, wortmannin inhibited insulin- or IGF-1-induced membrane ruffling. It has been also reported that a mutation in the PDGF receptor can eliminate binding to and activation of PI3K, which then leads to a failure of porcine aortic endothelial cells to ruffle and chemotax in response to PDGF (Kundra et al., 1994; Wennstrom et al., 1994a; Wennstrom et al., 1994b). Furthermore, constitutively active PI3K mutants or the addition of exogenous PIP3 can initiate cell motility and membrane ruffling, and the use of PI3K inhibitors LY294002 and wortmannin in many studies has shown how PI3K activity is required in actin reorganisation (Arcaro and Wymann, 1993; Wymann and Arcaro, 1994).

However, in addition, with these findings, PI3K-independent growth factor mediated actin reorganisation and motility has also been reported. For example, Kovacsovics et al. showed that although thrombin receptor-activating peptide (TRAP) can activate PI3K signalling, neither wortmannin nor LY294002 altered the kinetics of actin assembly or the exposure of nucleation sites in TRAP-stimulated platelet cells. In contrast, PI3K inhibitors showed a specific inhibitory pattern of cell aggregation (Kovacsovics et al., 1995). Higaki et al. reported that in vascular smooth muscle cells, PDGF-induced chemotaxis is independent of PI3K activity, while PDGF-induced amino acid uptake, glucose incorporation, and cytoskeletal reorganisation are dependent on PI3K. They showed that wortmannin blocked PI3K activity induced by PDGF, but did not inhibit PDGF-induced chemotaxis in smooth muscle cells and Swiss 3T3 cells. They also reported that Chinese hamster ovary/Delta p85 cells overexpressing a dominant negative p85 subunit of PI3K showed a chemotactic response comparable to that of parental cells while showing a remarkable decrease in PI3K activity (Higaki et al., 1996). In addition, wortmannin and LY294002 inhibited PDGF-induced amino acid uptake and actin-stress fibre reorganization in Swiss 3T3 cells. In addition, although growth factor-mediated PI3K-dependent actin reorganisation has been proposed to occur through cross-talk between PI3K and the Rho-family small GTPases, a master regulator of the actin cytoskeleton (see Introduction), the molecular mechanisms involved are poorly understood.
The main aim of the research presented in this chapter was to establish a role for PI3K signalling in modulating actin cytoskeletal reorganisation in fly haemocyte cell lines, and to establish a model cell system that could be further used to delineate the signalling pathways downstream of PI3K that feed into the actin cytoskeleton, thereby to define possible common targets in both PI3K and small Rho GTPase signalling cascades. For these purposes, a series of experiments were conducted to assess the activation of PI3K signalling and actin cytoskeleton reorganisation induced by growth factor (insulin) treatment in the presence or absence of commonly used PI3K inhibitors in fly cells. One of the reasons for choosing fly haemocyte cells for this study is that very little is known about growth factor- and PI3K-mediated actin reorganisation in fly haemocytes in this system. Also, decades of study have revealed that D. melanogaster, which bears little resemblance to humans, nevertheless shares much of our genetic heritage and possess strikingly similar versions of the genes that promote normal human development and, when altered, contribute to disease. Moreover, numerous studies have demonstrated homology in the signalling and biochemical pathways between flies and humans. Fly cells also have a simpler genome, for example expressing only one gene for each class of PI3K. Finally, available molecular biology tools such as RNAi interference for knockdown of the expression of targeted genes are more easily employed in fly cells, facilitating specific and high-throughput functional analyses.

4.2 Insulin-dependent PI3K signalling

In order to test if PI3K signalling is linked to actin cytoskeleton remodelling in cultured Drosophila haemocyte cell lines, the first goal was to select an appropriate cell line and growth factor stimulus that can activate PI3K signalling. Three different Drosophila cell lines including S2R+, Kc167 and S2 were used. These cell lines have distinct cell shape, size and adhesion properties. The properties and culturing conditions for these haemocyte fly cell lines are presented in Table 4.1.

Although these cell lines are apparently derived from embryonic haemocytes (insect blood cells), S2 and Kc167 cells are small and round (10 μm diameter)
(Schneider, 1972), whereas S2R+ (S2 receptor plus) cells (Yanagawa et al., 1998) are large (averaging 50 μm), flat and strongly adherent to glass, plastic and extracellular matrix. Staining the three cell lines for filamentous actin with rhodamine-phalloidin showed prominent differences in their actin organisation (Figure 4.1). S2R+ cells display large wide lamellipodia and thick cortical actin, whereas in S2 and Kc167 cells the actin is accumulated in the rounded cell body, and in a thinner cortical ring, with the S2 cells displaying more heterogenous staining. All three cell lines were used to test the growth factor-mediated activation of PI3K signalling and further to test PI3K-dependent actin cytoskeleton reorganisation. However, S2R+ cells were mostly used in further studies due to their morphological properties, and knowing that there are a large number of distinct actin-related phenotypes that can be readily distinguished when gene silencing strategy, such as RNAi, is employed to these cells (Kiger et al., 2003).

<table>
<thead>
<tr>
<th>Cell line name:</th>
<th>Kc167</th>
<th>S2</th>
<th>S2R+</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Origin:</strong></td>
<td>DM dissociated embryos, 8-12h</td>
<td>DM dissociated embryos, near hatching</td>
<td>DM dissociated embryos, near hatching</td>
</tr>
<tr>
<td><strong>Characteristics:</strong></td>
<td>Hemocyte-like gene expression, phagocytic, uniformly round, clamp in sheets, ecdysone, responsive into adherent, bipolar spindle-shaped cells</td>
<td>Hemocyte-like gene expression, phagocytic, semi-adherent in colonies, round, granular cytoplasm</td>
<td>Hemocyte like gene expression, phagocytic, flat cells; Fz+ and Wg-responsive</td>
</tr>
<tr>
<td><strong>Growth media:</strong></td>
<td>Schneider’s</td>
<td>Schneider’s</td>
<td>Schneider’s and M3</td>
</tr>
<tr>
<td><strong>Doubling time (~23°C):</strong></td>
<td>Approx 24hrs</td>
<td>Approx 24hrs</td>
<td>3-4 days</td>
</tr>
<tr>
<td><strong>Recommended splitting frequency:</strong></td>
<td>2-3 days</td>
<td>2-3 days</td>
<td>2-3 days</td>
</tr>
<tr>
<td><strong>Recommended splitting dilution:</strong></td>
<td>Split 1:4</td>
<td>Split 1:4</td>
<td>Split 1:2</td>
</tr>
<tr>
<td><strong>RNAi treatable:</strong></td>
<td>+++</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Transfectable:</strong></td>
<td>++</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td><strong>Motility:</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Adherence:</strong></td>
<td>Semi-adherent</td>
<td>Semi-adherent</td>
<td>Adherent</td>
</tr>
</tbody>
</table>

Table 4.1 Drosophila haemocyte cell line characteristics

**Figure 4.1 F-actin staining of Drosophila haemocyte cell lines.** Cells were fixed and stained for F-actin and nuclei with rhodamine phalloidin (red) and DAPI (green), respectively. Images were acquired on a fluorescence microscope using a 40x objective. Scale bar = 50 μm.
Initially, to identify a suitable growth factor that can activate PI3K signalling, serum-starved S2R+ cells were stimulated with different purified or recombinant growth factors (10% foetal calf serum, bovine insulin, human EGF, mouse VEGF and human PDGF). These were chosen since they have been reported to activate PI3K signalling and to promote actin remodelling in different cell systems. Conditioned medium from cells grown for two days in serum-supplemented Schneider's medium was also used to test whether there were any cell secreted (autocrine) factors that could promote activation of PI3K. The activation of PI3K signalling was assessed by immunoblotting for phosphorylation of Ser505 of Drosophila Akt, a homologous site to Ser473 in the C-terminal hydrophobic kinase tail of mammalian Akt, which is required for its activation (see Introduction). The immunoblotting revealed increased phosphorylation of Akt and indicated that activation of PI3K took place in response to bovine insulin alone (Figure 4.2). Insulin also stimulated the phosphorylation of Thr398 of Drosophila S6K, a homologous site to Thr389 of mammalian S6K, which is critical for release of the auto-inhibitory state of S6K, and allows phosphorylation of Thr229 at the catalytic domain of S6K and kinase activation (Pullen et al., 1998). The phosphorylation of Drosophila S6K at Thr398 and its activation is known to occur downstream of PI3K/Akt in response to insulin (Lizcano et al., 2003). A moderate increase in the phosphorylation of Drosophila ERK was also detected only under insulin treatment, suggesting activation of MAPK signalling. It was notable that the other growth factors (EGF, VEGF and PDGF) and FCS treatment did not promote phosphorylation of Akt or ERK, suggesting that these growth factors of non-fly origin cannot activate the respective Drosophila membrane tyrosine kinase receptors upstream of Akt, S6K or ERK in fly haemocytes, or possibly that homologous receptors are not expressed in these cells. There was no effect of conditioned medium on the phosphorylation of Akt, S6K and ERK suggesting that there are no factors secreted from the cells that have potency to activate PI3K or MAPK signalling.
Insulin binds to the insulin receptor (InR), which possesses tyrosine kinase activity. This triggers auto-phosphorylation of the receptor on multiple tyrosine sites and downstream substrates with subsequent recruitment and activation of downstream targets such as PI3K. After establishing bovine insulin as an activator of signalling events in fly haemocytes, the induction of tyrosine phosphorylation by insulin was examined in S2R+ cells by immunostaining of fixed cells with anti-phosphotyrosine antibody (anti-pY20 Ab) (Figure 4.3). This staining revealed a signal that was heterogeneously dispersed throughout the cells before insulin treatment. Following insulin stimulation, the phosphotyrosine signal became rapidly localised to the membrane and is likely to correspond to the phosphorylation and activation of the InR and its immediate downstream targets. The staining was sustained at the membrane for around 30 minutes. After one hour of insulin stimulation, membrane staining had decreased dramatically with punctuate staining around the nucleus, suggesting that the signal of tyrosine phosphorylated proteins was internalised.
Figure 4.3 Distribution of cellular phosphotyrosine in S2R+ cells following insulin treatment. Cells were plated into a 384-well plate and maintained in Schneider's medium supplemented with 10% FCS, overnight. 10 µg/mL insulin was used to stimulate cells for different times. Cells were then fixed, permeabilised and blocked with 5% BSA in PBS for 1h, followed by overnight incubation with mouse anti-pY20 antibody. Cells were then incubated with a secondary anti-mouse antibody conjugated with FITC (1:300). Images were acquired on a Nikon 2000E fluorescent microscope using a 40x objective.

To investigate in more detail the kinetics of insulin-induced PI3K activation in S2R+ cells, a time course of insulin stimulation was performed and Ser505 phosphorylation of Akt was examined by immunoblotting. Insulin induced a rapid (within 2 minutes) phosphorylation of Akt that was sustained for the following 10 to 15 minutes, before gradually declining (Figure 4.4). Phosphorylation of the downstream kinase S6K on Thr389 was also examined and displayed a delayed response compared to Akt. S6K phosphorylation increased gradually and remained elevated for up to two hours. This data confirmed that insulin is able to activate PI3K/Akt signalling and its downstream target S6K in S2R+ cells, although the kinetics of their activation is different.
Figure 4.4 Time course of Akt and S6K phosphorylation in Drosophila S2R+ cells. S2R+ cells were maintained in serum-free medium overnight, followed by stimulation with 10 μg/mL bovine insulin for the time points indicated. Cell lysates were immunoblotted with antibodies that recognise pSer505-Akt and pThr389-S6K. Membranes were then stripped and reprobed for total Akt and S6K.

Insulin-induced signalling was also examined in S2 cells. One set of S2 cells were maintained in serum-supplemented medium and another set were maintained in serum-free medium overnight, prior to insulin stimulation. Cell lysates from each time point were then subjected to immunoblotting for pAkt, pS6K and total Akt and S6K (Figure 4.5 A and B). In both cases, the phosphorylation of Akt was not detectable prior to insulin treatment. As seen previously in S2R+ cells, addition of insulin induced the rapid intense phosphorylation of Ser505-Akt in S2 cells. In both cases, phosphorylation of Akt was sustained at the later time points of stimulation when compared to insulin treatment in S2R+ cells, although the response appeared to be biphasic in the serum-starved cells. In both conditions there was a detectable phosphorylation of Thr389-S6K before insulin treatment, with the cells that were maintained in serum-free medium displaying a more delayed response to insulin stimulation. This may suggest that factors present in bovine serum, although not able to activate PI3K signalling on there own, can augment the insulin-induced activation.
Figure 4.5 Kinetics of Akt and S6K phosphorylation in S2 cells stimulated with insulin.

A) S2 cells were maintained in serum-supplemented Schneider’s medium overnight, prior to treatment with 10 μg/mL insulin over a time course. B) S2 cells were maintained in serum-free Schneider’s medium for ~16 h prior to treatment with 10 μg/mL insulin over a time course. In both cases, cells were lysed in NP40 lysis buffer and lysates were analysed for pSer505-Akt and pThr389-S6K by immunoblotting. Membranes were reprobed for total Akt and S6K.

To exclude the constant triggering of *Drosophila* InR/PI3K signalling by insulin, which was present in the medium during the treatment, an experiment was performed where serum-starved S2 cells were treated with insulin for only one minute. The medium was then replaced with serum-free medium for the rest of the time course. In this experiment, the result from the immunoblotting suggested that S6K and ERK were phosphorylated before the insulin treatment and prior to phosphorylation of Akt (Figure 4.6). This suggests that pThr398-S6K might not be directly dependent on Akt activation, and could be related to ERK signalling or be directly regulated through InR/PI3K/PDK1 cascade as previously reported (Radimerski et al., 2002). A transient decrease of Akt phosphorylation was also observed as previously shown.
Figure 4.6 Time course of phosphorylation of Akt, S6K and ERK in transiently stimulated S2 cells. S2 cells were maintained in serum-free medium overnight. Cells were treated with 10 µg/mL bovine insulin for one minute, followed by replacement of the medium with fresh serum-free medium and incubation of the cells for the time points indicated. Cell lysates were immunoblotted for pAkt, pS6K and pERK. Zero minute corresponded to the time before insulin treatment. Other time points indicate the time of incubation of the cells in serum-free medium after the insulin-containing medium had been replaced.

Analysis of insulin-dependent activation of PI3K signalling in fly cells was further extended by examining the localisation of pSer505-Akt in S2R+ by immunofluorescence staining (Figure 4.7). There was no detectable signal of pSer505-Akt in serum-starved cells prior to insulin addition. Adding insulin promoted membrane and cytoplasmic localisation of pSer505-Akt, with the most intense membrane staining detected after 10 minutes of treatment. This process most likely represents recruitment of Akt to sites on the membrane where PIP3 is generated and it follows observed insulin-induced phosphotyrosine staining of the membrane (Figure 4.3). Interestingly, the signal of pSer505-Akt was also detectable in nuclei over the entire time course with insulin, but peaked at 10 minutes. Cells were stained in parallel for DAPI, to serve as a staining control and to detect nuclei.
Figure 4.7 Immunostaining of pSer505-Akt in S2R+ cells stimulated with insulin. S2R+ cells were plated into a 384-well plate and maintained in serum-free Schneider's medium overnight. Schneider's medium supplemented with 10 μg/mL insulin was then added to the cells for the time points indicated. Cells were then fixed, permeabilised and blocked prior to incubation with anti pSer505-Akt antibody overnight at 4°C. For immunofluorescence detection of pSer505-Akt, a secondary anti-rabbit antibody conjugated to FITC was used. Cells were also stained with DAPI to detect nuclei. Images were acquired on a Nikon 2000E fluorescent microscope using a 20x objective.

Localisation of pSer505-Akt following insulin stimulation was also examined in the less-adherent rounded Kc167 cells. Serum-starved cells treated with insulin were subjected to immunofluorescence analysis using anti-pSer505-Akt and pY99 antibodies. As with the S2R+ cells, the same phenomenon of membrane localisation of pSer505-Akt in response to insulin stimulation was observed (Figure 4.8). Membrane localisation of pSer505-Akt was detected after two minutes of insulin stimulation and remained for up to 40 minutes. Phosphotyrosine staining was more
punctuated in the serum-starved cells, but displayed membrane localisation following insulin treatment, which remained for at least 40 minutes. DAPI staining was unaffected and served as a staining control for nuclei.

![Figure 4.8 Insulin-dependent Akt activation and tyrosine phosphorylation in Kc167 cells.](image)

**Figure 4.8 Insulin-dependent Akt activation and tyrosine phosphorylation in Kc167 cells.** Kc167 cells were plated into a 384-well plate and maintained in serum-free Schneider’s medium overnight. Cells were stimulated with 10 μg/mL insulin over a time course. Cells were then fixed, permeabilised and blocked prior to incubation with anti pSer505-Akt and anti pY99 antibodies overnight at 4°C. For immunofluorescence detection of pSer505-Akt, a secondary anti-rabbit antibody conjugated to Cy5 was used, and for detection of pY99 a secondary anti-mouse antibody conjugated to FITC was used. Cells were also stained with DAPI to detect nuclei. Images were acquired on a Nikon 2000E fluorescent microscope using a 40x objective.

Taken together, these data show that insulin can promote membrane associated tyrosine phosphorylation in different *Drosophila* haemocyte cell lines and a parallel membrane associated activation of PI3K/Akt signalling with a delayed activation of the downstream target S6K.
4.3 Insulin-dependent actin reorganisation

Following on from the finding, that insulin activates PI3K signalling in this system, the next step was to test if insulin would have an effect on the actin cytoskeleton in the Drosophila haemocyte cell lines. Most experiments were performed with S2R+ cells as they display morphological properties that could facilitate the examination of changes in the actin cytoskeleton induced by growth factor-mediated PI3K activation. For this purpose, serum-starved S2R+ cells were treated with bovine insulin over a time course and cells were fixed and stained for filamentous actin (F-actin) using rhodamine-phalloidin. Cells were also stained with anti-tubulin antibody, to assess any changes in the microtubule network, and with DAPI to stain nuclei. Images were acquired automatically and captured from eight replicates, with four different fields for each replicate. Thus, a total of 32 images were collected for each time point and each staining condition. This experiment revealed actin reorganisation following insulin stimulation. The most obvious change was an increase in F-actin staining at the cell cortex at the early time points (2-30 minutes) of the stimulation. By 60 minutes the cortical actin staining was lost and appeared as intense punctuated staining within the cell (Figure 4.9). Tubulin staining was relatively unaffected by insulin treatment up to 30 minutes, although at later time points there were some indications of reorganisation of microtubule network revealed by more condensed staining patterns.
Figure 4.9 Insulin-dependent actin cytoskeleton reorganisation in S2R+ cells. S2R+ cells were plated into a 384-well plate in serum-free Schneider's medium overnight. Cells were then treated with 10 μg/mL bovine insulin over a time course. Cells were then fixed, permeabilised and stained with rhodamine-phalloidin (1:1000), FITC-conjugated anti-tubulin antibody (1:300) and DAPI (1:2000) for 1 h. Images were collected automatically on a Nikon 2000E fluorescence microscope, using a 20x objective.
A statistical analysis of total pixel intensity for each time point on each channel (rhodamine-phalloidin, FITC and DAPI) was carried out using MetaMorph software. The pixel intensities at each time point (Figure 4.10) were used to calculate the ratios of F-actin/tubulin (TRITC/FITC) and F-actin/nuclear staining (TRITC/DAPI), which were then plotted against time of insulin stimulation (Figure 4.11). This analysis showed that there was no significant change in the level of total F-actin with insulin stimulation, suggesting that insulin only promotes F-actin reorganisation and re-localisation, rather than altering the F-actin expression level.

**Figure 4.10** Graphical representation of the total pixel intensity for actin, tubulin and nuclear staining in S2R+ cells stimulated with insulin. Total pixel intensities of 32 images for each time point and each staining condition were calculated using MetaMorph software and average values with standard deviation (SD) bars for each time point were plotted.

**Figure 4.11** Graphical representation of the ratio of F-actin/tubulin and F-actin/nuclear staining intensities in S2R+ cells stimulated with insulin.
In addition to the S2R+ cells, Kc167 cells were also used as a second cell model to test the effect of insulin on actin cytoskeleton reorganisation. Kc167 cells, in general, have a different morphology than S2R+ cells, being more rounded with no cortical lamella. Kc167 were starved overnight and then stimulated with insulin over a time course, followed by fixing and staining for F-actin (Figure 4.12). This experiment showed that even in rounded cells insulin promoted actin reorganisation, characterised by a transient increase in F-actin staining at the cell cortex, similar to that observed in S2R+ cells.

Figure 4.12 F-actin staining of Kc167 cells stimulated with insulin. Kc167 cells were maintained in serum-free Schneider's medium overnight and then stimulated with 10 μg/mL bovine insulin. Cells were fixed, permeabilised and then stained with rhodamine phalloidin (1:1000 in PBS, 1h) for detection of F-actin. Scale bar = 50 μm.

To study time-dependent membrane dynamics related to insulin-mediated cortical actin reorganisation, S2R+ cells were also filmed by time-lapse microscopy before and after insulin stimulation. Snap-shots of the movie and a kymograph are presented in Figure 4.13, and are representative images from three independent experiments.
Figure 4.13 Insulin induces intense membrane ruffling in S2R+ cells. S2R+ cells were plated onto uncovered glass-bottomed culture dishes and phase-contrast images were captured every 20 seconds before and after insulin stimulation using a time-lapse microscopy system, with a 100x oil-immersion objective. Cell images are shown from the movie at the indicated time points with zero minute representing the time point of insulin addition. On the right is a kymograph showing the pixel intensities across a section of the cell membrane over the time course (indicated in black line in the first image). The kymograph was generated in MetaMorph software. The scale bar = 50 μm. (The figure is a representative from four independent experiments).

This time-lapse approach revealed that quiescent S2R+ cells display a low level of membrane ruffling characterised by dynamic protrusions and retraction of the cell edge which was increased in response to insulin treatment. This intense membrane ruffling is likely to be driven by insulin-dependent reorganisation of cortical actin.

4.4 PI3K-dependent actin reorganisation

Data from the previous sections showed that insulin activates PI3K signalling in Drosophila cell lines and results in actin cytoskeleton reorganisation in cells with different morphologies. In order to test if this insulin-induced actin cytoskeleton reorganisation is PI3K-dependent, several experiments were performed using the commercially available and widely used PI3K inhibitors LY294002 and wortmannin.

Firstly, the PI3K inhibitors were tested to see if they could block insulin-dependent activation of PI3K. This was monitored by immunoblotting for pSer505-Akt in S2R+
cells. Concentrations of LY294002 (100 μM) and wortmannin (100 nM) were chosen based on previous published work in *Drosophila* cells, which showed that these concentrations could block PI3K activity in Kc167 and S2 cells (Lizcano *et al*., 2003). Both LY294002 and wortmannin were able to block the insulin-dependent phosphorylation of Akt at Ser505 confirming previous observations (Figure 4.14).

**Figure 4.14 PI3K inhibitors block insulin-dependent phosphorylation of Akt.** S2R+ cells were plated at 80% confluence in Schneider’s medium supplemented with 10% FCS. After ~16 hours, cells were pre-treated with 100 μM LY294002 or 100 nM wortmannin for 20 min, followed by 20 minutes treatment with 10 μg/mL bovine insulin. Cells were lysed in NP40 lysis buffer, and lysates were subjected to immunoblotting for pSer505-Akt, followed by stripping blots and re-probing for total Akt.

To test whether actin cytoskeleton organisation is dependent upon PI3K in *Drosophila* haemocytes, S2R+ and Kc167 cells were treated with LY294002 and wortmannin, before fixing and staining for F-actin with rhodamine-phalloidin (Figure 4.15). It was evident that PI3K inhibition disrupted the normal actin structure of S2R+ cells as shown by a loss of cortical F-actin staining and with retraction of the cell edges leaving a few processes attached to the substrate. This was more evident in LY294002 *versus* wortmannin treated cells.
Figure 4.15 F-actin staining of S2R+ cells treated with PI3K inhibitors. S2R+ cells were maintained in Schneider’s medium supplemented with 10% FCS before treatment with 100 μM LY294002 or 100 nM wortmannin for 20 min. Cells were washed with PBS, fixed, permeabilised and stained for F-actin with rhodamine-phalloidin (1:1000 in PBS) for 1h. Pictures were captured on a fluorescence microscope, using a 40x objective. Arrows indicate the spiked structures left at the cell edges following inhibitor-induced retraction. Scale bar = 50 μm.

In Kc167 cells, the well-defined cortical actin ring was also disrupted in response to PI3K inhibition. Cells also displayed spiked structures at the cell edge in response to LY294002 (Figure 4.16), but not in response to wortmannin.

Figure 4.16 F-actin staining of Kc167 cells treated with PI3K inhibitors. Kc167 cells were maintained in Schneider’s medium supplemented with 10% FCS before treatment with LY294002 (100 μM) or wortmannin (100 nM) for 20 min. Cells were fixed and permeabilised prior to F-actin staining with rhodamine-phalloidin. Pictures were captured on a fluorescence microscope using a 40x objective. Scale bar = 50 μm.
To test if insulin-dependent membrane ruffling was regulated by PI3K signalling, S2R+ cells were treated with PI3K inhibitors or DMSO vehicle prior to insulin stimulation and filmed using phase-contrast time-lapse microscopy (Figure 4.17). From the movies themselves and snap-shots taken at various time points, it was obvious that both inhibitors could block membrane ruffling in the cells. Generated kymographs confirmed that these inhibitors blocked virtually all dynamic protrusion of the membranes suggesting a role for PIP3 in the regulation of actin dynamics in cells at steady state. In addition, both induced a retraction of the cell edge, leaving processes attached to the substrate. The insulin-induced increased in membrane ruffling was also blocked by both inhibitors. There were, however, differences in the kinetics of the effects produced by the two inhibitors. Whereas both caused immediate inhibition of membrane ruffling; the cellular retraction, loss of cortical lamella and formation of spiked structures was delayed in LY294002-treated cells versus wortmannin-treated cells and did not occur until after insulin treatment.

Figure 4.17 Phase-contrast time-lapse movies of S2R+ cells treated with DMSO and PI3K inhibitors, LY294002 and wortmannin prior to insulin stimulation. S2R+ cells were plated onto uncoated glass-bottomed dishes in Schneider’s medium supplemented with 10% FCS, overnight. Images for a movie were then captured every 10 seconds using a phase contrast time-lapse microscope with a 100x oil-immersion lens. Cells were filmed for 5 minutes prior to treatment with DMSO, LY294002 (100 µM) or wortmannin (100 nM) (labelled on the figure as -10’), followed by insulin (10 µg/mL) addition after a further 10 minutes (labelled as 0’). On the right are kymographs showing the pixel intensities across a section of the cells (indicated by white lines in left-hand image). Kymographs were generated in MethaMorph software, and are representative from three independent experiments.
Lower concentrations of LY294002 (10 and 50 μM) were also tested and showed that these concentrations of LY294002 could also block basal ruffling and cause cellular contraction. However, at these concentrations insulin-induced membrane spreading and ruffling was not prevented (Figure 4.18).

Figure 4.18 Time-lapse movies of S2R+ cells treated with LY294002 prior to insulin stimulation. S2R+ cells were plated onto uncoated-glass bottomed dishes in Schneider’s medium supplemented with 10% FCS, overnight. Images were captured every 10 seconds on a phase contrast time-lapse microscope using a 100x oil-immersion lens. Cells were filmed for 15 min. prior to treatment with 10 μM LY294002 or 50 μM LY294002 and 10 minutes after this treatment insulin (10 μg/mL) was added for an additional 20 min. Kymographs were created in Metamorph software by drawing lines perpendicular to the cell membrane and pixel intensities along these lines combined across the time course.

Taken together, these data show that PI3K activity is required for actin cytoskeleton remodelling in response to insulin in fly haemocyte cell lines. This remodelling was characterised by increased filamentous actin staining and cell spreading at the cell cortex and an increase in the rate of membrane ruffling, although no directional cell movement was observed.
4.5 Conclusions

The actin cytoskeleton participates in many cellular processes, including the maintenance of cell shape, coordinated cell movement and intracellular trafficking. To coordinate such a vast array of cellular functions, the actin cytoskeleton must be dynamic and adaptable, i.e. it must be able to adapt to rapidly changing conditions and external stimuli, such as exposure to mitogenic factors and hormones.

In an attempt to define a role for PI3K in regulating the actin cytoskeleton, Drosophila haemocyte cell lines were used as a model system to explore growth factor-dependent activation and kinetics of PI3K signalling and growth factor/PI3K-dependent actin cytoskeleton reorganisation in vitro. Several growth factors (insulin, EGF, PDGF, VEGF and calf serum) were tested in order to establish the best one to use to study PI3K-dependent actin cytoskeletal reorganisation. Western blotting for pSer505-Akt, an established downstream target of active PI3K, showed that EGF, PDGF, VEGF and calf serum did not promote the phosphorylation of Akt in S2R+ cells, suggesting that Drosophila EGFR and PVR, the fly homologues of mammalian VEGFR and PDGFR (Duchek et al., 2001; Cho et al., 2002), do not bind and respond to these non-fly growth factors. In addition, incubation of cells in conditioned medium did not result in Akt phosphorylation, suggesting that there were no autocrine growth factors secreted from cells, which were then able to activate tyrosine kinase receptor signalling and subsequently PI3K activation. Only insulin treatment was able to induce phosphorylation Akt at Ser505 site, suggesting that bovine and fly insulin are similar enough to trigger the Drosophila receptor, and confirming previous findings that the main activator of PI3K signalling in Drosophila haemocytes occurs through activation of the insulin receptor (InR).

InR is a tyrosine kinase that requires ligand binding for its activation and to promote autophosphorylation on tyrosines, which triggers activation of downstream signalling pathways that regulate glucose uptake, mitogenesis, growth etc. Activated InR is known to be internalised and then subjected to degradation or recycling that brings the receptors back to the plasma membrane (Di Guglielmo et al., 1998). In the study here, the activation of the receptor was indirectly followed by phosphotyrosine
immunostaining in both S2R+ and Kc167 cell lines. It was observed that prior to insulin stimulation the phosphotyrosine signal was distributed heterogeneously inside cells. In the early minutes of insulin stimulation this phosphotyrosine signal was dramatically increased at the cell membrane, suggesting phosphorylation and activation of the InR and its substrates were taken place. The phosphotyrosine signal was found to be sustained on the membrane for around 30 minutes, after which the staining became perinuclear, suggesting that translocation of the receptor to intracellular compartments has happening, and that it could be degraded or recycled, possibly through endosomes, to the cell surface as previously reported in other cell lines (Fehlmann et al., 1982; Carpentier et al., 1985).

PI3K is known to be a downstream target of activated receptor tyrosine kinase and is recruited into a signalling complex through interaction of the two SH2 domains of the regulatory subunit (p85) via the sequence motif pY-X-X-M (where X is any amino acid), which exist in receptor tyrosine kinases (i.e. InR) or their adaptor molecules (i.e. insulin receptor substrate, IRS). This reaction brings PI3K to the inner side of the plasma membrane where it can interact with its substrates, the phosphoinositides, leading to their phosphorylation on position 3’ of the inositol ring and the production of lipid second messengers such as PIP3. This is followed by recruitment of PH-domain containing molecules (such as Akt) to the membrane, which is a crucial step for their phosphorylation and activation (Chan et al., 1999). The kinetics of PI3K activation in S2R+ and Kc167 cell was examined by following the phosphorylation of Akt and its cellular localisation. It was observed that the phosphorylated Akt signal was very low in either serum-starved or serum-supplemented randomly growing cells, but was rapidly induced upon insulin stimulation and became localised to the plasma membrane, presumably due to the generation of PIP3 by PI3K. My data reported here thus supports the previous findings in other cell systems.

The pAkt signal was also found to be increased in the nucleus in response to insulin, suggesting that nuclear translocation of phosphorylated Akt has taken place (Webster, 2004). This may be required for the phosphorylation of some Akt targets (e.g. forkhead transcription factors (FOXO), the transcriptional regulator Bcl-6 and
the cell cycle regulators p27\textsuperscript{Kip1} and p21\textsuperscript{Cip1/WAF1}, which are nuclear. Recent reports showed that the role of pAkt in the nucleus could be to phosphorylate and inactivate its targets by promoting their translocation out of the nucleus and their accumulation in the cytoplasm (Webster, 2004). For example, when FOXO3a is phosphorylated by Akt in the nucleus, it is expelled from the nucleus and sequestered in an inactive complex with 14-3-3, thus preventing transcription of pro-apoptotic genes such as Bim- and p27\textsuperscript{Kip1}, and that promotes cell survival (Webster, 2004; Trotman et al., 2006). In addition, Zhou \textit{et al.} showed that a dominant negative Akt mutant (DN-Akt) inhibits cell growth due to nuclear localisation of p21\textsuperscript{Cip1/WAF1} (Zhou et al., 2001). They demonstrated that Akt normally associates with p21\textsuperscript{Cip1/WAF1} and phosphorylates a consensus threonine residue (Thr145) in its nuclear-localisation signal, leading to the cytoplasmic localisation of p21\textsuperscript{Cip1/WAF1} and preventing it from inhibiting cell cycle progression and promoting cell proliferation. The analysis of PI3K/Akt activation in response to insulin stimulation in S2R+ cells showed that phosphorylation of Ser505-Akt peaked at the very early time points of the insulin stimulation and then gradually declined. Interestingly, a biphasic regulation of pAkt (a transient decrease followed by sustained increase) was induced by insulin in S2 cells, and was shown to be more prominent in serum-starved cells (Figure 4.5). This appears to be a novel observation in fly haemocyte cells, although a biphasic phosphorylation of Akt has been reported previously in other cell types (Nagano et al., 2001). However, it is unclear whether this represents a real cellular response that is relevant to signalling output, or a consequence of different extraction due to the re-localisation of pAkt following growth factor triggering.

The activation of pS6K was also examined since it is known to be a downstream target of PI3K signalling through PDK1 (Williams et al., 2000), Akt (Lizcano et al., 2003) and the mTOR/Raptor complex (Sarbassov et al., 2005). An antibody that recognises phosphorylated Thr389 (which is located in a hydrophobic sequence outside the catalytic domain) was chosen because phosphorylation of this site is known to lead to activation of S6K and phosphorylation of ribosomal protein S6 with concomitant up-regulation of translational capacity of cells including increased ribosome biosynthesis (Pearson et al., 1995). In the study here, only insulin induced the phosphorylation at this site of S6K, and this phosphorylation followed Akt and
MAPK activation. The regulation of pS6K by PI3K/Akt and/or Ras/MAPK signalling is still unclear, but several studies have suggested possible cross-talk between these two signalling pathways. It was shown that PI3K can be activated through direct association with active GTP-bound Ras (Rodriguez-Viciana et al., 1997), perhaps through the Ras-binding domain of the catalytic subunit p110. Ras can activate PI3K \textit{in vitro}, but its relevance for normal PI3K function \textit{in vivo} has not been defined. Humans express two forms of S6K. Although it has been shown that S6K1 can be phosphorylated \textit{in vitro} by Ras/MAPK signalling (Mukhopadhyay et al., 1992), it appears that S6K1 residues are distinctly recognised from the Ras/MAPK-dependent phosphorylation motifs (Ballou et al., 1991). On the other hand, S6K2, which is also regulated by PI3K and mTOR (Lee-Fruman et al., 1999), can be activated \textit{in vivo} by MAPK (Wang et al., 2001). Both human S6K1 and S6K2 are more similar to each other than to the single S6K gene present in \textit{Drosophila}. However, DS6K, like S6K2, contains a C-terminal proline-rich domain which may be involved in SH3 domain-mediated protein-protein interaction important in S6K signalling (Ballou et al., 1991). Here, I showed that DS6K can be activated by insulin, though the kinetics of activation compared with Akt (and ERK) activation varied depending on the conditions in which the cells were maintained. S6K activation was delayed in the absence of serum, suggesting serum factors may prime the activation in response to insulin. As both ERK and Akt were activated by insulin, the relative contribution of MAPK and PI3K signalling to S6K activity is unknown, and further studies will be required to address this signalling event.

After I established the process of insulin-dependent activation of PI3K signalling in the \textit{Drosophila} haemocyte cell models, I then examined the effect of the InR/PI3K signalling cascade on the actin cytoskeleton. One of the early events in the insulin response is the reorganisation of actin filaments and two types of insulin-dependent morphological changes in actin filaments have been described, depending on the cell type studied: an increase in actin stress fibre formation, dynamic polymerisation and depolymerisation of actin below the plasma membrane, more commonly referred to as ‘membrane ruffling’ (Goshima et al., 1984b; Ridley and Hall, 1992a). It is well established that insulin rapidly induces actin remodelling in a variety of cell types including HeLa cells (Goshima et al., 1984a), Rat-1 fibroblasts and CHO cells.
overexpressing the insulin receptor (Knight et al., 1995; Clodi et al., 1998) and Swiss 3T3 fibroblasts (Ridley et al., 1992a; Ridley et al., 1992b). However, no such reports exist for fly haemocytes, widely used in studying the role of the insulin/PI3K signalling, particularly in regulating proliferation, cell size, survival and metabolism (Leevers et al., 1996; Weinkove et al., 1999; Franke et al., 2003). Only recently, a study on fly migratory haemocytes in vivo showed that PI3K is an essential mediator for cell polarisation and directed cell migration (Wood et al., 2006). This study showed although haemocyte cells can sense a chemotactic gradient from PDGF/VEGF ligands Pvf2 and Pvf3, these directed migrations occur independently of PI3K signalling. Confocal analysis of embryos expressing a dominant-negative kinase dead form of the D. melanogaster PI3K catalytic subunit (Dp110D954A), specifically in haemocytes, showed normal haemocyte distribution at all stages of development, and these cells appeared morphologically indistinguishable from their wild-type counterparts exhibiting dynamic lamellipodia and filapodia formation. However, PI3K was required for haemocytes to polarise and chemotax toward a laser-ablated wound site and in the mutant-expressing embryos, wounds remained largely undetected by the haemocytes. In addition, implantation of DMSO- or LY294002-presoaked beads into the embryos showed that DMSO beads became surrounded by haemocytes, whereas no cells chemotaxed toward the beads soaked in the PI3K inhibitor.

Herein, I showed that PI3K signalling can contribute to actin organisation in fly haemocytes in vitro and that this occurs both basally and in response to growth factor (insulin) stimulation. I used a time course of insulin stimulation and statistical analysis of filamentous actin staining to reveal that whilst the total level of F-actin staining did not change dramatically with the treatment, there was a rapid increase in F-actin staining at the cell cortex that remained for 30 minutes. This was followed by a dramatic reorganisation of cytoskeletal structures, both of F-actin and microtubules, observed as a loss of cortical actin lamellipodia and microtubule condensation. Since F-actin reorganisation followed the kinetics of insulin-dependent Akt activation, this suggested to me that cytoskeletal reorganisation might be PI3K-dependent in this cell model. To test this, I used LY294002 and wortmannin to examine the effects of PI3K inhibition on actin reorganisation in response to insulin. Treatment with both
inhibitors resulted in disruption of cortical actin and efficiently blocked basal- and insulin-induced membrane ruffling. This was accompanied by apparent retraction of the cell edges resulting in loss of cortical lamellipodia and in generation of spiked structures that were relatively devoid of F-actin. There were, however, differences in the kinetics of the cell retraction caused by LY294002 and wortmannin. The observed difference in inhibitor efficiency could have been due to the different solubility of the drugs, the time taken for the drugs to enter cells and reach their targets, the half-life of the inhibitors and their target specificity. Moreover, for LY294002 at least, there was a dose-dependent response for blockade of insulin-dependent membrane ruffling; high concentration of LY294002 (100 μM) blocked both basal and insulin-dependent membrane ruffling, whereas only basal ruffling was blocked when cells were pre-treated with lower doses of LY294002 (10 or 50 μM). Although wortmannin and LY294002 have served as powerful tools for implicating PI3Ks in a wide range of physiological processes, and much of our understanding of PI3K action in cells derives from the use of these two reagents, they are broadly active against the whole PI3K family showing little specificity among members. In addition, they also appear to target other kinases such as GSK-3, CK II, and non-kinases (Gharbi et al., 2007). Consequently, little is known about the specific signalling functions of individual PI3Ks and further work could include the use of class specific PI3K inhibitors. Indeed, Knight et al. used a set of new generation PI3K class-specific inhibitors to define the PI3K isoforms required for insulin signalling (Knight et al., 2006). They identified p110α as the critical lipid kinase required for insulin signalling in adipocytes and myotubes, whereas p110β and p110δ played a secondary role in insulin signalling in these cells. They also showed that compounds targeting p110α blocked the acute effects of insulin treatment in vivo, whereas a p110β inhibitor had no effect. These results illustrate the use of a systematic target validation approach employing a panel of inhibitors that span a protein family. However, these inhibitors have not been tested in fly cells or their specificity towards Drosophila PI3K determined. This area could be the subject of future work. Another approach for examining the role of specific molecules in signalling is to employ RNAi-mediated gene silencing. I used this approach in the next chapter to further explore the role of PI3K and other signalling molecules in regulating the actin cytoskeleton.
The physiological role of insulin-triggered cytoskeletal re-arrangements is not completely clear. Although it may be involved in stimulating glucose up-take by promoting GLUT-4 (glucose transporter) insertion at membrane ruffles in some cell types (Khayat et al., 2000), it is also possible that the actin reorganisation itself is permissive for other actions of insulin such as signalling, DNA synthesis and gene expression. In addition, PI3K-induced changes in the actin cytoskeleton can be related to some physiological roles of PI3K signalling in fly haemocyte cells such as phagocytosis. Fly haemocytes have been reported to be phagocytic (Ramet et al., 2002). Phagocytosis is an essential component of the innate immune response that involves extensive cytoskeletal rearrangement and membrane remodelling (Aderem and Underhill, 1999). PI3K activity is known to be required for effective phagocytosis (Araki et al., 1996; Gillooly et al., 2001; Allen et al., 2005). For instance, Allen et al. showed that ulcerogenic (type I) strains of Helicobacter pylori (Hp) strongly activated class Ia PI3K in macrophages, a process which can coincident with phagocytosis, and caused endogenous p85 and active Akt accumulation in forming phagosomes. In addition, they observed that wortmannin and LY294002 inhibited phagocytosis in a dose-dependent manner, and blockade of engulfment correlated directly with loss of PIP3 in the membrane adjacent to the attached bacteria. In this study, it was also shown that PIP3 regulated actin polymerization at sites of Hp uptake. Further examinations would be required to show if PI3K-mediated actin cytoskeleton organisation and membrane ruffling are required for phagocytosis in fly haemocytes in vitro.

In conclusion, the work I presented in this chapter of my thesis has shown that PI3K signalling in fly haemocyte cells in vitro can be triggered by insulin and the kinetics of activation of downstream targets depends on the existing growth conditions. Also, dual regulation of p70S6K by PI3K/Akt and Ras/MAPK as a mechanism was implicated, and these pathways are an area for further research. In addition, I established that activation of the insulin receptor signalling pathway can cause dynamic actin reorganisation, which is blocked by PI3K inhibitors and is therefore PI3K-dependent. So most importantly, I developed a cell model system for further examination of the mechanisms involved in PI3K-dependent actin regulation using RNAi and proteomics, the focus of the following chapter.
Chapter 5: Functional proteomic analysis of PI3K signalling and actin regulation in *Drosophila* cells

5.1 Introduction

Work from the previous chapter, showed that PI3K signalling is involved in insulin-stimulated actin cytoskeleton remodelling and that this signal specifically initiates new cortical actin polymerisation in *Drosophila* haemocyte cell lines. The aim of the work I present in this chapter was to identify possible downstream targets of this PI3K activity and to study their molecular function. To study this I used a combination of technologies, RNAi-dependent gene silencing, 2D-DIGE global protein expression profiling and cellular phenotype analysis by fluorescence microscopy.

Initially, a 2D-DIGE analysis experiment was performed using *Drosophila* cell lines with different morphologies to establish culturing conditions, such as generating sufficient amounts of protein, needed for protein expression profiling. In addition, this experiment was also designed to examine the feasibility of matching protein changes with cellular phenotype, particular cellular morphology among cells with different morphologies.

The main aim was then to perform proteomic analysis of S2R+ cells following RNAi knockdown of specific genes involved in the PI3K signalling and actin cytoskeletal regulation (Kiger *et al*., 2003). The RNAi strategy was applied with the aim of overcoming some of the limitations of PI3K drug treatment, such as hidden target specificity (Brann *et al*., 1996; Bain *et al*., 2003), but also to extend the
functional analysis of putative downstream targets of PI3K. RNAi is a sequence-specific, post-transcriptional, gene silencing process mediated by short interfering RNA (siRNA) molecules (see Chapter 1). In this study, RNAi was applied to silence the expression of genes that are involved in PI3K signalling and cytoskeleton regulation, and it was carried out in a model Drosophila cell line. Several factors make RNAi in Drosophila cell lines an excellent approach for functional genomic studies. Firstly, the complete genome sequence of Drosophila melanogaster has been mapped (Adams et al., 2000), and the well-annotated Drosophila genomic sequences have simplified the design of gene-specific double-stranded RNAs (dsRNAs) for knockdown of expression of specific genes. Secondly, RNAi is extremely efficient in Drosophila cells, facilitating partial to complete knockdown in 98-100% of cells. Thirdly, RNAi in fly cells is a very simple technique, as it requires simple addition of the dsRNA to the culture medium without the need for expensive transfection reagents. Finally, Drosophila has been a favoured tool for genetic studies for over 100 years and is an excellent model in which to identify genes involved in cellular and developmental processes. It is furthermore remarkable that the Drosophila genome encodes homologues of over 60% of human disease genes and also lacks much of the genetic redundancy observed in vertebrates (Rubin et al., 2000).

Quantitative proteomic analysis of selective RNAi knockdowns was carried out using 2D-DIGE to define protein profiles for each RNAi treatment. Mass spectrometry was used to identify differentially expressed proteins. In this way novel downstream targets of PI3K and regulators of actin could be identified. Overlapping sets of protein expression changes among the different RNAi treatments were then subject to further analysis, which will aim to carry out pathway mapping. Immunoblotting analyses were used to confirm the results of the 2D-DIGE and MS analyses. Finally, immunofluorescence microscopy was performed to study morphological changes and actin reorganisation in cells subjected to the different RNAi treatments, and to try to link these changes with the observed changes in the proteome.
5.2 Evaluation of 2D-DIGE for comparative analysis of protein expression profiles in Drosophila cell lines displaying distinct morphological phenotypes

Initially, a pilot experiment was performed aimed at establishing culturing conditions for the Drosophila cells needed to generate sufficient amounts of protein for 2D-DIGE expression profiling. Four different fly cell lines (S2R+, Kc167, S2 and Clone 8) were used and their protein expression profiles were generated by 2D-DIGE, followed by comparative protein abundance analysis. S2R+, S2 and Kc167 cells have been reported to display haemocyte cellular properties (Schneider, 1972). As described previously, S2R+ cells are phagocytic, adherent and flat cells. S2 cells grow in semi-adherent colonies and display a rounded morphology with a granular cytoplasm. Kc167 cells are also phagocytic and uniformly round. Clone 8 cells were derived from the wing disc, they are semi-adherent, elongated and can grow in multiple layers (Peel et al., 1990). Thus, this experiment was designed to examine the feasibility of matching protein changes with cellular phenotype, particular cellular morphology.

The four cell lines were plated at ~1.5x 10^6 cells/mL in 6-well culture dishes, and maintained in the appropriate fly medium supplemented with 10% FCS until they reached confluence. To test for method reproducibility, cells were grown as triplicate cultures, which were analysed separately (biological replicates). Cells were lysed and an equal amount of total protein lysate (100 µg) from each sample was labelled with Cy3 or Cy5 dyes. In parallel, a pool was prepared by mixing an equal amount of protein from each sample and was labelled with Cy2 (Figure 5.1). Protein lysates labelled with Cy3 and Cy5 from different cell lines were mixed appropriately on different gels to avoid biases (Figure 5.1). Cy2-labelled pool was run on each gel to serve as an internal standard to facilitate spot matching, as it is comprised of all proteins from the four different samples used in the analysis, data normalisation across gels in one run and quantitation across the gels (Figure 5.1). The six gels were scanned at three different wavelengths (Chapter 2, Table 2.2) to generate 18 protein spot maps.
Figure 5.1 Experimental design of NHS-Cy dye labelling to compare protein expression profiles of four different Drosophila cell lines by 2D-DIGE. S2R+, S2, Kc167 and Clone 8 cells were grown in triplicate cultures until fully confluent and then lysed in NHS-lysis buffer. Equal amounts of protein lysate (100 µg) were labelled with 400 pmol of Cy3 (red plates) or Cy5 (blue plates). A Cy2-labelled internal standard (yellow) was prepared by mixing equal amounts of each protein lysate. Cy3 and Cy5 labelled samples were then mixed appropriately, including the Cy2 internal standard in each mixture. Mixed samples were then run on six individual 2-D gels and fluorescent images captured. The figure shows the labelling strategy and superimposed images generated for the six gels (from Image Quant software). Changes in expression of specific proteins are shown as green (up in Cy3 channel), red (up in Cy5 channel) and blue (up in Cy2 channel).

Quantitative comparison of protein expression and differential analysis was carried out using DeCyder software. Triple images obtained from the same 2D gels were automatically curated and matched using the differential in-gel analysis (DIA) module.
of DeCyder, since the images are directly superimposable. DIA was used to estimate the protein spot number on each gel (Figure 5.2). The matched images were then imported into the biological variance analysis module (BVA), where protein spots from a selected master gel (Figure 5.3) were matched with the corresponding spots across the other gel images.

**Figure 5.2 Differential image analysis using DeCyder software.** A) A scatter plot of spot volumes and number versus volume ratio is shown with the threshold ratio set at +/- 1.5 (+/- 2 SD) (vertical lines). White spots represent matched protein features displaying no changes in abundance between two protein samples run on the same 2-D gel. Red spots represent features from one sample with an increased volume ratio compared to their counterparts from the other sample, while blue spots represent features with decreased volume ratios. B) Representative 2D-DIGE image extracted from DIA showing protein features with similar (white), increased (red), and decreased (blue) volume ratios between two samples run on the same gel. C) Cy3 and Cy5 separated gel images. Protein features displaying a fold-change in abundance ≥1.5 fold or ≤-1.5 are circled red (increased) and blue (decreased), respectively.
A total of 1930 features were detected on the master gel. Image analysis and statistical evaluation of differences between the four cell lines revealed many protein features that displayed differential expression (≥ 1.5 or a ≤ -1.5 average-fold change in abundance;  p<0.05, n=3). This showed that the cell lines are very different in terms of their expressed proteomes. The number of common proteins differentially expressed between each of the three haemocyte cell lines is presented as a Venn diagram (Figure 5.4). A total of 54, 87 and 90 protein isoforms, of which 17, 17 and 13 unique protein spots, were found differentially expressed when the ratios of the protein abundances were compared between S2R+ and S2, Kc167 and S2, and S2R+ and Kc167 cells, respectively. Thus it would appear that the S2R+ and S2 cells are
similar, which is perhaps not surprising since the S2R+ cell line was cloned from the
S2 cell line. The overlap between the comparisons on the Venn diagram represents the
number of common protein species whose abundances were changing significantly
between the corresponding comparisons. For instance, 9 common protein species
were differentially expressed in S2R+ and Kc167 cells, respectively, when compared
to the their counterparts in S2 cells; 49 common protein species were differentially
expressed in S2 and S2R+ cells, respectively, when compared to the their counterparts
in Kc167 cells; 16 protein species were differentially expressed in S2 and Kc167
cells, respectively, when compared to the their counterparts in S2R+ cells. 12 out of
1930 protein features displayed significant differences in abundance among all three
haemocyte cell lines.

![Figure 5.4 Venn diagram showing the number of differences expressed and overlapping protein spots between three haemocyte cell lines.](image)

Clone 8 cells were found to display an even greater number of differentially
expressed proteins when compared with each haemocyte cell line (Figure 5.5). 59
protein features were significantly differentially expressed in Clone 8 cells compared
to all haemocyte cell lines. In addition, there were 14, 18 and 53 protein features
differentially expressed in Clone 8 cells compared to S2, Kc167 and S2R+ cells,
respectively. The other overlaps in the sections represent the number of common
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protein species differentially expressed in Clone 8 when compared to the two corresponding haemocyte cell lines.

Figure 5.5 Numbers of Clone 8-specific differentially expressed protein features compared to fly haemocyte cell lines. Number of protein spots in Clone 8 showing a ≥ 1.5 or a ≤ -1.5 average-fold change, (p<0.05, n=3) versus haemocyte cell lines: S2, S2R+ and Kc167.

The highly abundant differentially expressed protein spots were subjected to MALDI-TOF MS analysis. Gels were stained with CCB and protein spots were excised from gels and subjected to trypsin digestion and MALDI-TOF MS analysis. Since the number of protein features differentially expressed was so high it could be argued that these protein expression changes are unlikely only to reflect differences in the morphologies of the cells alone. Indeed the identification for some of the abundant proteins showed these to be mainly enzymes involved in redox homeostasis (slow superoxidase dismutase, cytosolic thioredoxin peroxidase variant 2, glutathione-S transferase E2) and co-factors involved in protein transcription and translation (EF1beta, eIF-5A, CG5224, 40S ribosomal protein S12, bicaudal-transcription factor) (Table 5.1). Two actin-binding proteins: cofilin and annexin B9a, were also differentially expressed between cell lines. Two isoforms of cofilin were identified, and both were found to be significantly downregulated in S2R+ flat adherent cell line, when compared to cell lines with rounded morphologies (S2 and Kc167). In addition to this, in Clone 8 cells acidic and basic isoforms of cofilin were significantly downregulated and upregulated, respectively, when compared to their counterparts in the haemocyte cell lines S2R+ and S2 cells. Both cofilin isoforms were significantly downregulated in Clone 8 cells when compared to their counterparts in Kc167 cells (Table 5.1, Appendix 2).
<table>
<thead>
<tr>
<th>Spot No.</th>
<th>Name</th>
<th>NCBI No.</th>
<th>pI (pred)</th>
<th>MW (pred)</th>
<th>Seq. Cov (%)</th>
<th>Score p&lt;0.05</th>
<th>No. of Peptides</th>
<th>Av. Ratio</th>
<th>S2R+/Kc167</th>
<th>Kc167/S2</th>
<th>S2R+/S2</th>
<th>Clone 8</th>
<th>Clone 8/Kc167</th>
<th>Clone 8/S2</th>
<th>Clone 8/S2R+</th>
<th>Clone 8/Kc167</th>
<th>Kc167/S2</th>
<th>Kc167</th>
<th>S2R+/S2</th>
<th>S2R+/Kc167</th>
</tr>
</thead>
<tbody>
<tr>
<td>1610</td>
<td>AnnexinB9a</td>
<td>10121901</td>
<td>4.77</td>
<td>36302</td>
<td>24</td>
<td>165/59</td>
<td>17</td>
<td>1.77</td>
<td>0.00092</td>
<td>1.04</td>
<td>0.78</td>
<td>1.7</td>
<td>0.0064</td>
<td>1.09</td>
<td>0.0089</td>
<td>1.53</td>
<td>0.027</td>
<td>1.12</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>1632</td>
<td>CG31196, 14-3-3e</td>
<td>23171618</td>
<td>4.74</td>
<td>29326</td>
<td>65</td>
<td>169/59</td>
<td>18</td>
<td>-1.07</td>
<td>0.34</td>
<td>1.34</td>
<td>0.028</td>
<td>1.25</td>
<td>0.081</td>
<td>-1.11</td>
<td>0.11</td>
<td>-1.51</td>
<td>0.00075</td>
<td>-1.19</td>
<td>0.052</td>
<td></td>
</tr>
<tr>
<td>1768</td>
<td>CG1519, Proteasome a7 subunit</td>
<td>7303843</td>
<td>5.46</td>
<td>27772</td>
<td>65</td>
<td>162/59</td>
<td>17</td>
<td>1.35</td>
<td>0.00005</td>
<td>-1.08</td>
<td>0.45</td>
<td>1.51</td>
<td>0.018</td>
<td>-1.02</td>
<td>0.92</td>
<td>-1.1</td>
<td>0.53</td>
<td>1.32</td>
<td>0.038</td>
<td></td>
</tr>
<tr>
<td>1824</td>
<td>EF-1-beta and EF-1-delta stimulate the exchange of GDP bound to EF-1-alpha to GTP binding</td>
<td>28317119</td>
<td>7.66</td>
<td>24921</td>
<td>72</td>
<td>205/59</td>
<td>18</td>
<td>1.24</td>
<td>0.074</td>
<td>-1.47</td>
<td>0.025</td>
<td>1.83</td>
<td>0.0043</td>
<td>1.64</td>
<td>0.11</td>
<td>1.11</td>
<td>0.59</td>
<td>2.04</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td>1832</td>
<td>CG17523, Glutathione S transferase E2</td>
<td>19922528</td>
<td>5.39</td>
<td>25440</td>
<td>33</td>
<td>80/59</td>
<td>9</td>
<td>1.27</td>
<td>0.035</td>
<td>-1.21</td>
<td>0.46</td>
<td>1.55</td>
<td>0.19</td>
<td>-1.53</td>
<td>0.042</td>
<td>-1.86</td>
<td>0.12</td>
<td>-1.2</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>1841</td>
<td>Cytoplasmic thioredoxin peroxidase variant 2</td>
<td>12744791</td>
<td>5.52</td>
<td>21952</td>
<td>44</td>
<td>101/59</td>
<td>10</td>
<td>1.76</td>
<td>0.092</td>
<td>1.36</td>
<td>0.29</td>
<td>1.32</td>
<td>0.38</td>
<td>1.42</td>
<td>0.0083</td>
<td>0.03</td>
<td>0.0012</td>
<td>2.3</td>
<td>0.013</td>
<td></td>
</tr>
<tr>
<td>1857</td>
<td>similar to CG3644, bicaudal, regulation of transcription from RNA polymerase II promoter</td>
<td>21627285</td>
<td>6.85</td>
<td>17727</td>
<td>48</td>
<td>76/59</td>
<td>6</td>
<td>1.33</td>
<td>0.005</td>
<td>-1.44</td>
<td>0.00037</td>
<td>1.92</td>
<td>0.00038</td>
<td>-1.02</td>
<td>0.49</td>
<td>-1.47</td>
<td>0.0075</td>
<td>1.36</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>1874</td>
<td>CG4254, Cofilin, actin severing and depolymerisation</td>
<td>7291724</td>
<td>6.74</td>
<td>17428</td>
<td>82</td>
<td>96/57</td>
<td>18</td>
<td>-2.85</td>
<td>0.00003</td>
<td>2.46</td>
<td>0.0016</td>
<td>-0.27</td>
<td>0.0001</td>
<td>-2.07</td>
<td>0.00021</td>
<td>-1.2</td>
<td>0.079</td>
<td>-5.9</td>
<td>0.00001</td>
<td></td>
</tr>
<tr>
<td>1875</td>
<td>6IF-5A, translational initiation</td>
<td>21626746</td>
<td>6.74</td>
<td>17428</td>
<td>49</td>
<td>64/57</td>
<td>8</td>
<td>-5.07</td>
<td>0.00001</td>
<td>1.41</td>
<td>0.0028</td>
<td>-2.36</td>
<td>0.0003</td>
<td>-1.15</td>
<td>0.055</td>
<td>-1.62</td>
<td>0.0018</td>
<td>-1.46</td>
<td>0.0069</td>
<td></td>
</tr>
<tr>
<td>1867</td>
<td>CG4254, Cofilin, actin severing and depolymerisation</td>
<td>7291724</td>
<td>6.74</td>
<td>17428</td>
<td>68</td>
<td>78/59</td>
<td>19</td>
<td>-3.26</td>
<td>0.00002</td>
<td>1.36</td>
<td>0.0005</td>
<td>-4.45</td>
<td>0.0001</td>
<td>2.11</td>
<td>0.0005</td>
<td>2.86</td>
<td>0.00001</td>
<td>-1.56</td>
<td>0.0012</td>
<td></td>
</tr>
<tr>
<td>1885</td>
<td>Slow superoxide dismutase</td>
<td>4572573</td>
<td>5.68</td>
<td>15200</td>
<td>52</td>
<td>86/59</td>
<td>7</td>
<td>-2.03</td>
<td>0.00003</td>
<td>1.2</td>
<td>0.014</td>
<td>-0.23</td>
<td>0.00003</td>
<td>-2.09</td>
<td>0.00005</td>
<td>2.5</td>
<td>0.00005</td>
<td>1.24</td>
<td>0.00001</td>
<td></td>
</tr>
<tr>
<td>1892</td>
<td>40S ribosomal protein S12</td>
<td>902622</td>
<td>7.1</td>
<td>16970</td>
<td>62</td>
<td>138/59</td>
<td>10</td>
<td>-1.03</td>
<td>0.56</td>
<td>-1.28</td>
<td>0.012</td>
<td>1.24</td>
<td>0.011</td>
<td>1.14</td>
<td>0.056</td>
<td>-1.47</td>
<td>0.29</td>
<td>-1.18</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>1894</td>
<td>Cyclophilin 1</td>
<td>33598266</td>
<td>8.43</td>
<td>18067</td>
<td>86</td>
<td>175/59</td>
<td>16</td>
<td>1.81</td>
<td>0.0066</td>
<td>1.62</td>
<td>0.0076</td>
<td>1.08</td>
<td>0.37</td>
<td>-1.76</td>
<td>0.0099</td>
<td>-1.09</td>
<td>0.29</td>
<td>-1.01</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>1902</td>
<td>RH27794p</td>
<td>21064703</td>
<td>7.82</td>
<td>17216</td>
<td>60</td>
<td>61/57</td>
<td>13</td>
<td>1.26</td>
<td>0.019</td>
<td>1.3</td>
<td>0.02</td>
<td>-1.03</td>
<td>0.69</td>
<td>-1.62</td>
<td>0.0027</td>
<td>-1.24</td>
<td>0.064</td>
<td>-1.29</td>
<td>0.032</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1 2D-DIGE protein expression analysis of *Drosophila* cell lines with different morphologies and MS-based protein identifications. Protein features displaying differential expression are shown. Values are average ratios of abundance between different cell lines (S2R+/Kc167, S2R+/S2, Kc167/S2, Clone 8/S2R+, Clone 8/S2 and Clone 8/Kc167). T-test *p* values are given as a measure of confidence for each ratio measured. Values for protein isoforms shaded in light and dark grey were significantly up- and down-regulated (>1.5 fold; *p* ≤ 0.05; n=3), respectively. Proteins were identified by MALDI-TOF peptide mass fingerprinting. Protein name and/or *Drosophila* annotation ID, NCBI accession number from database searches, sequence coverage (%), database search score and number of matched nentides are given for each of the identified proteins.
As this analysis represents only a snapshot of the protein expression that could occur in each cell line, it is hard to link the differentially expressed or cell line-specific proteins to certain biological functions and cell properties with greater assurance. There were no obvious patterns or links to indicate altered morphology or other cellular processes. For these reasons further protein identification by mass spectrometry of the differentially expressed proteins was not carried out. Most importantly, this experiment provided a baseline of the growth conditions and Cy-dye labelling conditions for further analysis of fly proteins by 2D-DIGE.

5.3 Functional genomic and proteomic analysis of PI3K signalling and actin regulation in S2R+ cells

One of the main aims of this work was to carry out a functional proteomic and genomic analysis of RNAi-treated S2R+ cells as a method to identify PI3K-dependent protein targets that act as morphology modifiers. Taking into account that PI3K signalling induces actin reorganisation in S2R+ cells and that this PI3K-dependent modification of the actin cytoskeleton could be achieved through interaction of selected genes with small GTPases of the Rho-family (see Chapter 1), selected genes of the PI3K and small GTPase signalling pathways were targeted for knockdown of their protein expression using RNAi strategy. Protein expression in these knockdowns was quantified and compared using the 2D-DIGE platform, in combination with mass spectrometry, for protein identification. An additional goal was to correlate protein expression changes resulting from perturbation of these signalling pathways with phenotypic changes (cell morphology, actin cytoskeleton organisation and cell size) resulting from RNAi knockdown. The identification of common targets was carried out as it could assist in mapping the signalling pathways involved, and possibly reveal nodes of signalling cross-talk. This study was performed on S2R+ cells, because of their morphological properties and their potential to reorganise actin cytoskeleton in response to acute activation of PI3K signalling, and also a large number of distinct actin-related phenotypes can be distinguish when RNAi strategy is used, as reported by Kiger et al. 2003.
5.3.1 2D-DIGE experimental design

2D-DIGE analysis was used to compare protein expression profiles of total cell lysates from control untreated S2R+ cells and knockdowns treated with interfering dsRNAs for selected genes involved in PI3K and Rho-family small GTPase signalling. Two separate experiments were performed, due to the fact that there is a limitation in the number of 2D gels that can be run in a single experiment. In the first experiment Rac1 plus Rac2, Cdc42 and Arp3 were targeted for RNAi-mediated silencing (Table 5.2 A). These genes are known to be involved in actin polymerisation and formation of lamellipodia (Kunda et al., 2003). In the second experiment, p110 (the catalytic subunit of PI3K), PTEN, Akt, Ras, Abi plus Hem, cofilin and GFP were targeted (Table 5.2 B). GFP would serve as a control to examine possible “off-target” effects of the RNAi treatment itself. Cofilin was actually chosen for the second experiment since it was identified as a differentially expressed protein in the first experiment, and it is known to regulate actin cytoskeleton organisation. Abi and Hem were selected based on their involvement in regulation of actin polymerisation (Bogdan and Klambt, 2003).

To assess reproducibility in both experiments, each RNAi condition was analysed as biological triplicates, meaning that cells were plated and treated with the corresponding dsRNAs in three separate cultures, which were grown and prepared independently. Cells were treated with dsRNAs and maintained in 10% serum-supplemented medium for five days to allow knockdown of expression before harvesting. Equal amounts of proteins from each RNAi condition were then labelled with Cy3 or Cy5. A standard pool was also prepared by mixing equal amount of proteins from each condition and labelled with Cy2. Labelled protein samples and standard pool were mixed appropriately (Table 5.2 A and B), and run on 24 cm, pH 3-10, non linear IPG strips in the first dimension, followed by separation of the proteins by 12% SDS-PAGE in the second dimension.
Table 5.2 Experimental design for 2D-DIGE analysis of RNAi-treated cells

A) 2D-DIGE protein expression comparison of RNAi treatments Rac1 plus Rac2, Cdc42 and Arp3 with untreated cells. The table shows labelling of triplicates from each condition with Cy3 or Cy5, including the Cy2 labelled pool run on each gel.

<table>
<thead>
<tr>
<th>Gel No</th>
<th>Cy dye</th>
<th>Gel 01</th>
<th>Gel 02</th>
<th>Gel 03</th>
<th>Gel 04</th>
<th>Gel 05</th>
<th>Gel 06</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cy3</td>
<td>Ctrl</td>
<td>Ctrl</td>
<td>Arp3</td>
<td>Rac1+Rac2</td>
<td>Cdc42</td>
<td>Cdc42</td>
<td></td>
</tr>
<tr>
<td>Cy5</td>
<td>Rac1+Rac2</td>
<td>Arp3</td>
<td>Rac1+Rac2</td>
<td>Cdc42</td>
<td>Ctrl</td>
<td>Arp3</td>
<td></td>
</tr>
<tr>
<td>Cy2</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td></td>
</tr>
</tbody>
</table>

B) 2D-DIGE protein expression comparison of RNAi treatments p110, PTEN, Akt, Ras85D, PTEN, Cofilin, Abi plus Hem, Cofilin and GFP with untreated cells. The table shows the combination of Cy3 and Cy5 labelled sample triplicates run on each gel, including the Cy2 labelled pool.

<table>
<thead>
<tr>
<th>Gel No</th>
<th>Cy dye</th>
<th>Gel 01</th>
<th>Gel 02</th>
<th>Gel 03</th>
<th>Gel 04</th>
<th>Gel 05</th>
<th>Gel 06</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cy3</td>
<td>Ctrl</td>
<td>Ctrl</td>
<td>p110</td>
<td>p110</td>
<td>Abi+Hem</td>
<td>Abi+Hem</td>
<td></td>
</tr>
<tr>
<td>Cy5</td>
<td>Ras</td>
<td>PTEN</td>
<td>PTEN</td>
<td>Cofilin</td>
<td>Cofilin</td>
<td>p110</td>
<td></td>
</tr>
<tr>
<td>Cy2</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gel No</th>
<th>Cy dye</th>
<th>Gel 07</th>
<th>Gel 08</th>
<th>Gel 09</th>
<th>Gel 10</th>
<th>Gel 11</th>
<th>Gel 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cy3</td>
<td>Ras</td>
<td>Ras</td>
<td>PTEN</td>
<td>Cofilin</td>
<td>Akt</td>
<td>GFP</td>
<td>Ctrl</td>
</tr>
<tr>
<td>Cy5</td>
<td>Abi+Hem</td>
<td>Akt</td>
<td>Akt</td>
<td>GFP</td>
<td>GFP</td>
<td>Ctrl</td>
<td></td>
</tr>
<tr>
<td>Cy2</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td>Pool</td>
<td></td>
</tr>
</tbody>
</table>

In the first 2D-DIGE experiment three different RNAi treatments (Arp3, Rac1 plus Rac2 and Cdc42 RNAi knockdowns) prepared as triplicates were compared with untreated controls on 6 gels, thus generating 18 fluorescent spot maps (Table 5.2 A). In the second 2D-DIGE experiment, a combination of eight different conditions (seven RNAi conditions (p110, Akt, Ras85D, PTEN, Cofilin, Abi plus Hem and GFP) plus an untreated control, were prepared as triplicates and run on 12 gels, generating 36 fluorescent images (Table 5.2 B). Examples of one gel set of three images derived from each fluorescence channel for Cy2, Cy3 and Cy5 are shown in Figure 5.6. Image analysis was carried out using DeCyder software. Briefly, triple fluorescent images from the same 2D gel were automatically curated and matched in the DIA module. Then, matching and comparison of protein features across different gels was
performed using internal landmarks comprising abundant protein features present in all gel images using the BVA module.

Figure 5.6 Representative Cy2, Cy3, Cy5 fluorescence gel images obtained from a single 2D gel in the 2D-DIGE experiment. Equal amounts of Cy3 and Cy5 labelled protein samples, derived from p110 and coflin RNAi-knockdown cells were mixed with an equal amount of Cy2-labelled internal standard pool. Proteins were separated by 2D gel electrophoresis, and the gel was scanned at the appropriate excitation/emission wavelengths to generate the set of three images shown.
Subsequently, statistical analysis was performed where the average abundances of protein features for each condition were compared with those of the untreated control. Protein features displaying a $\geq 1.5$ or $\leq -1.5$ average-fold change in abundance, displaying reproducible changes ($p<0.05$, $n=3$) and matching on all images were selected for MS-based identification. The two individual analyses and statistical evaluation of differences between untreated control sample and RNAi-treated samples revealed a total of 40 differentially expressed protein features. Gels were post-electrophoretically stained with CCB and gel images matched to the fluorescent images. A pick list of 39 proteins of interest was generated. Spots were excised robotically and subjected to MS-based protein identification.

### 5.3.2 Protein identification by mass spectrometry

Differentially expressed proteins from the two 2D-DIGE experiments were initially subjected to identification by MALDI-TOF MS peptide mass fingerprinting and MASCOT database searching (see Chapter 2). In cases were peptide mass fingerprints could not be matched to available predicted Drosophila protein sequences, the search was extended to all species available in the databases. Furthermore, LC-MS/MS was used in cases where a protein ID could not be obtained by MALDI-TOF MS analysis (see Chapter 2). In total, 27 of the 40 differentially expressed protein features were identified with high confidence (Table 5.3, Appendix 3). All protein features yielded single protein identifications, and two spots yielded the same protein identification suggesting isoforms of the same gene product. The 2D gel migration of most of the identified differentially expressed proteins in 2D gels is shown in Figure 5.7. Of the 13 unidentified protein features, some were of low abundance and gave poor spectra, whiles the others stained well with CCB and gave spectra of good quality, but could not be identified from database searches. The identified proteins were grouped according to their known biological functions (Figure 5.8).
Table 5.3 2D-DIGe differential protein expression analysis of RNAi-treated cells and MS-based protein identifications. Protein features displaying differential expression in S2R+ cells treated with dsRNA for the knockdown of expression of Drosophila Arp3, Cdc42, Rac1 plus Rac2, Pten, Ras, PI3K, Ras, Akt, coflin, Aliplu, and GFP are shown. The table includes data combined from two separate experiments. Values are average ratios of abundance from dsRNA treated cells versus untreated control cells from three separate cultures. T-test p values are given as a measure of confidence for each ratio measured. Values for protein isoforms shaded in light and dark grey were significantly up- and down-regulated (>1.5 fold; p< 0.05; n=3), respectively. Proteins were identified by MALDI-TOF peptide mass fingerprinting and LC-MS/MS peptide sequencing (latter method denoted by * in ‘Score’ column). Protein name and/or Drosophila annotation ID, NCBI accession number from database searches, sequence coverage (%) database search score (denominator is threshold score at p=0.05), number of matched peptides and molecular function are given for each of the identified proteins.
Figure 5.7 A representative gel displaying the position of differentially expressed proteins in the two experiments. Blue circle = proteins identified in the first experiment. Black circle proteins = identified in the second experiment. White circle = unidentified proteins from the first experiment. Red circle = a common protein differentially expressed in the two experiments.
5.3.3 Differentially expressed proteins identified by 2D-DIGE/MS

**Metabolic enzymes.** Two of the differentially expressed proteins are predicted to be involved in carbohydrate metabolism. CG10160 (Ecdysone-inducible gene L3, ImpL3), with L-lactate dehydrogenase activity, was found to be upregulated (1.75 fold difference) in cells subjected to RNAi-mediated silencing of PTEN, whilst isocitrate dehydrogenase, a mitochondrial enzyme which participates in the citric acid cycle, was found to be downregulated by 1.75 and 1.6 fold in cells subjected to knockdown of coflin and Abi plus Hem, respectively.

**Redox enzymes.** Five of the identified proteins are classified or predicted to be enzymes involved in redox regulation. Three of these enzymes (1-cys peroxiredoxin 2540, GST D5 and GST E9) were differentially expressed only in cells subjected to RNAi treatment for the knockdown of PTEN (Figure 5.9). The two other enzymes were peroxiredoxin 6005 and oxidoreductase CG4199. Peroxiredoxin 6005 was upregulated in Abi plus Hem knockdown cells, which also displayed moderated downregulation of 1-cys peroxiredoxin 2540 (Figure 5.9). CG4199 was upregulated in the RNAi knockdowns for Arp3 and Rac1+Rac2. An example of the mass spectrum and database search report for peroxiredoxin 6005 is shown in Figure 5.10.
Figure 5.9 Examples of redox enzymes displaying RNAi-induced changes in protein expression. Proteins 1-cys-peroxiredoxin 2540, GST D5 and peroxiredoxin 6005 display differential expression in cells subjected to PTEN and Abi plus Hem RNAi-induced gene silencing. Proteins were identified from gels by MALDI-TOF MS. Examples of gel position and 3D-images of protein spots, as well as graphs showing relative abundance were derived from DeCyder image analysis. Graphs show the standardised protein abundance (ratio of the volume of a test gel feature versus the volume of the corresponding standard gel feature) for each RNAi condition. Triplicate data points are shown for spots from the untreated and treated samples with lines joining the average values.
Figure 10. MS-based identification of peroxiredoxin 6005 protein by peptide mass fingerprinting. A) The peptide mixture generated from tryptic digest of the protein spot number 1914 was analysed by matrix-assisted laser-desorption/ionisation time-of-flight MS (MALDI-TOF MS) to generate the mass spectrum shown. Circled masses show the two trypsin peaks (m/z 842.509 and 2211.104) used for internal calibration. B) The list of peptide masses from the processed spectrum was searched against the NCBI theoretical peptide fragment database using Mascot and gave three ‘hits’ for peroxiredoxin with probability-based scores higher than the threshold value (59 in this case) where p=0.05 meaning the ‘hit’ is highly significant. C) Protein sequence coverage of the matched peptides for the top ‘hit’ represents 56% of the sequence of peroxiredoxin 6005. Sequences and masses of the matched peptides are shown at the bottom of the figure. D) Error distribution displays the mass error of each peptide in ppm compared to its counterpart in the database.
**Actin binding proteins.** Five out of the 26 'hits' obtained from MS database searches were actin binding proteins predicted to be involved in cytoskeletal organisation. Two of these protein spots yielded the same identification meaning that this differentially expressed protein exists as two isoforms. This protein was identified with high confidence as cofilin (twinstar, CG4254). Peptide mass fingerprints for both forms are shown in Figure 5.12. Mascot search results from one form are shown in Figure 5.13. The two isforms of cofilin, found to be differentially expressed in several knockdown conditions (Table 5.3) ran with similar molecular weights (~17 kDa), but different pls (acidic form pl=5.69, and basic form pl=6.74) (Figure 5.11). This initial peptide mass fingerprint did not reveal any modification that could explain the shift in the pl of the two cofilin spots.

![Image of 2D-DIGE gel with cofilin isoforms](image-url)  
*Figure 5.11 Representative 2D-DIGE gel image displaying the position of the acidic and basic cofilin isoforms identified by MS.*
Figure 5.12 Representative MALDI-TOF MS spectra of two cofilin isoforms. Mass spectra were acquired on an Ultraflex MALDI-TOF mass spectrometer. The upper (red) panel shows the MS spectrum of master spot number 2237, corresponding to the acidic isoform, and the lower (blue) panel shows the spectrum of the basic spot (master spot number 2293).
Figure 5.13 Database searching for identification of basic cofilin by peptide mass fingerprinting. Proteins were picked and digested with trypsin and the peptide mixture generated was analysed by MALDI-TOF-MS. A). Score distribution of protein ‘hits’ identified in the database search. B) Peptide mass mapping against the theoretical peptide masses in the NCBI database using Mascot identified cofilin with a score of 139 and 95% sequence coverage. The list of matched peptides and modifications (variable and fixed) are shown in bold red lettering. C) Error distribution displays the mass error of each peptide in ppm compared to its counterpart in the database.
Perhaps the most interesting observation from the analysis was that the acidic coflin spot displayed an opposite expression profile in the p110 and PTEN knockdown cells, as expected for a bona fide target of PI3K signalling (Figure 5.14).

Figure 5.14 The acidic form of coflin is regulated by both PI3K/PTEN and actin modulators. A) Representative 2D-DIGE gel images and 3-D fluorescence profiles of the acidic and basic coflin protein isoforms in untreated S2R+ (Ctrl), coflin, PTEN and p110 knockdown samples, including gel images and 3-D fluorescence profiles of the acidic and basic coflin protein isoforms in untreated control and cells subjected to RNAi treatments. B) Relative abundances of the acidic and basic isoforms of coflin in respective RNAi-treated cells. Values represent the average of three measurements from biological replicates. Error bars represent the standard deviation.
The acidic cofilin spot was downregulated in PTEN (-1.57 fold) and moderately upregulated in p110 (1.14 fold). Additionally, knockdown of Arp3, Cdc42 and Rac1 plus Rac2 resulted in an up-regulation of the acidic cofilin spot (Figure 5.14), whereas in the double knockdown of Abi plus Hem the expression of the acidic cofilin was differentially downregulated. Importantly, expression of the two cofilin isoforms was potently downregulated in the cells subjected to silencing of cofilin gene expression (Figure 5.14). This confirmed that the dsRNA treatment, over five days, resulted in loss of protein expression and is applicable even to relatively abundant proteins that can be detected by 2D-DIGE. It thus proves the efficiency of RNAi in this Drosophila cell system.

Actin related protein 66B (Arp3, CG7558), a component of the Arp2/3 complex required for de novo actin nucleation and actin polymerisation (Chapter 1), was also found to be significantly downregulated (-2.83 fold) in cells targeted for knockdown of expression of Arp3 (Figure 5.15). Again, this observation demonstrated that the RNAi strategy had been successful for silencing this target gene. MALDI-TOF MS-based identification of Arp3 is shown in Figure 5.16 A and B.

![Figure 5.15 Loss of Arp3 protein in cells subjected to RNAi-mediated knockdown of Arp3. A) Migration of Arp3 protein in 2-D gels and its 3-D profile obtained from DeCyder and displaying loss of the Arp3 protein in arp3 RNAi-treated cells. The pick arrow indicates on the missing protein spot in Arp3 RNAi-mediated knockdown sample. B) Histogram showing average standardised abundance of Arp3 expression in untreated (Ctrl), Arp3, Rac1/2 plus Rac2 and Cdc42 RNAi-treated cells. Error bars show standard error of the mean from triplicate measurements.](image-url)
Figure 5.16 MS-based identification of Arp3 protein by peptide mass fingerprinting. A) Spot 781 was picked from a gel and digested with trypsin as described in Chapter 2. The peptide mixture generated was then analysed by MALDI-TOF MS to generate the mass spectrum shown. B) The list of peptide masses from the processed spectrum was searched against the NCBI database using Mascot and gave two ‘hits’ for Arp3 with probability-based scores higher than the threshold value (59 in this case) where p=0.05. Protein sequence coverage of the matched peptides for the top ‘hit’ represents 50% of the sequence of Arp3. Sequences and masses of the matched peptides are shown at the bottom of the figure.

Misato (CG1424), a putative component of the cytoskeleton, was another actin binding protein found to be upregulated in Arp3 knock-down cells.
Annexin B11 (CG9968) has also been reported to be an actin-binding protein (Gerke et al., 2005) that was found to be downregulated in most of the RNAi treatments, including the GFP RNAi treatment (Table 5.3). This indicated that this change may be due to an off-target effect of dsRNA treatment.

**Protein synthesis and processing.** Three differentially expressed protein spots identified by MS were categorised as enzymes involved in protein synthesis and processing. CG5706, an enzyme with phenylalanine tRNA ligase activity, was found to be upregulated only in cells with reduced expression of Arp3. Cysteine proteinase-1 was downregulated in cells targeted for knockdown of PTEN, whilst fragile X-related protein was downregulated in cells subjected to PTEN, coflin and Abi plus Hem RNAi-mediated gene silencing.

**Heat shock proteins.** Two heat shock proteins (Hsp), Hsp60 and Hsp68, were upregulated in cells with loss of expression of Arp3 and Rac1 plus Rac2, and in cells subjected to double RNAi treatment of Abi plus Hem, respectively.

**Other Drosophila proteins.** Among the other proteins identified as being differentially expressed was ubiquitin in the cells subjected to p110, Akt, Abi plus Hem and GFP RNAi-induced gene silencing (Table 5.3). However, the theoretical mass and pI of this ubiquitin did not correspond to the mass and pI of the protein feature on the 2D gel. This suggests that this differentially expressed protein might be ubiquitinated. However, other sequence information was not available to enable its identification. CG10424-PA was also identified. This protein has no known or predicted function and was significantly upregulated in the PTEN knockdown cells. Finally, upregulation of the capsid polypeptide derived from *Drosophila C* virus was observed in cells subjected to RNAi treatments for knockdown of Arp3, Cdc42 and Rac1 plus Rac2 expression.

**Contaminant proteins.** Six protein species were identified as contaminants derived from the bovine serum used in the growth medium. There were different isoforms of albumin and antitrypsin found to be significantly differentially expressed in the samples treated for silencing of expression of p110, Akt1, Arp3 and Rac1 plus
Rac2 (Table 5.3). Since each condition was prepared as biological triplicates, and cells were washed thoroughly and analysed separately, the differential presence of these serum-derived proteins suggests that cells subjected to these RNAi treatments may have altered adhesive properties resulting in retention of these abundant “sticky” serum proteins.

5.3.4 Characterisation of cofilin phosphorylation

The presence of two cofilin isoforms, which had different electrophoretic migration properties, and the observed differential expression of the acidic isoform in p110, PTEN, Arp3, Rac1 plus Rac2, Cdc42 and Abi plus Hem RNAi knockdown cells, suggested that cofilin may be post-translationally modified. Based on previous 2D studies (Hensbergen et al., 2005) and the fact that cofilin can be phosphorylated (Agnew et al., 1995), it was reasoned that the acidic isoform might be a phosphorylated form. To test whether phosphorylation was indeed present, a titanium dioxide (TiO₂) enrichment strategy for phosphopeptides was employed (Larsen et al., 2005) prior to repeat MS analysis. This method was carried out in collaboration with Dr M Larsen, Odense University, Denmark. Briefly, tryptic digests from the two cofilin gel features were loaded onto TiO₂-coated beads packed into gel loading tips. These “microcolumns” were then washed and bound phosphorylated peptides were eluted in ammonia solution. Eluates were acidified and then analysed by MALDI-TOF MS. This approach clearly identified a peptide with mass corresponding to a phosphorylated form of the N-terminal tryptic peptide (Ac-ASGVTVSDVCK+P) (Figure 5.17). Moreover, comparison of spectra from the acidic and basic isoforms, showed that 80 Da silt between peaks corresponding to the phosphorylated and unphosphorylated forms of this peptides, including that the phosphorylation was specific for the acidic isoform (Figure 1.17)
Figure 5.17 Proteomic analysis of cofilin phosphorylation. Enlarged regions of MALDI-TOF MS spectra showing the TiO₂-enriched N-terminal phosphopeptide of *Drosophila* cofilin, and non-enriched tryptic digests from gel pieces containing the acidic and basic Cofilin isoforms. The 80 Da mass difference between the phosphorylated and unphosphorylated peptides is indicated (Data for the figure were obtained from Dr M Larsen).

Furthermore, LC-MS/MS-based sequencing of the TiO₂-enriched phosphopeptide pool confirmed that this peptide was phosphorylated at Ser3 (Figure 5.18). Significantly, this modification is known to inactivate cofilin, preventing it from binding to and severing actin filaments (Agnew et al., 1995; Bamburg, 1999).
Figure 5.18 Analysis of enriched cofolin phosphopeptides by LC-MS/MS. Titanium dioxide-enriched phosphopeptides from the acidic and basic cofolin spots on the 2D gel were analyzed by LC-MS/MS. A) Single ion chromatograms of the doubly charged N-terminal phosphorylated peptide Ac-ApSGVTVSDVCK (m/z 622.8). Upper panel shows the single ion chromatogram obtained from the basic cofolin spot and the lower panel shows the single ion chromatogram obtained from the acidic cofolin spot. The ion is only detected in the lower ion chromatogram. B) Tandem mass spectrum of the phosphorylated peptide Ac-ApSGVTVSDVCK (\(^*\) indicates carbamidomethylation of cysteines). The y-ion series is illustrated together with a few b-ion fragments that localise the phosphorylation site to the N-terminal serine residue. (Data for the figure were obtained from Dr M Larsen)
In addition, the MS/MS analysis suggested that cofilin might also be phosphorylated on Thr6 (Figure 5.19) or Ser8, at lower stoichiometry - a finding that needs further validation.

![Diagram showing phosphorylation sites on cofilin peptide](image)

Figure 5.19 Analysis of TiO₂-enriched cofilin phosphopeptides by LC-MS/MS reveals partial phosphorylation on Thr6 in the Ac-ApSGVTVSDVCK peptide. (Data for the figure is obtained from Dr M Larsen). It has been proposed that the y-ion KCVDSVT (m/z 808.43) could be partially phosphorylated at threonine. Although KCVDSVpT with m/z 888.43 was not seen in the spectra, possible due to the low stoichiometry (black arrow), the peak m/z 790.43 could indicate a loss of a phosphate of 98 Da from KCVDSVpT (m/z 888.43).

5.3.5 Validation of differences in protein expression observed by 2D-DIGE

The main approach to validate the efficiency of RNAi-induced loss of protein expression relied on the specific detection of proteins by immunoblotting. However, it is important that using 2D-DIGE and MS reduced expression of both Arp3 and cofilin was detected in all the respective RNAi knockdowns. Since the systematic generation of new antibodies is time-consuming and costly, only proteins for which antibodies
were available were further analysed and validated using immunoblotting. Firstly, phosphorylation of Akt at Ser505 and Akt levels in all samples subjected for RNAi were analysed by western blotting, since *Drosophila* specific anti-pSer505-Akt and anti-Akt antibodies were available (Figure 5.22). This immunoblotting revealed the RNAi-induced loss of Akt expression. Furthermore, the pAkt level was found significantly lower in p110 RNAi knockdown cells, showing that the expression of p110, the catalytic subunit of class I PI3K, was successfully reduced by RNAi, abrogating PIP3 production and the activation of downstream molecules. As expected, in contrast to the Akt and p110 knockdowns, PTEN RNAi-mediated knockdown gave significantly higher levels compared to the untreated control, the GFP control and other RNAi treatments (Figure 5.20). This data confirms that phosphorylation at the Ser505 site in Akt is dependent upon PIP3 levels. Interestingly, phosphorylation of Akt was not perturbed in the Ras knockdown cells, since Ras has been reported to be an upstream activator of PI3K (Rodriguez-Viciana et al., 1997; Vanhaesebroeck et al., 2001). An unexpected observation was the increased phosphorylation of Akt in Rac1 plus Rac2 and Arp3 RNAi knockdown cells. This raises the possibility of a regulating a feed-back loop downstream of Rac.

![Figure 5.20 Validation of pAkt and Akt levels in the protein lysates derived from RNAi knockdowns.](image)

Since it was apparent that cofilin phosphorylation was responsive to changes in both PI3K and Rho-family small GTPase signalling pathway components, *Drosophila* pSer3-cofilin antibody was raised against the *Drosophila* protein, for further study of the signalling events involved. This *Drosophila*-specific antibody was also made
since the available human anti-pSer3-cofilin antibody did not recognise *Drosophila* protein. Once available, the anti-pSer3-cofilin antibody was used to confirm the phosphorylation of Ser3 in the differentially expressed acidic cofilin spot. 2D-immunoblotting revealed that the antibody recognised only the acidic form of cofilin (Figure 5.21). Unfortunately, the lack of an anti-cofilin antibody precluded the validation of the non-phosphorylated cofilin isoform or comparison of the levels of the two cofilin isoforms by immunoblotting.

![Figure 5.21 Validation of Ser3 phosphorylation of cofilin by 2D immunoblotting. Enlarged and aligned regions of 2D-DIGE, CCB and anti-pSer3-cofilin 2D immunoblot images.](image)

In addition, pSer3-cofilin levels were assessed by western blotting to confirm PI3K-dependent cofilin phosphorylation using the same samples from the 2D-DIGE experiment (Figure 5.24). The immunoblotting confirmed the observations that the level of cofilin phosphorylation was altered in PTEN (downregulated) and p110 (upregulated) compared to the untreated control. As expected, phosphorylation of cofilin was barely detected in cofilin RNAi-treated samples.

![Figure 5.22 Immunoblotting analysis of pSer3-cofilin levels in control untreated and RNAi-treated S2R+ cells confirming PI3K/PTEN modulation of cofilin phosphorylation and cofilin knockdown.](image) Protein lysates from the respective knockdowns were subjected for 1D SDS-PAGE and western blotting for pSer3-cofilin. Relative abundance is shown below the blot as a % of the control, and is the average calculated from densitometry measurements of blots from three independent experiments.
5.3.6 Investigation of morphological changes and actin cytoskeleton organisation in S2R+ cells subjected to specific RNAi-mediated gene silencing

In parallel with the functional proteomic analysis, cell shape and actin organisation were examined in the RNAi knockdowns using fluorescence confocal microscopy. The aim of this analysis was i) to define the shape of each knockdown cell, ii) to try to group actin phenotypes and iii) to try to link the phenotypes to their proteomic profiles, which were obtained in the 2D-DIGE analysis for each knockdown. Aliquots of RNAi-treated S2R+ cells grown for the 2D-DIGE proteomic analysis were taken out of the culture dishes a day before harvesting, and were plated onto eight-well chamber slides, coated with serum. Cells were incubated overnight, then fixed and stained for F-actin using rhodamine-conjugated phalloidin. Images of cells were acquired by confocal microscopy (Chapter 2).

Actin staining of cells revealed the RNA-mediated reduction of expression of Rac1 plus Rac2, Cdc42, Arp3 and double knockdown of Abi plus Hem generated similar cell shapes characterised by the "starfish" morphology and actin phenotypes with reduced levels of cortical F-actin, thus compromising the ability to form lamellipodia (Figure 5.23). The same phenotypes for these knockdowns were previously observed in other functional genomics studies when S2R+ cells were used (Kiger et al., 2003; Kunda et al., 2003). In Kc167 and S2 cells, these genes were also found to regulate cortical F-actin organisation in a similar fashion to experiments using S2R+ (Rogers et al., 2003; Kiger et al., 2003). In the RNAi knockdowns of components of the PI3K signalling pathway, only PTEN-deficient cells showed strong morphological changes and F-actin re-organisation (Figure 5.25). PTEN knockdown cells were seen to be larger than the untreated and GFP RNAi-treated cells, supporting results from previous data, which showed that the PI3K/Akt signalling cascade positively regulates cell size (Leevers et al., 1996; Kozma and Thomas, 2002). In addition, these cells had large lamellipodia (data shown in next chapter) and structures resembling stress fibres, but also showed weak adhesion as they were easily washed off the slides. This latter observation suggests that PTEN-deficient cells may exhibit defects in cell adhesion, as previously reported (Tamura et al., 1998). In addition, p110- and Akt-
gene silenced cells had moderate F-actin reorganisation and defects in cell shape. The
cells did not display a decrease in size as would be expected, given the PTEN
phenotype, and were viable with no signs of apoptosis. A small cell phenotype was
observed in the Ras knockdown cells, where actin was also found to be strongly
perturbed. Cell subjected to knockdown of cofilin (twinstar) also showed perturbed F-
actin organisation, with an increase in F-actin staining, which has been previously
reported (Kiger et al., 2003). Cofilin knockdown cells were found also to be bi- and
poly- nuclear (shown in the next chapter), suggesting that cofilin/twinstar protein is
important in cell division (Kiger et al., 2003). Finally, the negative control for RNAi
treatment (GFP knockdown cells) showed no alteration in morphology or actin
cytoskeleton organisation, suggesting that RNAi-mediated silencing itself does not
affect actin cytoskeleton organisation.

Figure 5.23 F-actin organisation and cell morphology in cells subjected to RNAi-
mediated knockdown of expression. S2R+ cells subjected to RNAi treatments were stained
for F-actin with rhodamine-phalloidin and images of the cells were captured by confocal
microscopy. Scale bars of 50 μm are shown on each image.
5.4 Conclusions

5.4.1 Summary of differentially expressed proteins

A combination of RNAi-specific gene silencing and 2D-DIGE analysis revealed effects on a group of differentially expressed proteins, which are implicated in both PI3K and Rho-family of small GTPase regulated processes, particularly in regulation of actin cytoskeleton organisation and redox homeostasis. From a total of 40 protein isoforms displaying differential expression only 26 were successfully identified with high confidence by MS. Although some of the unidentified protein features were reasonably abundant (could be detected by CCB staining) and gave good quality spectra, 13 protein spots (~33 %) could not be identified from the database searching. Most probably the available databases for fly protein sequences are not fully complete or modifications present in these fly proteins make it difficult to assign protein identities with certainty. It should also be added that searches were repeated on a recently updated version of the NCBI database and using additional modifications without success.

Among the differentially expressed proteins identified, two were metabolic enzymes involved in glycolysis and the citric acid cycle. L-lactate dehydrogenase (LDH) was upregulated only in cells subjected to PTEN knockdown. LDH is an oxidoreductase that catalyses the final step in anaerobic glycolysis; the reduction of pyruvate by NADH to form lactate. It is well established that in the absence of PTEN, PI3K initiates the increased production of PIP3, which leads to constitutive activation of Akt and its downstream targets. The PI3K/Akt signalling pathway can induce increased glucose uptake and glycolysis in cells (Elstrom et al., 2004), which may play a role in Akt-induced cell survival and growth (Rathmell et al., 2003). However, the role of glycolysis under conditions of elevated PI3K/Akt signalling has been controversial, and different models have been proposed where Akt can promote aerobic (Elstrom et al., 2004) or anaerobic glycolysis (Ramanathan et al., 2005). In the absence of PTEN the level of LDH was increased, suggesting that PI3K/Akt activation may drive anaerobic glycolysis in S2R+ cells, although the opposite change was not observed in either the PI3K or Akt knockdowns. The second metabolic
enzyme identified was iso-citrate dehydrogenase (IDH), a mitochondrial enzyme, which participates in the citric acid cycle, and was downregulated in cells treated with dsRNA for silencing of Ras, coflin and Abi plus Hem. IDH catalyzes the third step of the cycle; the oxidative decarboxylation of iso-citrate, producing alpha-ketoglutarate and CO$_2$ while converting NAD$^+$ to NADH. Ras has been previously linked to the regulation of carbohydrate metabolism (Chiaradonna et al., 2006) and the Krebs cycle (Biaglow et al., 1997). In addition, alpha-ketoglutarate, the product of this reaction, is one of the most important nitrogen transporters and an intermediate in metabolic pathways and the urea cycle (Tretter and Adam-Vizi, 2000). Downregulation of a component of the Krebs cycle in the Ras knockdown could suggest that the rate of aerobic glycolysis may be lower, with cells gaining energy though alternative metabolic processes. It is worth mentioning here, that Ras knockdown cells were significantly smaller in size than the control RNAi-untreated cells, suggesting that the alteration in the Krebs cycle and subsequently in the urea cycle, which is important for normal protein metabolism, could be reflected in the cellular phenotype. The finding of reduced iso-citrate dehydrogenase expression, in coflin and Abi plus Hem RNAi knockdown cells, is more difficult to explain, but could imply that disturbance in actin organisation and the stress that the cells probably go through might alter metabolic energy production pathways.

Five proteins, with known roles in regulating redox metabolism and oxidative stress, were found to be differentially expressed. Cellular oxidative stress arises from significant increase in the concentration of reactive oxygen species (ROS) and reactive nitrogen species (RNS), and/or a decrease in the levels of detoxification or antioxidants (Schrader and Fahimi, 2006). There are many natural sources of oxidative stress that can produce ROS, for example exposure to environmental oxidants, toxins like heavy metals, ionising or UV irradiation, heat shock and inflammation. Major ROS are hydrogen peroxide (H$_2$O$_2$), free radical species (containing unpaired electrons), such as the superoxide anion O$_2^-$ and the highly reactive hydroxyl radical (OH). High levels of ROS exert their toxic effects through oxidation of biomolecules such as DNA, proteins and lipids, thus leading to DNA damage and deregulation of redox sensitive metabolic and signalling pathways and to pathogenic conditions. Among ROS, only H$_2$O$_2$ has been implicated in the cell
signalling. The enzymatic machinery that minimises potential macromolecular damage influenced by ROS includes peroxiredoxins, superoxide dismutase, catalase, glutathione peroxidise and glutathione transferase. In this study, two Drosophila glutathione S-transferases (GST), two peroxiredoxins (Prx) and a predicted oxidoreducatase were found to be differentially expressed in cells with reduced expression of PTEN and the actin cytoskeleton regulators Arp3, Rac1 plus Rac2 and Abi plus Hem.

The peroxiredoxins (Prx) are a major class of cellular reductants, which exhibit thiol-dependent peroxidase activity and are found in a variety of prokaryotes and all eukaryotes (Radyuk et al., 2001). The main function of these proteins is protection from oxidative stress and damage (Wood et al., 2003). Five peroxiredoxin genes have been identified in D. melanogaster on the basis of a genome-wide search (Radyuk et al., 2001). They are divided into two subgroups based on the presence of either one (1-Cys Prx) or two (2-Cys Prx) conserved cysteine residues. DPrx-2540 and DPrx-6005 belong to the 1-Cys subgroup, while DPrx-4156, DPrx-4783 and DPrx-5037 to the 2-Cys subgroup. Each of the five genes displays unique developmental expression profile and subcellular localisation, suggesting that these genes have diversified to perform distinct physiological functions. The two Cys-1 Prxs, DPrx-2540 and DPrx-6005, are cytosolic and possess distinctive temporal patterns of expression. DPrx-2540 is expressed at very high levels during embryogenesis and hardly at all thereafter. On the other hand, DPrx-6005 is expressed at all stages of the fly life cycle, with greater abundance in embryos and adult animals. DPrx-2540 was found to be downregulated in cells with reduced expression of PTEN and also moderately in Abi plus Hem knockdown cells. Thus, positive silencing of PTEN expression appears to cause cells to exhibit changes in the expression of their redox machinery. Despite this, DPrx-6005 was found to be upregulated in the double knockdown cells of Abi plus Hem, suggesting that disruption of the Wave/Scar complex could also alter the redox status of the cells. In addition, reducing the expression of Rac1 plus Rac2 or Arp3 resulted in upregulation of CG4199-PA, a predicted disulphide oxidoreductase possibly involved in reactive oxygen species metabolism. Although Rac has been previously linked to the generation of ROS through recruitment of NADPH oxidase (Werner, 2004) there are no reports that the molecules regulating the actin
cytoskeleton downstream of Rac, such as Arp3, Abi, Hem could alter redox homeostasis. It has been proposed that Rac-induced activation of $O_2^-$ production through recruitment of NADH oxidase is permissive for RTK signalling through reversible oxidation and inhibition of protein tyrosine phosphatases. Similarly, transient PIP3 production following RTK activation may be augmented by an ROS-dependent inhibition of PTEN (Leslie et al., 2003; Kwon et al., 2004).

GSTs are a family of enzymes that protect cellular molecules from irreversible damage caused by ROS, by catalysing the conjugation of a reduced form of glutathione (GSH), generally making the final products more water soluble and excretable (Enayati et al., 2005). The biological consequences of failure to express GST proteins may result in rapid accumulation of aberrant protein modifications which could lead to the development of pathogenic conditions (McEligot et al., 2005). There are at least two ubiquitously distributed, distantly related groups of GSTs, classified according to their localisation within the cell: microsomal and cytosolic (Enayati et al., 2005; Frova, 2006). A third class, Kappa class GSTs, are localised in mammalian mitochondria and peroxisomes, and are structurally distant from microsomal and cytosolic GSTs. In Drosophila there is a single microsomal GST gene, but two main classes (I and II) of cytosolic GSTs. Class II GST orthologues are found in a diverse range of species from nematode to mammals, and are relatively conserved suggesting that they play fundamental roles in conserved physiological processes. In contrast, the class I GSTs are unique to insects and comprise the Delta and Epsilon GSTs, which have evolved independently in various insect species, suggesting that these enzymes play important roles in the adaptation of these species to their environments. Two type of class I cytosolic GSTs, GST D5 and GST E9, were found to be upregulated only in cells with reduced expression of PTEN, suggesting that increased levels of PIP3 can induce changes in redox homeostasis, requiring increased expression of these GSTs for cellular protection. This interpretation assumes that these GST are inducible under high levels of ROS (Kanai et al., 2006; Sharma et al., 2006), although it is difficult to explain why DPxr-2005 expression would be decreased under such conditions. The effects of the studied knockdowns on redox homeostasis requires further examination, although this was beyond the scope of this study.
Two heat shock proteins, Hsp60 and Hsp68, were found to be differentially expressed. Heat shock proteins play different roles in differentiation and development and in adaptation to cellular stress. They are cytoplasmic or ER proteins that bind to nascent or unfolded polypeptides and ensure correct folding and/or transport of proteins. The Hsp60 family are essential proteins that can be divided into two groups based on their sequence homology (Lund et al., 2003). Notably, the group II Hsp60 proteins appear to play a major role in the folding of actin and tubulin, as well as, other substrates (Frankel and Mooseker, 1996). Here, Hsp60 was found to be upregulated in the cells with loss of expression of the actin regulatory proteins Arp3 and Rac1 plus Rac2, whilst Hsp68, of which little is known, was also upregulated in the Abi plus Hem knockdown cells. It is known that the expression levels of Hsps are induced in response to cellular stress. Thus, it would appear that perturbation of the actin cytoskeleton in cells with loss of Abi plus Hem, Rac1 plus Rac2, or Arp3, which display similar morphological phenotypes (Figure 5.23) experience the same form of cellular stress, possibly resulting in the induction of these heat shock proteins. This notion is further supported by the fact that the expression of redox regulated proteins was also perturbed in these cells (see above), although the molecular determinants of this stress response are as yet unclear.

Fragile X mental retardation-related protein (FMR1P) is an RNA-binding protein that acts as a negative translational regulator and is a signature for individuals with fragile X mental retardation, a developmental neurological disorder in humans (O'Donnell and Warren, 2002). The *Drosophila* form of FMR1P was found to be differentially expressed in cells subjected to RNAi-induced knockdown of PTEN, Abi plus Hem and cofilin. FMR1P is present in many cell types and is particularly abundant in the cytoplasm of neurons and in distal dendrites (Caudy et al., 2002). FMRP contains two protein K (KH) homology domains and an RGG box, motifs that are known to be autonomously capable of binding RNA and it has been suggested that FMR1P plays a role in the regulation of local protein synthesis at the postsynaptic site, essential for normal dendritic spine maturation. Thus, abnormal dendritic spines have been observed in both fragile X patients and FMR1P knockdown mice. *Drosophila* contains a single, functionally conserved member of the *fmr* family (Zhang et al., 2001), compared to the three related genes present in mammals, and has
been found to associate with the RNAi-silencing machinery (Caudy et al., 2002). To elucidate the function of FMR1P, Schenck et al. initiated a search for interacting proteins by screening an embryonal mouse library using a yeast two-hybrid system (Schenck et al., 2001). They isolated two cytoplasmic proteins that interact with the FMR protein, CYFIP1 (p140Sra-1, specifically Rac1-associated protein) and CYFIP2 (PIR121 or pop), which are 88% identical in their amino acid sequence. The Drosophila genome, on the other hand, contains a single ortholog of CYFIP1/2. Both, CYFIP1 and 2, and fly CYFIP have been shown to be specific targets for Rac1, binding only to the GTP-bound form (Billuart and Chelly, 2003). Furthermore, CYFIP2 is a part of the inactive Scar/WAVE complex. Active Scar/WAVE is known to mediate Rac-dependent cytoskeleton remodelling by direct interaction with the Arp2/3 complex, which when activated promotes actin nucleation (Bompard and Caron, 2004). A model of competition between CYFIP/WAVE and CYFIP/FMR1P has been proposed, where Rac1 activation would result in a positive regulation of FMR1P function in regulating the translation of specific mRNAs (Figure 5.24), such as that of the Futsch protein, a Drosophila homologue of the microtubule-associated protein 1b (MAP1B) (Zhang et al., 2001). In this model CYFIP binds to activated Rac-GTP, and then FMR1P and WAVE are released and activated so they can regulate the tubulin and actin cytoskeleton, through the control of specific mRNA translation of proteins such MAP1B and through the Arp2/3 complex, respectively (Billuart et al., 2003). Although this model suggests that FMR1P is inactive when bound to CYFIP, it does not provide further information about the importance of the complex for FMR1P stability. For instance, Hem and Abi are both components of the inactive Scar complex. It has been reported that Abi protects the Scar complex from proteosome degradation (Kunda et al., 2003). In the case of reduced levels of Abi, it is possible that CYFIP is degraded. Thus, the reduced level of FMR1P in Abi plus Hem knockdown cells suggests that maybe the FMR1P/CYFIP complex is important for stabilising FMR1P in the same manner as for the SCAR complex proteins. However to prove such a model further experiments are needed.

Lower levels of FMR1P were also detected in PTEN RNAi-treated cells. This suggests that increased PIP3 levels, which could keep Rac activated, would sequester CYFIP2, releasing FMR1P from the complex, leading to FMR1P degradation. The
level of FMR1P was also reduced in cofilin RNAi-knockdown cells. There are no reports linking cofilin function with FMR1P; however, this seems an interesting observation and possibly suggests feedback from the actin cytoskeleton. However, it is important to note that the three knockdown conditions displaying decreased levels of FMR1P, all differed in cell shape and actin organisation.

Figure 5.24 Rac-dependent regulation of protein translation by FMR1P and FMR1P indirect control of actin cytoskeleton organisation by FMR1P. Adapted from Billuart et al., 2003.

Four abundant actin binding proteins (Arp3, misato, annexin B11 and cofilin), were differentially expressed under the RNAi conditions applied in this study. Arp3 (CG7558) was found to be downregulated in cells subjected to Arp3 RNAi-induced silencing, showing that the protein knockdown strategy had been successful. Arp3 is a part of the Arp2/3 complex, consisting of seven subunits, two of which are related to actin (Arp2 and Arp3) and five of which are unique. Arp2/3 is a nucleator of new actin filaments at the leading edges of cells and its activity is regulated by proteins of the WASP and WAVE family, which are in turn controlled by signals from receptor tyrosine kinases and the small GTPases Cdc42 and Rac. The active Arp2/3 complex promotes de novo actin nucleation and polymerisation supporting cortical actin
formation in adherent cells. Thus, disrupting the Arp2/3 complex in S2R+ resulted in cells with reduced F-actin staining and loss of cortical actin lamellipodia gives rise to a starfish-like phenotype, similar to its upstream regulators Rac, Cdc42 and Abi plus Hem. Despite this, changes in expression of Arp3 did not appear in the other knockdown treatments, suggesting that expression of this protein itself is not regulated by the upstream targets in the signalling cascade.

Another putative component of the cytoskeleton which was differentially expressed only in Arp3 RNAi-treated cells was misato. Misato (beautiful dawn) is an "orphan" gene that encodes a descendant of an ancestral tubulin-like protein, and exhibits motifs with similarity to members of a GTPase family that include eukaryotic tubulins and myosin heavy chain (Miklos et al., 1997), but with no known role in actin cytoskeletal organisation. Misato is associated with several chromosomal aberrations in Drosophila and null mutations at the misato locus of D. melanogaster are associated with disorganisation of the spindle apparatus and irregular chromosomal segregation at cell division, leading to cell death (Miklos et al., 1997). Misato expression was increased in cells with a reduced level of Arp3 protein and may occur in response to disrupted actin organisation which may effect organisation of microtubules. However, deregulation of misato expression was not been observed in other knockdowns (e.g. Rac1 plus Rac2, Cdc42, coflin, Abi plus Hem) that affect the actin cytoskeleton.

Annexin B11, an actin and lipid binding protein, was found to be differentially downregulated in the control for RNAi treatment (GFP RNAi) and in most of the RNAi experiments, suggesting that this change is an off-target effect of the RNAi mechanism. Drosophila annexin B11 is a member of the annexin family, which are calcium-dependent phospholipid-binding proteins (Gerke et al., 2005). They are abundant in the eukaryotic kingdom. Annexins are characterised by the unique architecture of their Ca\(^{2+}\) binding sites, which enables them to peripherally dock onto negatively charged membrane surfaces (to acidic phospholipids) in their Ca\(^{2+}\) bound conformation. These properties link annexins to many membrane-related events, such as the regulated organisation of membrane domains and/or membrane-cytoskeleton linkages, certain exocytic and endocytic transport steps and the regulation of ion
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fluxes across membranes. Most of the studies on annexins show that they often function as modulators of these processes, rather than as essential effectors. Importantly, annexins can participate as actin-binding proteins and serve directly as an F-actin interaction platform, especially in regions enriched with PIP2 or highly dynamic actin (Gerke et al., 2005). It has been reported that annexins are involved in endocytosis (Rescher and Gerke, 2004), so the finding of differentially expressed annexin B11 even in the RNAi negative control suggests that it could be involved in dsRNAs uptake, which in fly cells is mediated by endocytosis. Recently, the pathway for dsRNA uptake was identified in *D. melanogaster* S2 cells (Saleh et al., 2006), with dsRNA entering the RNAi pathway through an active and specific pathway that involves clathrin-mediated endocytosis and vesicle-mediated intracellular trafficking that depends upon lipid and cytoskeleton guidance. Considering the biochemical and physiological properties of annexins, the findings reported here could suggest the involvement of annexin B11 in dsRNA uptake. However, this needs to be examined further. Three other proteins were also differentially expressed in GFP RNAi-treated cells, but they could not be identified.

Cofilin (twinstar, CG4254) is another cytoskeletal regulatory protein, which was found to be differential expressed in Rac1 plus Rac2, Cdc42, Abi plus Hem, Arp3, PTEN, p110 and cofilin RNAi-knockdown cells. Cofilin is an actin binding protein potent in severing and depolymerising F-actin, and thus supports the actin recycling (Bamburg, 1999). Here, two isoforms of cofilin were identified. Using a TiO2 phosphopeptide-enrichment strategy (Larsen et al., 2005) the acidic cofilin isoform was found to be phosphorylated at Ser3. This post-translational modification of cofilin has been identified in systems and is known to inhibit the actin binding ability of cofilin (Agnew et al., 1995). In addition, LC-MS/MS analysis of the enriched phosphopeptides from the acidic cofilin isoform revealed that cofilin could be partially phosphorylated on Thr6 and Ser8, although this finding needs further examination. The basic cofilin isoform was not phosphorylated and represents the active form of cofilin in cells. The two isoforms were downregulated in cofilin knockdown cells, confirming the success of the RNAi strategy. pCofilin was differentially upregulated in cells subjected to the RNAi-mediated knockdown of expression of p110, double Rac1 plus Rac2, Arp3, Cdc42, and downregulated in
Chapter 5

PTEN, Abi plus Hem and cofilin RNAi-treated cells. The observation of opposing expression of pCofilin levels in p110 and PTEN RNAi-treated cells compared to the control cells, suggests that regulation of cofillin phosphorylation and activity occurs downstream of PI3K. However, pCofilin did not appear to be differentially expressed in Ras and Akt RNAi-treated cells, suggesting that PI3K probably regulates cofillin activity through interaction with another signal transduction pathway, possibly through regulation of Rho GTPases. Indeed pCofilin levels were increased Rac1 plus Rac2 and Cdc42 RNAi treatments. Surprisingly, pCofilin was also found to be upregulated in Arp3 knockdown cells. Since the Apr2/3 complex is directly linked to actin and regulates polymerisation and branching of the actin network, this suggests a possible negative feed-back mechanism in the regulation of cofillin severing activity on F-actin. Conversely, the double knockdown of Abi and Hem cells were found to express a lower level of phosphorylated cofillin. Both proteins regulate the stability of the WAVE protein in WAVE complex and thus are implicated in actin polymerisation through the Arp2/3 complex (Kunda et al., 2003). It would be expected that knockdown of Abi and Hem should give the same phenotype as Arp3 knockdown cells, which was the case in terms of their similar cell morphologies, but not in terms of cofillin phosphorylation. This difference is difficult to explain at this stage of the analysis and would require further examination. However, the finding of pCofilin as a common target for two major signalling pathways was a potentially exciting discovery. Thus, cofillin regulation by PI3K signalling and Rho-family of small GTPases was the subject of further study and it is presented in the following chapter.

Finally, albumin and antitrypsin were identified as differentially expressed proteins in the proteome of p110, Akt and Ras knockdown cells. Albumin and antitrypsin proteins were derived from the foetal calf serum used in the medium and were thus characterised as contaminates. However, the expression changes were statistically significant suggesting possible changes in adhesive properties of the RNAi targeted cells.
5.4.2 Morphological changes observed and common protein expression patterns among the RNAi-treated cells

RNAi-induced loss-of-gene function analysis used for selected Rho GTPases and components of the WAVE/Scar and Arp2/3 complexes produced results that confirmed the importance of these genes in determining cellular morphology and actin organisation and supports previous observations in S2R+ cells (Kiger et al., 2003; Kunda et al., 2003). Loss of these proteins has shown to result in common “starfish-like” phenotypes, which place these proteins in the same signalling cascade that regulates F-actin remodelling and cortical lamellipodia formation (Kunda et al., 2003). These phenotypes were characterised by deregulation of some common proteins involved in cellular stress responses (Hsp60 and Hsp68, peroxiredoxin) which could suggest that the loss of actin structure induces cell stress and causes the observed upregulation in the expression of these proteins. Cofilin RNAi cells were distinguished by their high levels of F-actin staining, presumably due to the loss of cofilin’s ability to depolymerise F-actin. Cofilin knockdown cells showed similarities in their proteome profile with PTEN and Abi plus Hem knockdown cells, but differed in cell morphology. Furthermore PTEN knockdown cells were larger and showed signs of stress fibres structures. The cells also appeared to have an adhesion defect because they were only weakly attached to the culture dishes. In addition, the PTEN knockdown cells displayed a unique proteomic phenotype with a potential increase in anaerobic glycolysis, suggesting that there is misbalance in their redox homeostasis. This observation was further supported by the cells increased expression of GST proteins and decreased expression of a peroxiredoxin. Interestingly, cofilin, Abi plus Hem and PTEN knockdown cells, although displaying different morphologies, had some common differentially expressed proteins, which including downregulation of the same metabolic enzymes and downregulation of cofilin phosphorylation.

PI3K knockdown resulted in only a moderate degree of actin reorganisation phenotype compared to that of the PI3K inhibitors on the actin cytoskeleton reported in the previous chapter. This would suggest that the acute inhibition of the PI3K signalling has a more rapid and prominent effect on the actin cytoskeleton, while in the RNAi-mediated knockdown the perturbation of PIP3 levels may be less intensive,
with any remaining PI3K permitting formation of normal cortical F-actin structures as well as allowing time for adaptive response that maintain the cell shape. Adaptive responses could be a general reason to explain differences between acute (inhibitor and insulin) responses and chronic responses (RNAi). However, it has to be mentioned that PI3K inhibitors may also produce off-target effects, as both LY294002 and wortmannin may not be absolutely specific for *Drosophila* PI3K and could possibly inhibit other kinases. Thus, it was important to test/compare both strategies. Akt knockdown cells also remained relatively unaffected in terms of their actin organisation despite the fact that Akt was shown to be almost completely depleted in the knockdown. This could mean that signalling downstream of Akt may not feed into cytoskeleton regulation despite some recent reports where it does (Vandermoere et al., 2007). This result was also in contrast to the loss of Akt phenotype that was observed in the genome wide screen by Kiger *et al.* where cells were seen as flat, but displayed retracted F-actin (Kiger et al., 2003). These contradictory results required that the Akt knockdown be repeated several times, including targeting the same region of the mRNA sequence as was in Kiger study. However, this revealed the same phenotype, without obvious changes in the actin cytoskeleton. Furthermore, Ras knockdown cells displayed different morphology from PI3K and Akt knockdown cells, even though it has been reported that Ras can act upstream of PI3K. Ras knockdown cells were significantly smaller than the control cells, and appeared to have perturbed actin cytoskeleton organisation. However, their proteomic profile with changes only in metabolic enzyme did not reflect the morphological phenotype of the respective knockdown observed.

In summary, the work I carried out and described in this chapter has revealed the power of 2D-DIGE for quantitative analysis of differential protein expression in the fly proteome. Preliminary work on different cell lines helped to establish the application of 2D-DIGE method for the proteomic analysis of fly cell proteomes. Further analysis was not performed since the differences observed were too numerous and unlikely to reflect differences in cell morphology alone. Combining an RNAi approach for gene silencing with 2D-DIGE analysis proved a valuable strategy for defining the biochemical profiles of cells where crucial signalling molecules and actin modulators where absent due to RNAi-mediated gene silencing. Furthermore, some
common protein targets, presumably acting downstream of the silenced genes were detected. One such protein was cofilin, whose phosphorylation, and hence activation, appeared to be regulated by both PI3K and the Rho-family of small GTPases, suggesting that PI3K and Rac signalling are positively regulated in the same signalling cascade for cofilin regulation. Thus, it can be proposed that in combination with RNAi, 2D-DIGE can be used for monitoring cell signalling events and the regulation of protein expression, although only for reasonably abundant proteins. Importantly, this study opened up the question of the possible negative regulation of cofilin activity by actin itself, as it appeared that perturbations of the Arp2/3 complex can also alter cofilin activity. Cofilin regulation was the subject of further experimentation and is presented in the following chapter.
Chapter 6: Regulation of cofilin phosphorylation and activity

6.1 Cofilin - an actin severing and depolymerising protein

Actin is the most abundant protein in eukaryotic cells and its ability to assemble reversibly into long and flexible polymeric filaments and to form a three-dimensional meshwork provides the foundation upon which many essential cellular processes (e.g. cell division, motility, and determination of shape) rely. Performing these functions demands strict regulation of the spatial and temporal organisation of the actin cytoskeleton. This is facilitated on many levels by a myriad of accessory actin-binding proteins such as sequestering proteins (thymosin β4 and profilin), capping proteins (CapZ), proteins that stimulate polymerisation from the pool of actin monomers in a process known as nucleation (Arp2/3 complex and formins) and proteins that break or "sever" actin filaments and drive depolymerisation (actin depolymerising factor (ADF)/cofilin). In addition, numerous signalling pathways feed into this system, relaying extracellular stimuli to induce changes in the actin cytoskeleton. The primary structure of actin is highly conserved among eukaryotes. Monomeric G-actin is a 43 kDa globular protein with four subunits. ATP, together with Mg$^{2+}$ binds to G-actin and can be hydrolysed to ADP+Pi. Actin polymerisation occurs in an organised manner, involving head-to-tail interactions, producing filament polarity where each filament has a pointed (-) end and a barbed (+) end. During filament growth, incorporation of actin monomers occurs from both ends, however this addition of actin monomers loaded with ATP is asymmetric, such that the barbed end elongates five- to ten-fold faster than the pointed end.
Cofilin is a member of a group of small actin-binding proteins (15-22 kDa), collectively called the ADF/cofilin family that includes destrin, depactin, actophorin, and actin depolymerising factor (ADF), and promotes actin depolymerisation (Bamburg, 1999). The first member of this family, ADF, was identified in extracts of embryonic chick brain (Bamburg et al., 1980), whereas cofilin was purified from porcine brain four years later (Maekawa et al., 1984). Cofilin was characterised primarily as an F-actin binding protein (1:1 ratio with actin subunits) and hence was named for its ability to form cofilamentous structures with actin (Nishida et al., 1984).

The cofilin structure is characterised by the presence of two actin-binding sites; a G/F-site at the N-terminus and an F-site at the C-terminus, thus cofilin can interact with both actin monomers and actin-ADP filaments. The G/F site is responsible for both G- and F-binding and is sufficient for cofilin depolymerising activity. The F-binding site is required in addition to the G/F site for F-actin binding and severing activity. Studies on cofilin have shown that cofilin binds G-actin-ADP with greater affinity than G-actin-ATP at physiological ionic strength. Cofilin also binds F-actin-ADP with greater affinity than it binds to F-actin-ATP or F-actin-ADP+Pi (Carlier et al., 1997). Upon binding to actin filaments, cofilin increases filament twist (McGough et al., 1997) and promotes the turnover of the filaments by increasing the dissociation rate of the monomers at the pointed (-) end of actin filaments without capping the actin filament ends (Carlier et al., 1997), thereby increasing the number of free barbed ends where polymerisation and depolymerisation can occur. The mechanism of cofilin in enhancing actin filament turnover appears to be pH-dependent, as cofilin exhibits stronger depolymerising activity at pHs above 7.5 than at lower pHs. This pH dependence is due to an increase in the critical concentration for actin-cofilin complex formation at higher pHs.

Phosphorylation of cofilin at a conserved serine-3 residue at the N-terminus inhibits its actin binding activity (Agnew et al., 1995). Several studies have used recombinant mutants of cofilin containing an Asp or Glu substitution at Ser3 (or equivalent) to mimic the negative charge of the phosphorylation form. These proteins had a decreased affinity for actin of 10-20 fold when assayed in vitro (Agnew et al.,
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1995; Smertenko et al., 1998; Ressad et al., 1998). Four different kinases that appear to act downstream of the Rho-family GTPases can phosphorylate cofilin: LIMK1, LIMK2, TESK1 and TESK2 (Yang et al., 1998; Arber et al., 1998; Dan et al., 2001; Rosok et al., 1999; Toshima et al., 2001; Sumi et al., 1999). However, LIMK is the key factor in the cofilin phosphorylation across different eukaryota. LIMK is activated by phosphorylation of Thr508/505 (LIMK1/2) within a kinase loop, through divergent Rho GTPase pathways: Rac/Cdc42 acting through p21-activated kinase 1 (PAK1) and PAK4 (Edwards et al., 1999; Dan et al., 2001), Cdc42 acting through MRCK (myotonic-dystrophy-related Cdc42 binding kinase) (Sumi et al., 2001) and RhoA through ROCK (Rho associated coiled-coil-containing kinase) (Ohashi et al., 2000). Thus, members of the Rho-family GTPases, which regulate the organisation of actin into lamellipodia, filapodia and stress fibres in animal cells, show a common mechanism in the ability to regulate actin dynamics through phosphorylation of cofilin. Functionally, LIMK promotes F-actin stability through cofilin phosphorylation and inactivation, as LIMK overexpression in cells promotes F-actin accumulation (Arber et al., 1998; Yang et al., 1998). Two selective cofilin phosphatases have also been identified; chronophin (CIN) (Gohla et al., 2005) and slingshot (SSH) (Niwa et al., 2002). SSH was identified from genetic studies in flies (Niwa et al., 2002), and is widely expressed in various organisms. SSH can dephosphorylate cofilin at Ser3, thereby suppressing the assembly of actin filaments induced by LIMK-dependent phosphorylation and inactivation of cofilin (Figure 6.1). In addition, it has been reported that endogenous LIMK1 and SSH-1L interact in vitro and co-localize in vivo, and this interaction results in SSH-1L–induced dephosphorylation and downregulation of LIMK1 activity (Soosairajah et al., 2005). Also the phosphatase activity of purified SSH-1L appears to be F-actin dependent and is negatively regulated via PAK4-mediated phosphorylation at Ser937 and Ser978 sites (Yamamoto et al., 2006; Soosairajah et al., 2005). 14-3-3 zeta protein can also bind to phosphorylated SSH, thus decreasing the amount of SSH that binds to F-actin and its activity to dephosphorylate and activate cofilin (Nagata-Ohashi et al., 2004).
Figure 6.1. The activity of ADF/cofilin is regulated by a balance of phosphorylation and dephosphorylation. Through filament severing and increasing the off-rate from the pointed (-) ends of actin filaments, ADF/cofilin enhances filament turnover. If the pool of assembly-competent actin is high where ADF/cofilin is active, net assembly can occur on the new barbed (+) ends. However, if the actin monomer pool is low, net depolymerization will occur. Mammalian ADF and cofilin are inhibited in their activity towards actin binding and dynamics by kinases LIMK that phosphorylate the proteins on the conserved Ser-3 residue. Dephosphorylation by phosphatases such as slingshot, SSH, activates them.

In addition to this, other actin binding proteins including tropomyosin, profilin, actin-interacting protein (Aip1) and cyclase associated protein (CAP) can interfere with cofilin-dependent actin filament dissociation (reviewed in Ono, 2003). In general, tropomyosin competes with cofilin for F-actin binding and inhibits depolymerisation. However, in different cell models the spatial organisation between cofilin and tropomyosin differs suggesting that both could regulate different types of actin reorganisation. Profilin, on the other hand, binds G-actin enhancing the exchange of actin-bound ADP with ATP, and promotes filament growth from barbed
ends. However, when the barbed ends are capped, profilin sequesters actin monomers. Profilin also competes with coflin for G-actin and enhances exchange of actin-bound nucleotide in the presence of coflin, thereby increasing the rate of actin turnover synergistically with coflin. Aip1 specifically enhances coflin activity for filament disassembly, as it caps barbed ends, and binds to the side of severed filaments (Okada et al., 2006). CAP binds and sequesters G-actin and it stimulates dissociation of coflin-G-actin heterodimers, thus releasing coflin from the complex to allow coflin-dependent depolymerisation of F-actin filaments from pointed ends. CAP also supports barbed end elongation by enhancing the exchange of ADP- with ATP-actin. This ability of CAP to release coflin from its inhibitory complex with G-actin makes CAP a candidate for regulating the dephosphorylated pool of coflin in vivo in many cell types.

Another mechanism for regulation of coflin function is through its binding to PIP2. This binding inhibits the actin-binding activity of coflin (Ojala et al., 2001; Yonezawa et al., 1991; Yonezawa et al., 1990). This mechanism is thought to be important event in the spatial regulation of coflin activity at the cell cortex or leading edge of migratory cells. PIP2 can undergo hydrolysis mediated by PLCγ1 leading to activation of coflin and other actin binding proteins and thus actin remodelling. (Yonezawa et al., 1991; Yonezawa et al., 1990). PIP2 can also be phosphorylated by PI3K, and this could lead to the release of coflin from the inhibitory complex with PIP2 and its activation. In some studies of growth factor-mediated stimulation of cells, dephosphorylation of coflin has been observed in the early time points of the stimulation. For example, in resting cells coflin was found to be mostly phosphorylated, and stimulation with EGF, which activates PLCγ induced dephosphorylation and activation of coflin, which matched with early transient barbed end formation during a biphasic actin polymerisation process (Mouneimne et al., 2004). In addition, Nishita et al. have reported that in cultured cells, insulin-induced activation of PI3K signalling stimulated coflin dephosphorylation and its localisation to membrane protrusions through PI3K-dependent regulation of SSH activity (Nishita et al., 2004). However, the acute regulation of coflin phosphorylation seems to vary by cell type, since in some cells stimulation induces changes in the net phospho-cofilin levels, while in other cells a significant increase in
phospho-cofilin turnover is observed (Arai and Atomi, 2003), indicating the complexity of the regulatory mechanism. Thus, currently it is not clear whether a lack of kinase activity is sufficient to cause a decrease in cofilin phosphorylation that can result in cofilin activation, or whether phosphatase activity is also necessary. Differences between cell types can complicate the analysis because the level of G-actin or F-actin in vivo at the start of an experiment might also dictate the outcome.

The ability of eukaryotic cells to control and coordinate cortical actin filament-based protrusive activity suggests the existence of cellular machinery that monitors and regulates actin filament levels. In the previous chapter, I adopted an unbiased approach, using 2D-DIGE to search for protein isoforms that are sensitive to RNAi-induced changes in actin cytoskeleton regulators and mediators of lamellipodia formation such as Rac, Cdc42, Arp3 and Abi with Hem. Cofilin phosphorylation at Ser3 was identified as a common response to the loss of expression of these proteins. In addition, pSer3-cofilin levels were also altered in opposing directions by changes in the level of PIP3, induced following PI3K and PTEN RNAi treatments. This data suggested that the level of cofilin phosphorylation is responsive to changes in actin organisation and is probably regulated by actin signalling events downstream of PIP3. Thus, the main aim of my work in this chapter was to examine the signalling mechanism behind the control of cofilin phosphorylation and its regulation of actin cytoskeleton in fly haemocytes.

6.2 The kinetics of cofilin phosphorylation and actin remodelling following an acute stimulation

Since I had observed opposite changes in the expression of cofilin phosphorylation in cells that lacked PI3K and PTEN when grown at steady state, my next aim was to examine the dynamics of cofilin phosphorylation in cells that undergo acute changes in actin cytoskeleton organisation, induced by activation of PI3K signalling. In Chapter 4, I identified insulin as a potent stimulus that activates PI3K signalling and dynamic actin remodelling (Figure 4.2, 4.9 and 4.13). Thus, an immunoblotting strategy was employed to test if cofilin phosphorylation is responsive to the acute
activation of PI3K signalling and to assess the dynamics of insulin-induced changes in
cofilin phosphorylation. Firstly, serum-starved S2R+ cells were stimulated with
insulin and cofilin phosphorylation was examined over a time course. Cofilin was
phosphorylated transiently on Ser3 in response to insulin, gradually peaking at 30
minutes, after which it started to decline (Figure 6.2).

![Graph of time course of insulin-induced phosphorylation of cofilin](image)

**Figure 6.2 Time course of insulin-induced phosphorylation of cofilin.** S2R+ cells were
grown in serum-free medium overnight and stimulated with 10 μg/mL insulin for the
indicated times. Protein lysates were subjected to western blotting with anti-phospho-Ser3
cofilin antibody. Blots were analysed by densitometry. Values represent the mean phospho-
cofilin signal from two experiments after normalising with respect to β-actin levels.

Having observed that insulin can induce phosphorylation of cofilin, as well as the
robust activation of the PI3K signalling, the next aim was to determine if this
phosphorylation event was indeed PI3K-dependent. For this purpose, the PI3K
inhibitor LY294002 was used to block insulin-dependent activation of PI3K. Pre-
icubation of S2R+ cells with LY294002 significantly reduced the ability of insulin to
induce cofilin phosphorylation, suggesting that this cofilin phosphorylation is
dependent upon PI3K activity (Figure 6.3).
Figure 6.3 LY294002 blocks insulin-induced phosphorylation of cofilin. S2R+ cells were pre-treated for 20 minutes with LY294002 (100 μM) or DMSO vehicle prior to insulin treatment (10 μg/mL), or with neither 20 minutes. Lysates were prepared and subjected to western blotting analysis for pSer505-Akt, β-actin and pSer3-cofilin.

Since PIP3 production is required in S2R+ cells for the maintenance of an actin-rich cortex, the normal ruffling behaviour of resting cells, for insulin-induced actin polymerisation and for cofilin phosphorylation, my next task was to perform functional analysis of cofilin phosphorylation during acute actin signalling. LIMK and slingshot (SSH) have been previously identified in Drosophila and other systems as the major cofilin kinase and phosphatase, respectively. Thus, RNAi-induced knockdown of expression of both LIMK and SSH was first carried out and the levels of Ser3-cofilin phosphorylation were assessed in these cells. In addition, these cells and cofilin RNAi treated cells were stained with rhodamine phalloidin to examine the cytoskeleton organisation. It was observed that silencing of LIMK and SSH genes resulted in a decrease and increase in the basal phosphorylation of cofilin, respectively, confirming their known role in regulating cofilin phosphorylation (Figure 6.4). As expected, cells treated with dsRNA against cofilin displayed virtually no cofilin expression.

Figure 6.4 LIMK and slingshot are major regulators of cofilin phosphorylation. S2R+ cells were left untreated (Ctrl) or treated with dsRNAs for knockdown of expression of LIMK, SSH and cofilin for five days. Cells were lysed and pSer3-cofilin and β-actin levels were assessed by immunoblotting.
Five days after the incubation with dsRNAs, cofilin knockdown cells displayed a more rounded morphology with an increase in the level of F-actin staining (Figure 6.5). This suggests that in the absence of cofilin, new actin polymerisation continuous unregulated, because of the loss of F-actin severing and depolymerisation in these cells. In addition, most of the cells appeared to be multinuclear, suggesting a defect in cytokinesis, a role that has been previously assigned to cofilin (Nagaoka et al., 1995). On the other hand, SSH and LIMK knockdown cells did not display any major disturbance in F-actin organisation or gave any major distinguishable phenotype (Figure 6.5). They also did not display signs of altered cytokinesis as most of the cells were mononuclear.

Figure 6.5 Actin organisation in cells lacking cofilin and its respective kinase and phosphatase. S2R+ cells were left untreated or treated with dsRNAs for knockdown of expression of LIMK, SSH and cofilin (TSR) for five days. On day five, cells were fixed and stained for filamentous actin with rhodamine phalloidin (1:1000) and nuclei with DAPI (1:5000). Images were acquired by a fluorescence microscopy at 20x magnification. Scale bar = 100 μm.
Next, to study of actin dynamics and membrane ruffling over time stimulation with insulin LIMK, SSH and coflin RNAi-knockdown S2R+ cells were stained for actin before and after insulin stimulation and filmed by fluorescence time-lapse microscopy (Figure 6.6 A and B). For the microscopy, cells were infected with baculovirus harbouring a GFP-moesin actin-binding domain fusion protein. This experiment confirmed the previously observed cortical actin reorganisation of cortical actin and increased membrane ruffling in response to insulin stimulation (Figure 6.6 B). Cofilin knockdown cells were unable to reorganise actin or to ruffle in response to insulin, suggesting a role for coflin in insulin-induced actin polymerisation and reorganisation, as previously described (Ghosh et al., 2004). In addition to this, SSH silencing caused a significant reduction in the cell’s ability to mount a protrusive response to insulin stimulation (Figure 6.6 B). However, the overall morphology and actin distribution of SSH knockdown cells were maintained (Figure 6.6 A). Controversially, cells expressing reduced levels of LIMK had a well-defined cortical lamella and ruffled intensively before and after insulin stimulation. This suggested that active unphosphorylated coflin is required for insulin-dependent membrane ruffling, rather than simply for depolymerisation. Genes known to be required for lamellipodia formation (Rac1 plus Rac2 and Arp3) were also silenced by RNAi to allow examination of their role in insulin-induced actin reorganisation. Both knockdowns displayed a common “starfish-like” phenotype, and both knockdowns appeared unable to mount a morphological response to insulin treatment. These data confirmed that the Rac-Arp2/3 signalling cascade is required for the generation of new F-actin-based protrusions downstream of acute PI3K signalling, as are active coflin and SSH.
Figure 6.6 Functional analysis of cofilin during acute actin-signalling. A) Actin staining of RNAi-treated cells stimulated with insulin. S2R+ cells were incubated with dsRNAs for LacZ, cofilin, LIMK, SSH, Rac1+2 and Arp3 for five days. On day five, cells were treated with insulin (10 µg/mL) for 10 minutes. Cells were then fixed and stained for F-actin with rhodamine-palloidin. Scale bars = 50 µm. B) Visualisation of actin dynamics in dsRNA-treated cells using moesin-GFP. Snapshots of time-lapse movies just prior to insulin addition are shown on the left. Scale bars = 50 µm. The two lines used to generate the kymographs (right hand side) are indicated on the cell images. Actin reorganisation was filmed for 3 minutes before and for 10 minutes after the addition of insulin (10 µg/mL), with the white line on each kymograph representing the point of insulin addition (0'). Images are representative of two independent experiments.
The proteomic analysis presented in Chapter 5 showed that cells lacking lamellipodia (Rac1 plus Rac2, Cdc42 or Arp3 RNAi knockdown cells) express relatively high levels of inactive phosphorylated cofilin. This suggested that changes in cofilin phosphorylation might result directly from changes in the cellular levels of actin filaments and not as a response to upstream signalling events. In support of this idea, cells lacking Rac1 and Rac2 maintained high levels of cofilin phosphorylated at Ser3 independent of insulin addition (Figure 6.7). Similarly, SSH RNAi treated cells, which showed an impaired ruffling response, also did not display dynamic changes in cofilin phosphorylation in response to insulin/PI3K signalling (Figure 6.7).

![Figure 6.7 Immunoblotting analysis of pSer3-cofilin and pSer505-Akt in Rac1 plus Rac2 and SSH RNAi-treated cells stimulated with insulin. S2R+ cells were cultured in the presence of dsRNAs for knockdown of LacZ, Rac1 plus Rac2 and SSH for five days and then treated with 10 μg/mL insulin for the indicated times prior to lysis and immunoblotting. Samples were analysed for pSer3-cofilin, pSer505-Akt and β-actin. β-actin immunoblotting served as a loading control.](image)

### 6.3 Regulation of cofilin phosphorylation by actin-targeting agents

To explore in more detail if changes in F-actin organisation are sufficient to directly alter Ser3-cofilin phosphorylation and activity, I used actin-targeting agents to induce acute changes in the relative levels of cellular F- and G-actin. Two different groups of actin-targeting agents were used, those that inhibit filament assembly or destabilise filaments (latrunculin B and cytochalasin D), and those that stabilise actin filaments (jasplakinolide). Latrunculin cytotoxins are potent inhibitors of actin filament formation, which are isolated from the Red Sea sponge *Negombata*.
magnifica (Spector et al., 1983). The effect of latrunculin B on actin is strictly limited to actin monomer sequestering, which is due to the conformational changes caused in actin monomers after latrunculin B binding that prevents formation of stable interactions between monomers (Morton et al., 2000). Cytochalasin D is a cell permeable mycotoxin, which is isolated from Zygosporium mansonii. Cytochalasin D disrupts actin filaments and inhibits actin polymerisation by binding with high affinity to growing (barbed) ends of actin filaments, and preventing addition of monomers to these sites (Casella et al., 1981). Jasplakinolide is an actin filament stabiliser that is synthesised by the marine sponge Jaspis johnsonis. It is a potent inducer of actin polymerisation and decreases the amount of sequestered actin in the cytoplasm (Bubb et al., 1994; Bubb et al., 2000).

I treated S2R+ cells with latrunculin B, cytochalasin D or jasplakinolide over a time course, and then protein lysates were subjected to immunoblotting of pSer3-cofilin levels. Both the G-actin sequestering compound, latrunculin B, and the barbed end capping toxin, cytochalasin D (both previously found to eliminate the actin-rich cell cortex in fly haemocytes (Kiger et al., 2003)), induced a steady increase in the levels of cofilin phosphorylation over a period of 30-60 minutes (Figure 6.8). Conversely, in resting cells, where actin polymerisation is induced by jasplakinolide treatment, basal phosphorylation of cofilin at the Ser3 site was rapidly eliminated, within the first few minutes of the jasplakinolide treatment (Figure 6.8). Notably, total actin levels were unaffected by any of the treatments. These data further supported the idea of there being a direct correlation between the levels of actin filaments present in the cells and the level of phosphorylated cofilin.

![Figure 6.8 The effects of actin-targeting agents on cofilin phosphorylation. Resting S2R+ cells were treated with latrunculin B (1 µg/mL), cytochalasin D (2 µg/mL) or jasplakinolide (1 µg/mL) for the times indicated. Protein lysates were subjected for immunoblotting to pSer3-cofilin and β-actin.](image-url)
However, to examine if cofilin phosphorylation is a process regulated downstream of PI3K signalling itself or it is regulated only by changes in the actin cytoskeleton in response to upstream signalling events, the actin drugs were tested in S2R+ cells subjected to insulin stimulation. This experiment showed that in latrunculin B pre-treated cells pSer3-cofilin levels stayed high in both insulin-treated and untreated cells. Importantly, the jasplakinolide treatment completely blocked pSer3-cofilin accumulation in response to insulin. Thus, dynamic changes in the cofilin phosphorylation downstream of PI3K signalling are likely to be entirely regulated through changes in cortical actin filaments present in the cells, even in the case of PI3K-mediated actin dynamics.

![Diagram](image)

**Figure 6.9 Cofilin phosphorylation is not directly regulated by insulin signalling, but is dependent upon insulin-induced actin reorganisation.** S2R+ cells were pre-treated with latrunculin B (1 μg/mL) or jasplakinolide (1 μg/mL) followed by 20 minutes of insulin treatment (10 μg/mL) or vehicle alone. Protein lysates were subjected to immunoblotting for pSer3-cofilin, pSer505-Akt and β-actin.

In support of the hypothesis that there is an actin-dependent feedback control mechanism involving cofilin phosphorylation, I performed experiments aimed at addressing whether the cofilin kinase (LIMK) or cofilin phosphatase (SSH) are sensitive to changes in actin homeostasis during protrusive activity. Thus, after five days of RNAi treatment, I treated RNAi knockdown cells for LIMK and SSH with latrunculin B and jasplakinolide, respectively. In addition, double LIMK plus SSH knockdown cells were also treated with latranculin B or jasplakinolide. This experiment showed that cells lacking SSH blocked jasplakinolide-induced loss of cofilin phosphorylation (Figure 6.10 A). This loss of jasplakinolide response appeared not to be due to raised levels of pSer3 cofilin in SSH RNAi cells, as SSH appeared to
block the jasplakinolide-induced decrease in pSer3-cofilin levels in cells also lacking LIMK (Figure 6.10 B).

Figure 6.10 Slingshot is the major regulator of actin-dependent cofilin phosphorylation. (A) SSH RNAi blocks jasplakinolide-induced loss of cofilin phosphorylation. Control S2R+ cells and cells treated with dsRNA for knockdown of expression of SSH were treated with jasplakinolide (1 μg/mL) for the times indicated and pSer3-cofilin and β-actin levels assessed in the lysates by immunoblotting. (B) LIMK RNAi does not reverse SSH RNAi blockade of jasplakinolide-induced loss of cofilin phosphorylation. SSH and SSH plus LIMK RNAi treated cells were treated with jasplakinolide (1 μg/mL) for the indicated times and pSer3-cofilin and β-actin levels were assessed in lysates by immunoblotting. (C) The effect of LIMK and SSH on latrunculin B-induced cofilin-phosphorylation. Control, LIMK and LIMK plus SSH RNAi-treated cells were treated with latrunculin B (1 μg/mL) for the indicated times and pSer3-cofilin and β-actin levels in lysates were determined by immunoblotting.
By contrast, although RNAi-induced silencing of LIMK significantly reduced the overall levels of pSer3-cofilin, it was unable to suppress completely the changes in pSer3-cofilin levels seen upon treatment of cells with latrunculin B (Figure 6.10 C). Significantly, however, cells with RNAi-mediated loss of expression for both LIMK and SSH overrode this latrunculin-induced increase in pSer3-cofilin levels. These results suggested that downregulation of SSH phosphatase activity after latrunculin treatment plays an important role in the regulation of the pSer3-cofilin response, as does its upregulation in the presence of jasplakinolide. Thus, SSH is likely to be the key regulator in actin-mediated cofilin phospho-regulation in this system.

Finally, in support of the hypothesis that cofilin phosphorylation and activity depends on F-actin organisation or the ratio of G to F actin in cells, S2R+ cells were targeted for RNAi-mediated knockdown of expression of actin, CAP, profilin, cofilin (as a positive control of the RNAi-treatment) and LacZ (as a negative control of the RNAi-treatment). Levels of cofilin phosphorylation in each knockdown were assessed by immunoblotting (Figure 6.11). This analysis showed that loss of actin expression itself leads to a robust increase in cofilin phosphorylation. In addition, pSer3-cofilin levels appeared not to change significantly in CAP and profilin knockdown cells.

**Figure 6.11** Cofilin phosphorylation in cells with loss of actin, CAP and profilin expression. pSer3 cofilin and β-actin levels were determined by immunoblotting in lysates of control (untreated) cells and cells treated with dsRNA targeting actin, profiling, CAP, cofilin and LacZ.
6.5 Conclusions

The work reported in this chapter was carried out to examine the signalling mechanisms by which cofilin phosphorylation is regulated. The results showed that cofilin phosphorylation is regulated directly by changes in actin cytoskeleton that are driven by the signalling events upstream of actin and other actin binding proteins. Cortical actin polymerisation that drives membrane ruffling requires active cofilin, which can sever actin filaments, to provide new growing sites on F-actin, and can depolymerise F-actin to restore the G-actin pool, thereby facilitating actin recycling during dynamic changes in actin reorganisation. With this in mind, and knowing that insulin-induced cortical actin polymerisation and membrane ruffling were PI3K-dependent events, cofilin phosphorylation was examined under conditions of acute PI3K stimulation. I observed that cofilin phosphorylation is transiently induced upon insulin stimulation and this event was found to be PI3K-dependent. This was a surprising result, as the processes of actin polymerisation and cofilin phosphorylation were separated in time. Since actin polymerisation and PI3K activity peaked in the early minutes of the stimulation, whilst cofilin phosphorylation peaked later at 30 minutes, it would be expected that cofilin is unphosphorylated and active during actin polymerisation. Unfortunately, due to lack of means to study the spatial organisation of cofilin and phosphocofilin at this stage of the analysis in fly cells, it is hard to predict where active and inactive pools of cofilin are localised within a cell. Thus, the analysis of the molecular mechanism that governs cofilin phosphorylation after growth factor-induced actin polymerisation could be a subject for future studies.

Moreover, in my analysis I observed that active cofilin was required for cortical actin polymerisation and membrane protrusions, since LIMK knockdown cells, where expression of inactive phosphorylated cofilin was found to be suppressed, displayed high basal cortical actin polymerisation that was further increased in response to insulin treatment. On the other hand, SSH silenced cells, where levels of inactive phosphorylated cofilin were significantly higher, had limited ability to mount a protrusive response to insulin stimulation, even though gross cellular morphology and actin organisation were preserved. Cofilin knockdown cells, although they had high levels filamentous actin, were not able to mount protrusive response to insulin
stimulation, due to the possibility that no free G-actin is available for insulin-induced actin polymerisation. Furthermore, Rac1 plus Rac2 knockdown cells, which displayed high coflin phosphorylation, were also unable to mount a morphological response to insulin treatment. All these results suggested to me that coflin activity depends on upstream events controlled by small GTPases that drive actin polymerisation. A big surprise came from analysis of Arp3 RNAi-silenced cells, which like the Rac1 plus Rac2 knockdown cells, displayed a “starfish-like” phenotype with high levels of phosphorylated coflin, and did not ruffle in response to insulin. Current knowledge about actin cytoskeleton signalling suggests that Arp2/3 complex and coflin are functionally distinct towards regulating actin cytoskeleton dynamics. However, no reports exist about direct feed-back regulation mechanism between these proteins. In addition, both SSH and Rac1 plus Rac2 knockdown cells did not change the level of phosphorylated coflin with insulin, suggesting that SSH is sensitive to filamentous actin dynamics and changes in F-actin induced by upstream signalling event. Thus, the data here suggested that coflin phosphorylation/ dephosphorylation is dependent directly upon the changes in the F-actin dynamics. This hypothesis is in contrast to that based on several other studies where coflin phosphorylation was reported to be regulated as a direct result of activation of LIMK or inactivation of SSH induced by Rho-family GTPase activity (Yang et al., 1998; Agnew et al., 1995; Soosairajah et al., 2005).

To address the role of actin-dependent changes in mediating coflin phosphorylation, I examined the effects of actin toxins on the coflin phosphorylation in resting S2R+ cells. As previously reported in several studies and detected in my own experiments reported here, coflin phosphorylation was induced upon treatment with G-actin sequestering or F-actin depolymerisation. On the other hand, coflin was dephosphorylated upon jasplakinolide-induced polymerisation of F-actin. However, I did observe that insulin did not increase coflin phosphorylation in cells pre-treated with jasplakinolide, furthermore proving that coflin phosphorylation is not directly regulated by the upstream signalling events that derived from activated PI3K signalling, but is directly regulated by F-actin reorganisation. Thus, I propose SSH, which can bind actin filaments (Tanaka et al., 2005), to be the key regulator of this dynamic coflin phospho-regulation and the sensor of changes in filamentous actin
levels in S2R+ cells. This conclusion came from examining the contribution of the kinase and the phosphatase in affecting the change in cofilin phosphorylation induced upon altering the levels of filamentous actin. LIMK and SSH dsRNA were applied to reduce the rate of both forward and backward reactions. This analysis revealed that SSH knockdown was able to block the jasplakinolide-induced decrease in pSer3-cofilin levels in cells, and this effect was also observed in the cells lacking both SSH and LIMK. On the other hand, although RNAi-induced silencing of LIMK reduced the overall levels of pSer3-cofilin, it was unable to fully suppress changes in pSer3-cofilin levels seen upon treatment of cells with latrunculin B. Furthermore, addition of SSH dsRNA to LIMK RNAi cells blocked this latrunculin B-induced increase in pSer3-cofilin levels. This result suggests that the downregulation of SSH phosphatase activity after latrunculin treatment plays an important role in the regulation of the pSer3-cofilin response, as does its upregulation in the presence of jasplakinolide.

Finally, RNAi-induced silencing of actin also induced a robust increase in cofilin phosphorylation. This confirms the link between actin filaments and pSer3-cofilin, and suggests that free cofilin could serve as a substrate for constantly active LIMK in cells. Importantly, it also demonstrates that G-actin is not required for a change in F/G actin levels to be translated into change in the extent of cofilin phosphorylation. In addition, CAP and profilin knockdown cells showed no change in the cofilin phosphorylation. Recently it has been reported that both profilin and CAP work synergistically to drive nucleotide exchange (Bertling et al., 2007). Thus, I propose that both CAP and profilin induce exchange of G-actin-ADP into G-actin-ATP to release cofilin from the inhibitory complex with ADP-actin monomers, thus promoting actin turnover in fly haemocytes. In the absence of profilin and CAP, nucleotide exchange on G-actin is possibly limited, further blocking dissociation of cofilin from G-actin-ADP complex and limiting cofilin phosphorylation by LIMK, as well limiting the actin polymerisation. Under these conditions, both the kinase and the phosphatase are limited in their action, as LIMK can phosphorylate only free cofilin, and SSH activity is also decreased due to blocked actin polymerisation. However, to define the exact role of CAP and profilin in the cofilin phosphorylation more work is required and that could be a goal for further examination.
In summary, the work in this chapter suggests that although both LIMK and SSH contribute to the regulation of cofilin phosphorylation, in S2R+ cells, SSH can be assigned as a major regulator in the cofilin phosphorylation as changes in the filamentous actin found to be responsible for dynamic changes in cofilin phosphorylation are mediated through actin-dependent SSH activity.
Chapter 7: DISCUSSION AND FUTURE DIRECTIONS

Soon after completion of the first maps of the human genome by the Human Genome Project and the private company Celera in June 2001, the scientific community found itself in the 'post-genomic era' - where proteomics had taken a prominent position. Proteomics involves not only the systematic separation and cataloguing of all proteins produced in an organism, but also the study of how proteins are regulated, change structure and interact with other proteins and molecules, how they regulate biological pathways and cell processes and perhaps most importantly how protein changes can give rise to disease. Studying proteomes in detail is a challenging task, as the proteome differs from cell to cell in an organism and constantly changes as a consequence of responses to internal regulation and the environment. Since it was proposed that proteomic studies are key to understanding disease, and also in linked drug target discovery, it came as no surprise that many academic institutions, and biotechnology, computer and software companies around the world rushed to pour knowledge, expertise, resources and capital into this new research field. While this was happening, the process and technology of RNA interference were discovered. RNAi is a powerful genomic technology that allows analysis of gene function by post-transcriptional silencing of specific target genes and looking at how cellular function is perturbed.

For the studies described in my thesis, I have used a combination of technologies which includes a proteomic strategy based on 2D-DIGE and MS, and RNAi-mediated gene silencing, to identify targets of PI3K and Rho-GTPases signalling. I then further combined this RNAi strategy with biochemical and cell biology analysis to follow up on the role of the identified targets in the regulation of actin cytoskeleton dynamics. PI3K signalling is involved in the regulation of several important cellular processes.
including cell survival, proliferation, growth and metabolism (Vanhaesebroeck et al., 2001). Deregulation of this pathway can lead to alterations in this very important signalling pathway that have been implicated in the origin and progression of diseases such as cancer, auto-immune disorders and diabetes. The complexity of changes in the activity of the PI3K signalling pathway arises as a result of interactions with other signalling pathways such as those involving the Rho family small GTPases, Ras/MAPK and JAK/STAT, which are involved in a complex signalling network that allows a cell to respond appropriately to different stimuli. Identifying the components of these signalling networks and understanding the control mechanisms and cross-talk that occurs between interacting signalling pathways, is a major challenge in cell signal transduction study. In my research program I was interested in exploring cross-talk between the PI3K and small GTPases signalling pathways and how it regulates the actin cytoskeleton and alters cell biology that is dependent on this system.

Initially, I used 2D gel-based proteomic and immunoblotting techniques in a functional proteomic analysis to detect and identify putative targets of the PI3K signalling pathway. Application of PI3K inhibitors and the use of kinase specific substrate antibodies, which recognized phosphorylation motifs for Akt, PDK1 and PKC showed that phosphorylation of several kinase substrates depends upon EGF-induced activation of PI3K signalling in mammary luminal epithelial cells HB4a. However, it was difficult to predict which proteins were changing from this analysis. The combination of 2D-DIGE and 2D immunoblotting, aimed at determining the substrates whose phosphorylation was changing upon PI3K–specific activation, also appeared not to be ideal strategy for functional protein analysis since observed changes in protein expression in 2D-DIGE analysis could not be matched to kinase-specific substrate detection by the immunoblotting technique often related to lack of reagents. However, some revealing targets, such as intermediate cytoskeleton filaments (cytokeratin 7 and cytokeratin 8), and membrane-cytoskeleton linkers (moesin and ezrin) were found in my work, to be differentially expressed upon EGF stimulation in HB4a cells, which implies a reliance on alterations in the cytoskeletal organisation and cell-to-cell contact in these cells to effect physiological changes.
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Since this human cell model was not ideal for many functional studies to study PI3K-dependent actin cytoskeleton reorganisation, a fly cell model, which had many other advantages, was developed instead. In Chapter 4, I showed that insulin was able to activate PI3K signalling in haemocytes, a process where I used PI3K inhibitors to define growth factor induced changes in cell shape and dynamics of the cytoskeleton of Drosophila haemocytes. I also monitored the insulin-mediated alterations in the actin cytoskeleton using time lapse microscopy, immunostaining and immunoblotting techniques. These experiments showed that insulin activates the PI3K signalling pathway, and subsequently mediates actin reorganisation producing increased membrane ruffling and protrusive activity at the cell edges. The PI3K inhibitors, LY294002 and wortmannin, were used to show that these effects on the actin cytoskeleton were dependent upon PI3K activity. It is important to mention that this Chemical Genetic approach, as some workers call it, has its limitations; because these inhibitors used may also target other kinases. As I proposed earlier, the study of PI3K-dependent actin reorganisation could well be extended by using more specific small molecule inhibitors that have been developed in recent years or by employing specific RNAi-mediated gene targeting. Most importantly, work that I developed has established a model cell system in which to study PI3K dependent signalling events and was the first dissection of PI3K-actin signalling in Drosophila haemocytes. My study also follows closely a recent report by Wood et al. of a role for PI3K in cell motility during fly development (Wood et al., 2006)

Using this Drosophila cell system, my next goal was to examine the biochemical mechanisms that allow PI3K to regulate changes in the actin cytoskeleton, and to test if this process is mediated by cross-talk with small GTPases, as has been suggested to be take place in other cell models. In this work I applied genomic and proteomic techniques in parallel. I used an RNAi “loss-of-function” approach in combination with quantitative 2D-DIGE to carry out differential protein expression analysis of RNAi- targeted cells. dsRNAs were used for disruption of the translation of selective target genes involved in PI3K signalling, Rho family small GTPase-mediated signalling and actin-binding proteins. The proteomic technique appeared to be ideal for monitoring changes in cytoskeletal proteins that have high cellular copy numbers. Through fluorometric scanning of gels, run with mixtures of control and treated
samples, and cell lysates differentially tagged with dye fluorophores, differential protein expression profiles were quantified. I used mass spectrometry for the identification of certain proteins differentially expressed between control and RNAi treatments, and the identity of these proteins, as well as changes in their expression was validated by immunoblotting, where antibodies were available. During the work I identified a number of proteins and tried to link their effects in these experiments to their putative role in signal pathways. Among these proteins most were abundant cytoskeletal proteins, metabolic and redox enzymes. In parallel, I examined changes in the cell morphology (actin cytoskeleton) using fluorescence microscopy. My data showed that the combination of 2D-DIGE and mass spectrometry can be a powerful platform for protein expression profiling, and I was even able to detect changes in the phosphorylation of one targeted protein. In addition, the changes in the proteome I found were reflected in changes in the cellular phenotype of the knockdowns. For example, in PTEN knockdown cells which appeared to have an increased cell size, and alterations in the filamentous actin, which are presumably related to defects in adhesion, profiling of the proteome showed that some proteins that are involved in the regulation of redox homeostasis, protein synthesis and actin cytoskeleton organisation were differentially expressed. Also I found that cells where there was a loss of expression of the actin depolymerising protein cofilin, appeared to have high levels of filamentous actin, while cells lacking a protein that drives actin nucleation and branch polymerisation had “the star-fish” actin phenotype. There were however several limitations to this proteomic approach, such as that imposed by the extent of protein separation, the low protein identification rate caused by several practical problems including sensitivity, the difficulty in matching differential protein expression between gel runs, all of which limited the depth of the analysis. During the course of this study, several other methods have been developed which use protein labelling and mass spectrometry for large scale quantitative and qualitative analysis of proteomes. Strategies such as iCAT (cysteine based labels) or iTRAQ (amino group labels) tagging of sample proteins or peptides in vitro; or SILAC - labelling of proteins with light and heavy amino acids (containing deuterium instead of H, $^{13}$C instead of $^{12}$C, or $^{15}$N instead of $^{14}$N) in vivo, could be used as a step forward in continuing the type of proteomic profiling of RNAi-silenced cells that has been carried out here. For example, the power of RNAi technique to choose genes for studying, could easily
allow the experiments to be extended to profiling and quantifying the proteomes of cells that lack the GEFs or GAPs, or even transcription/translation factors, the design would be varied depending on which aspect of cell signalling is to be addressed. In addition, new work which followed the dynamics of cell signalling events in time, after an acute stimulation (with insulin, for example) would increase the power of the analysis and could lead to identification of additional targets. These labelling strategies combined with sample purification and MS protein identification have proven to be more powerful, sensitive and specific ways to identify differences in protein expression profiles, and PTMs, when two or more conditions are compared (Mann, 2006). The availability on new highly sensitive mass spectrometers with modern LC front ends would also change dramatically the utility of the approach.

In the last part of this thesis, I focused my work on an exploration of the nature of the regulation of cellular cofilin activity which is known to be determined in part by its phosphorylation on Ser3. Significantly, phosphorylation of cofilin on this evolutionarily highly conserved residue prevents the binding of cofilin to actin filaments, completely inhibiting its ability to promote filament disassembly (Bamburg, 1999). Cofilin was selected as an interesting target for further functional analysis as it appeared to be a signalling node regulated by both PI3K and Rho-family small GTPases. Cofilin phosphorylation was identified as being differentially modulated in opposite ways in PI3K- and PTEN-silenced cells, but was unaffected by RNAi-induced silencing of Ras and Akt, suggesting that PI3K regulates cofilin phosphorylation through a signalling cascade independent of Akt. In addition, phospho-cofilin was also expressed more highly in cells where the expression of genes that promote actin nucleation/polymerisation and lamellipodia formation (Cdc42, Rac1 and Rac2) had been silenced. These results came as a surprise to me since previous studies have suggested that Rac activates LIMK to induce cofilin phosphorylation and inhibition. (Yang et al., 1998; Arber et al., 1998). Moreover, cofilin phosphorylation has been seen to be upregulated in Arp3 knockdown cells, where lamellipodia and the underlying cortical actin network are also lost (Biyasheva et al., 2004; Kunda et al., 2003), suggesting that cofilin phosphorylation is probably regulated by the dynamic changes in the actin cytoskeleton in response to signalling
downstream of PIP3 generation (Firtel and Chung, 2000), rather than through a direct signalling pathway. In this model, LIMK would found to be constitutively active.

In addition, it has been reported that even though levels of pSer3-cofilin can respond to PI3K signalling as suggested by the analysis in steady state and observed in other systems (Mouneimne et al., 2004; Nishita et al., 2004), there was evidence in my work that indicated that the observed changes in cofilin phosphorylation status were unlikely to mediate PI3K-induced actin remodelling. First, I found that active dephosphorylated cofilin was required for mounting protrusive dynamics of the actin cytoskeleton. Second, I showed that the morphogenetic response to insulin was unaffected by the loss of LIMK, the kinase responsible for cofilin phosphorylation in this and other systems (Arber et al., 1998; Yang et al., 1998), suggesting that an increase in cofilin phosphorylation is not required for cytoskeletal remodelling during the initial protrusive response. Third, I found that PI3K signalling, cortical actin accumulation and membrane ruffling all occurred within the first few seconds or minutes of insulin addition, whilst an increase in cofilin phosphorylation was delayed. Fourthly, in SSH and Rac RNAi cells, which are unable to generate protrusions, I found that pSer3-cofilin levels remained at a constant and elevated level following insulin stimulation, as would be predicted by such a model. Lastly, it is clear from the literature that the relationship between PI3K-signalling and cofilin phosphorylation varies widely across the different systems in which it has been analysed (Mouneimne et al., 2004; Nishita et al., 2004; Song et al., 2006). Taken together these data suggested an alternative model in which changes in cofilin phosphorylation occur as a result of the downstream effect of PI3K-induced changes in actin filament formation, and favouring a molecular mechanism in which the cofilin phosphatase, SSH, is the key regulator of cofilin phosphorylation which responds to changes in filamentous actin. To examine this hypothesis, where I directly perturbed actin cytoskeleton dynamics and the ratio of G- and F-actin by using actin toxins on cells, I found that cofilin phosphorylation changed in response to changes in the F/G actin ratio induced by these toxins. For example, in cells treated with latrunculin B or cytochalasin D, which induce rapid loss of filamentous actin (Kiger et al., 2003), I found that pSer3-cofilin levels were increased. Conversely in cells treated with the jasplakinolide, which induces ectopic actin filament formation, I saw a relatively rapid and complete
loss of the pSer3-cofilin signal. Moreover, I was able to show that jasplakinolide also
could block the ability of insulin to induce cofilin phosphorylation in these cells.
Taken together these data indicated to me that actin remodelling is required for
dynamic changes in the level of Ser3-cofilin phosphorylation, and that acute changes
in F-actin levels are sufficient to alter the cofilin phosphorylation status. Since the
increase in cofilin phosphorylation is observed in cells with a paucity of cortical actin
filaments, this would limit the rate of filament severing and depolymerisation.
Conversely, cofilin is activated in cells with excess actin filaments, thereby
maintaining the monomeric actin pool. This suggests to me that dynamic changes in
cofilin phosphorylation are required for maintenance of actin filament homeostasis
such that actin protrusive activity would be self-limiting. It also suggests there is a
sensor that can measure changes in actin filament levels. Four recent studies have
sought to implicate cofilin phosphatase SSH as mediating this role, by showing that
SSH is activated through binding to actin filaments (Nagata-Ohashi et al., 2004;
Soosairajah et al., 2005; Tanaka et al., 2005; Yamamoto et al., 2006). In support of
this, my data shows that SSH is likely to be the key regulator of pSer3-cofilin levels
in S2R+ cells, since it was required for dynamic changes in pSer3-cofilin levels in
response to insulin, and because the kinetics of loss of cofilin phosphorylation
following jasplakinolide treatment were more rapid than the effects of latrunculin B.
Furthermore, I found that SSH RNAi suppressed both jasplakinolide and latrunculin
induced changes in pSer3-cofilin, whereas on its own LIMK RNAi did not produce
this effect. Also it is important that RNAi-mediated silencing of actin increased the
level of cofilin phosphorylation, meaning that it is unlikely that G-actin levels play a
significant role in driving the change in pSer3-cofilin levels that takes place following
perturbation of the F/G actin ratio. Finally, limiting the potential for nucleotide
exchange on actin monomers by RNAi-mediated silencing of profilin and CAP
probably blocks both LIMK and SSH activities, as a limited pool of actin-ATP would
be available for polymerisation required for SSH activity and no free cofilin would be
available for phosphorylation by LIMK. Thus, in conclusion it appears to me that the
binding of SSH to actin filaments acts as a sensor of relative F actin levels.

To reconcile the role of cofilin in the formation of actin-dependent protrusions in
S2R+ cells with the observed changes in pSer3-cofilin I found following an acute
PI3K response, I suggested the following scenario (Figure 7.1): Following insulin addition, PI3K is activated within the first few minutes, causing the conversion of PIP2 to PIP3 within the inner leaflet of the plasma membrane. This activates Rac, possibly through the association of an unidentified PH domain-containing Rac-GEF with PIP3, leading to the nucleation of Arp2/3-dependent actin filaments at the cell cortex with subsequent filament elongation and protrusion formation. In these cells, active non-phosphorylated cofilin, at the cell front edge, depolymerises existing ADP-actin filaments to replenish the actin monomer pool and to generate uncapped barbed actin filament ends for new elongation. Thus, the balance between G-actin and F-actin is quickly moved towards F-actin, and cofilin released from G-actin is quickly phosphorylated by constitutively active LIMK. Thus, at the early stages, before significant levels of new actin filaments have been formed, low level SSH activity will act, in opposition to the effects of LIMK, to maintain a limited pool of active cofilin that is sufficient to remodel the existing actin filament network. Later, as new actin filaments accumulate and the PI3K signal declines at ~30 minutes, SSH activity will come to dominate, through its association with actin filaments and, perhaps, through its inhibition of LIMK (Soosairajah et al., 2005). This effect will reduce cofilin phosphorylation and help to restore the F-actin/G-actin equilibrium. I would like to suggest that this dynamic regulation helps to generate the cell's robust but self-limiting actin filament response to acute actin-signalling. In the context of a graded extracellular signal in the developing embryo (Wood et al., 2006), a similar system could act over spatially distinct regions of the cell to facilitate chemotaxis by coordinating the polymerisation of actin filaments at the cell front, with their disassembly at the cell rear. Thus, the next goal will be to examine the proposed model for cofilin regulation in vivo.
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Figure 7.1 Dynamic changes in cofilin phosphorylation upon acute stimulation are dictated by F-actin-dependent changes in SSH activity.

Finally, I would like to conclude that the research work I have presented here shows that using a combination of techniques, genomic and proteomic, for studying cell signalling pathways, is a powerful approach to help address specific biological questions in Cell Biology. As the proteomic profile can be reflected by the cell phenotype, the combination of genomic and proteomic analysis provides more detailed information about the molecular mechanisms involved in cellular processes. Moreover, as in any proteomic profiling study where large databases are often generated, the real challenge arises when the data needs to be integrated in a meaningful way that could represent functional and biochemical properties of proteins involved in specific cell signalling pathways or networks.
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## APPENDIX 1

MOWSE Score, matched peptides and sequence coverage of identified proteins (Table 3.1 and 3.2)

### Spot No. 877 Keratin 7

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(malc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 13</td>
<td>1406.76</td>
<td>1405.76</td>
<td>1405.70</td>
<td>0.06</td>
<td>M.SIFSPSPVTS.R.S N-Acetyl (Protein)</td>
</tr>
<tr>
<td>53 - 64</td>
<td>1104.62</td>
<td>1103.61</td>
<td>1103.57</td>
<td>0.04</td>
<td>R.SAYQGPPDG.AIR.K</td>
</tr>
<tr>
<td>65 - 77</td>
<td>1453.93</td>
<td>1452.92</td>
<td>1452.83</td>
<td>0.09</td>
<td>R.EVTIMGTAI.F.R.L</td>
</tr>
<tr>
<td>102 - 108</td>
<td>827.41</td>
<td>826.40</td>
<td>826.42</td>
<td>-0.02</td>
<td>K.FASFIDE.V</td>
</tr>
<tr>
<td>137 - 149</td>
<td>1442.88</td>
<td>1441.87</td>
<td>1441.79</td>
<td>0.08</td>
<td>R.LPDIFEAQIACL.G</td>
</tr>
<tr>
<td>168 - 177</td>
<td>1371.07</td>
<td>1369.07</td>
<td>1369.54</td>
<td>0.03</td>
<td>R.SQCTVPEF.E.N</td>
</tr>
<tr>
<td>188 - 190</td>
<td>1220.27</td>
<td>1219.6</td>
<td>1219.64</td>
<td>0.11</td>
<td>R.TAAKEKPIXL:E</td>
</tr>
<tr>
<td>199 - 208</td>
<td>1143.63</td>
<td>1142.62</td>
<td>1142.53</td>
<td>0.09</td>
<td>K.KDVAAYMKE.V Oxidation (M)</td>
</tr>
<tr>
<td>215 - 226</td>
<td>1418.81</td>
<td>1417.80</td>
<td>1417.72</td>
<td>0.08</td>
<td>K.VDALADEKI.P.R.T</td>
</tr>
<tr>
<td>254 - 265</td>
<td>1372.72</td>
<td>1371.71</td>
<td>1371.70</td>
<td>0.01</td>
<td>R.SILDLGIIAPPR.A</td>
</tr>
<tr>
<td>254 - 273</td>
<td>2239.22</td>
<td>2238.21</td>
<td>2238.11</td>
<td>0.10</td>
<td>R.SILDLGIIAPPR.A</td>
</tr>
<tr>
<td>330 - 342</td>
<td>1400.80</td>
<td>1399.80</td>
<td>1399.73</td>
<td>0.07</td>
<td>R.AKLEAIAAAR.G</td>
</tr>
<tr>
<td>352 - 363</td>
<td>1385.79</td>
<td>1384.78</td>
<td>1384.73</td>
<td>0.05</td>
<td>R.AQERLAAALQR.G</td>
</tr>
<tr>
<td>354 - 363</td>
<td>1169.59</td>
<td>1168.58</td>
<td>1168.57</td>
<td>0.01</td>
<td>K.QERLBAALQR.G Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>374 - 382</td>
<td>1126.36</td>
<td>1125.55</td>
<td>1125.54</td>
<td>0.01</td>
<td>R.EYQRSIMYK.L</td>
</tr>
<tr>
<td>383 - 393</td>
<td>1277.76</td>
<td>1276.75</td>
<td>1276.70</td>
<td>0.05</td>
<td>K.LALDIEIATYR.K</td>
</tr>
</tbody>
</table>
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Spot No. 898 Cytokeratin 8

<table>
<thead>
<tr>
<th>Start</th>
<th>End</th>
<th>Observed</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>24 - 32</td>
<td>911.44</td>
<td>910.43</td>
<td>910.41</td>
<td>0.02</td>
<td>0</td>
<td>R.SYSGASPRL.I</td>
</tr>
<tr>
<td>33 - 40</td>
<td>870.47</td>
<td>869.46</td>
<td>869.42</td>
<td>0.04</td>
<td>0</td>
<td>R.ISSSFSR.V</td>
</tr>
<tr>
<td>41 - 47</td>
<td>765.41</td>
<td>764.40</td>
<td>763.38</td>
<td>0.02</td>
<td>0</td>
<td>R.VQGFSW.R</td>
</tr>
<tr>
<td>102 - 108</td>
<td>827.44</td>
<td>826.44</td>
<td>826.42</td>
<td>0.01</td>
<td>0</td>
<td>K.FASNPIDEY.K</td>
</tr>
<tr>
<td>111 - 117</td>
<td>905.47</td>
<td>904.46</td>
<td>905.46</td>
<td>0.00</td>
<td>0</td>
<td>R.FLEQQNK.M</td>
</tr>
<tr>
<td>111 - 122</td>
<td>1500.93</td>
<td>1500.84</td>
<td>1500.77</td>
<td>0.07</td>
<td>1</td>
<td>R.FLEQQNKLEK.T</td>
</tr>
<tr>
<td>123 - 133</td>
<td>1385.72</td>
<td>1385.71</td>
<td>1385.71</td>
<td>-0.04</td>
<td>1</td>
<td>K.WSLQQQKTAR.S</td>
</tr>
<tr>
<td>134 - 148</td>
<td>1864.79</td>
<td>1864.79</td>
<td>1864.79</td>
<td>-0.04</td>
<td>0</td>
<td>R.SMMNPSYINN.R.R</td>
</tr>
<tr>
<td>134 - 149</td>
<td>2019.90</td>
<td>2019.96</td>
<td>2019.89</td>
<td>0.10</td>
<td>1</td>
<td>R.SMMNPSYINN.R.Q Oxidation (M)</td>
</tr>
<tr>
<td>159 - 176</td>
<td>2033.96</td>
<td>2032.95</td>
<td>2033.85</td>
<td>0.10</td>
<td>1</td>
<td>K.LERAILQNLQQF.R</td>
</tr>
<tr>
<td>179 - 186</td>
<td>1066.56</td>
<td>1065.53</td>
<td>1065.51</td>
<td>0.04</td>
<td>1</td>
<td>K.YDEKNER.T</td>
</tr>
<tr>
<td>187 - 197</td>
<td>1352.66</td>
<td>1351.63</td>
<td>1351.67</td>
<td>-0.02</td>
<td>0</td>
<td>R.TEMENFPVLK.K</td>
</tr>
<tr>
<td>187 - 198</td>
<td>1480.77</td>
<td>1479.76</td>
<td>1479.76</td>
<td>-0.01</td>
<td>1</td>
<td>R.TEMENFPVLK.D</td>
</tr>
<tr>
<td>199 - 207</td>
<td>1084.46</td>
<td>1083.45</td>
<td>1083.43</td>
<td>-0.01</td>
<td>0</td>
<td>K.DQVEADAFM.V</td>
</tr>
<tr>
<td>214 - 225</td>
<td>1419.75</td>
<td>1418.74</td>
<td>1418.74</td>
<td>0.00</td>
<td>0</td>
<td>R.LGLTRKINFMQ.L</td>
</tr>
<tr>
<td>226 - 233</td>
<td>1062.53</td>
<td>1061.52</td>
<td>1061.50</td>
<td>0.01</td>
<td>0</td>
<td>R.QYKKEER.E Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>226 - 233</td>
<td>1079.53</td>
<td>1078.52</td>
<td>1078.50</td>
<td>-0.01</td>
<td>0</td>
<td>R.QYKKEER.E</td>
</tr>
<tr>
<td>234 - 235</td>
<td>2109.02</td>
<td>2108.00</td>
<td>2109.01</td>
<td>-0.02</td>
<td>0</td>
<td>R.EQGQSQSDTSSVSTN.S</td>
</tr>
<tr>
<td>234 - 242</td>
<td>2124.97</td>
<td>2123.96</td>
<td>2123.96</td>
<td>-0.02</td>
<td>0</td>
<td>R.EQGQSQSDTSSVSTN.S Oxidation (M)</td>
</tr>
<tr>
<td>253 - 264</td>
<td>1320.64</td>
<td>1319.63</td>
<td>1319.66</td>
<td>-0.03</td>
<td>0</td>
<td>R.SLMDSPIAETQ.A</td>
</tr>
<tr>
<td>276 - 285</td>
<td>1169.57</td>
<td>1168.56</td>
<td>1168.54</td>
<td>0.02</td>
<td>0</td>
<td>R.AEASVHIFQ.K</td>
</tr>
<tr>
<td>286 - 295</td>
<td>1137.55</td>
<td>1136.54</td>
<td>1136.5</td>
<td>-0.03</td>
<td>0</td>
<td>K.YERIQSADK.I</td>
</tr>
<tr>
<td>305 - 312</td>
<td>979.47</td>
<td>978.46</td>
<td>978.44</td>
<td>0.02</td>
<td>0</td>
<td>K.TRIEMENR.N</td>
</tr>
<tr>
<td>329 - 341</td>
<td>1344.68</td>
<td>1343.67</td>
<td>1343.67</td>
<td>0.00</td>
<td>0</td>
<td>R.ASLEAAADAER.Q,G</td>
</tr>
<tr>
<td>353 - 362</td>
<td>1129.63</td>
<td>1128.62</td>
<td>1128.61</td>
<td>0.01</td>
<td>0</td>
<td>K.LELRSAR.Q,B</td>
</tr>
<tr>
<td>365 - 372</td>
<td>1000.49</td>
<td>999.48</td>
<td>999.49</td>
<td>0.01</td>
<td>1</td>
<td>R.GQMAQRL.R,K Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>373 - 380</td>
<td>1153.55</td>
<td>1152.54</td>
<td>1152.55</td>
<td>-0.01</td>
<td>0</td>
<td>R.EQGQSQSDTSSVSTN.S</td>
</tr>
<tr>
<td>382 - 392</td>
<td>1277.72</td>
<td>1276.72</td>
<td>1276.70</td>
<td>0.01</td>
<td>0</td>
<td>K.LALDIEATY.R,K</td>
</tr>
<tr>
<td>472 - 482</td>
<td>1173.61</td>
<td>1172.60</td>
<td>1172.63</td>
<td>-0.03</td>
<td>0</td>
<td>R.LVSSSDDFLK.-</td>
</tr>
</tbody>
</table>

Mass: 53529 Score: 216 Expect: 4.8e-017 Queries matched: 31
### Appendix 1

#### Spot No. 417 Moesin, Chain A

**Probability Based Mowse Score**

<table>
<thead>
<tr>
<th>Query matched: 12</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr (exp)</th>
<th>Mr (calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 8</td>
<td>842.51</td>
<td>841.50</td>
<td>841.50</td>
<td>-0.00</td>
<td>M.PKTISVRVT</td>
</tr>
<tr>
<td>9 - 27</td>
<td>2082.08</td>
<td>2081.07</td>
<td>2081.00</td>
<td>0.07</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>28 - 35</td>
<td>976.31</td>
<td>975.50</td>
<td>975.54</td>
<td>-0.04</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>54 - 60</td>
<td>838.43</td>
<td>837.42</td>
<td>837.44</td>
<td>-0.02</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>72 - 79</td>
<td>961.54</td>
<td>960.53</td>
<td>960.56</td>
<td>-0.03</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>101 - 107</td>
<td>894.53</td>
<td>893.53</td>
<td>893.54</td>
<td>-0.01</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>166 - 171</td>
<td>862.33</td>
<td>861.35</td>
<td>861.36</td>
<td>-0.01</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>172 - 180</td>
<td>1233.62</td>
<td>1232.61</td>
<td>1232.61</td>
<td>0.02</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>238 - 246</td>
<td>1104.61</td>
<td>1103.60</td>
<td>1103.59</td>
<td>0.03</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>255 - 262</td>
<td>959.60</td>
<td>958.59</td>
<td>958.59</td>
<td>0.00</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>263 - 273</td>
<td>1310.75</td>
<td>1309.74</td>
<td>1309.68</td>
<td>0.06</td>
<td>R.VTMDARLEFAI</td>
</tr>
<tr>
<td>284 - 273</td>
<td>1182.62</td>
<td>1181.61</td>
<td>1181.59</td>
<td>0.02</td>
<td>R.VTMDARLEFAI</td>
</tr>
</tbody>
</table>

**Protein**: MoeSin, Chain A

**Sequence**: Ebp50 C-Terminal Peptide

**Score**: 100

**Expect**: 2e-005

**Mass**: 35010

---

**Figure**: Diagram showing the number of hits against the probability-based Mowse score.
Spot No. 1317 Glyceraldehyde-3-phosphate dehydrogenase

- **Mass**: 36204  
- **Score**: 74  
- **Expect**: 0.0084  
- **Queries matched**: 9

<table>
<thead>
<tr>
<th>Start</th>
<th>End</th>
<th>Observed</th>
<th>Mr (expt)</th>
<th>Mr (calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>13</td>
<td>805.39</td>
<td>804.38</td>
<td>804.42</td>
<td>-0.04</td>
<td>0</td>
<td>K.VGVGFGR.I</td>
</tr>
<tr>
<td>67</td>
<td>80</td>
<td>1613.94</td>
<td>1612.93</td>
<td>1612.89</td>
<td>0.02</td>
<td>0</td>
<td>K.LVINGHPITFQER.D</td>
</tr>
<tr>
<td>119</td>
<td>139</td>
<td>2245.12</td>
<td>2244.11</td>
<td>2244.09</td>
<td>0.02</td>
<td>0</td>
<td>K.VIISAPADAPMTVGVMHEK.Y</td>
</tr>
<tr>
<td>140</td>
<td>145</td>
<td>739.33</td>
<td>738.33</td>
<td>738.35</td>
<td>-0.03</td>
<td>0</td>
<td>K.VDHSLK.I</td>
</tr>
<tr>
<td>163</td>
<td>186</td>
<td>2611.23</td>
<td>2610.22</td>
<td>2610.35</td>
<td>-0.12</td>
<td>0</td>
<td>K.VIDHDFGIVEGLMTVHAIATQK.T</td>
</tr>
<tr>
<td>228</td>
<td>234</td>
<td>811.41</td>
<td>810.40</td>
<td>810.41</td>
<td>-0.00</td>
<td>0</td>
<td>K.LTGMAF.V Oxidation (M)</td>
</tr>
<tr>
<td>255</td>
<td>260</td>
<td>781.38</td>
<td>780.38</td>
<td>780.40</td>
<td>-0.03</td>
<td>1</td>
<td>K.YDIK.V</td>
</tr>
<tr>
<td>264</td>
<td>271</td>
<td>829.38</td>
<td>828.38</td>
<td>828.43</td>
<td>-0.06</td>
<td>0</td>
<td>K.QASEGPKL.G</td>
</tr>
<tr>
<td>310</td>
<td>323</td>
<td>1763.82</td>
<td>1762.81</td>
<td>1762.80</td>
<td>0.02</td>
<td>0</td>
<td>K.LISWTDNEFGYSHR.V</td>
</tr>
</tbody>
</table>
APPENDIX 2

MOWSE Score, matched peptides and sequence coverage of identified proteins (Table 5.1)

Spot No. 1610 Annexin B9a

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 10</td>
<td>1133.50</td>
<td>1133.50</td>
<td>0.00</td>
<td>0 SSAEYTPFK</td>
</tr>
<tr>
<td>11 - 31</td>
<td>2347.18</td>
<td>2346.12</td>
<td>0.06</td>
<td>0 CPTVYPADPFPDVEAAIL</td>
</tr>
<tr>
<td>36 - 42</td>
<td>753.37</td>
<td>752.33</td>
<td>0.03</td>
<td>0 CTPTVYPADPFPDVEAAIL</td>
</tr>
<tr>
<td>43 - 50</td>
<td>898.57</td>
<td>897.56</td>
<td>0.00</td>
<td>0 AIIEILAR</td>
</tr>
<tr>
<td>57 - 64</td>
<td>920.50</td>
<td>919.50</td>
<td>0.00</td>
<td>0 LEIATAEFK</td>
</tr>
<tr>
<td>70 - 76</td>
<td>803.47</td>
<td>802.44</td>
<td>0.03</td>
<td>0 DLISDLK</td>
</tr>
<tr>
<td>130 - 141</td>
<td>1418.65</td>
<td>1417.69</td>
<td>0.04</td>
<td>0 TIAQTFEQSGK</td>
</tr>
<tr>
<td>142 - 148</td>
<td>791.34</td>
<td>790.41</td>
<td>0.07</td>
<td>0 SLESDLK</td>
</tr>
<tr>
<td>158 - 167</td>
<td>1145.59</td>
<td>1144.60</td>
<td>0.09</td>
<td>0 LCSVLQDQR</td>
</tr>
<tr>
<td>208 - 213</td>
<td>794.44</td>
<td>793.41</td>
<td>0.03</td>
<td>0 XQQLQK</td>
</tr>
<tr>
<td>214 - 229</td>
<td>1894.80</td>
<td>1893.90</td>
<td>0.03</td>
<td>0 QIFLEYLEGIDIEDK Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>214 - 229</td>
<td>1911.90</td>
<td>1910.93</td>
<td>0.03</td>
<td>0 QIFLEYLEGIDIEDK Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>234 - 241</td>
<td>882.41</td>
<td>881.46</td>
<td>0.01</td>
<td>0 KEFFSER</td>
</tr>
<tr>
<td>242 - 248</td>
<td>747.48</td>
<td>746.47</td>
<td>0.00</td>
<td>0 GEFLAIK</td>
</tr>
<tr>
<td>252 - 260</td>
<td>1144.56</td>
<td>1143.56</td>
<td>0.00</td>
<td>1 SKIDYFSER</td>
</tr>
<tr>
<td>254 - 260</td>
<td>929.43</td>
<td>928.43</td>
<td>0.00</td>
<td>0 IDYFSER</td>
</tr>
<tr>
<td>301 - 307</td>
<td>862.48</td>
<td>861.46</td>
<td>0.01</td>
<td>0 SLESWIK</td>
</tr>
</tbody>
</table>
Appendix 2

Spot No. 1632  CG31196, 14-3-3ε

1. g123171618  Mass: 29326  Score: 169  Expect: 5.4e-013  Queries matched: 18
CG31196-PC, isoform C [Drosophila melanogaster]

1 MTERHENVYK AXLAGAERY DEMVEAMKKV ASMDVELTVE EBRILSVAYK
51 NVIGABRASH RIITSIQEKK ENKGGAEEKE MXTYRQQuVE KELLRCBDI
101 LNVLKEKLIP CATG3ESKV YVWQGDIYRK YLAFFAT65SD KDAANEKSLI
151 AYKAASDIAM KDDLFTFPHIR LGPLLNF56V YYYILNSPDR ACRLFAAFD
201 DIAEELTL5 EESTKDSLH MQHRLNHIL WTSDMTRAGD DEFKKIQQDV
251 EDQDV5

Start - End  Observed  Mr(calc)  Delta  Miss Sequence
1 - 10  1299.61  1290.60  1290.59  0.01  1 MTERHENVYK Oxidation (M)
1 - 12  1524.71  1523.70  1523.74  0.04  2 MTERHENVYKAK N-Acetyl (Protein)
2 - 10  1194.56  1193.56  1193.57  -0.01  1 MTERHENVYK N-Acetyl (Protein)
13 - 19  816.42  815.41  815.41  0.00  0 LAEQAER
13 - 29  2072.93  2071.92  2071.96  -0.04  2 LAEQAERYDENVEAMKK 2 Oxidation (M)
30 - 42  1477.74  1476.73  1476.71  -0.02  0 WASHVELFVEER
43 - 50  907.52  906.51  906.52  -0.01  0 MLIS5VAYK
51 - 56  629.35  628.34  628.37  -0.02  0 NVIGAR
62 - 69  93.51  93.50  93.54  -0.03  0 IITSIEMK
62 - 73  1431.73  1430.74  1430.76  -0.02  1 IITSIEMKEEK
62 - 78  1946.00  1944.99  1945.00  -0.01  2 IITSIEMKEEKXGGAEEK
124 - 141  2116.91  2115.91  2115.98  -0.07  2 MKGDPYHLAEFAFT65SDR
131 - 153  2533.18  2532.17  2532.25  -0.08  2 YLAFFAT65DRKDAANEKSLAYK
142 - 153  1322.65  1321.64  1321.69  -0.05  1 KDANEKSLAYK
154 - 170  1813.88  1817.87  1817.91  -0.02  0 AASDIAGDLFTFPHIR
197 - 213  2087.97  2086.96  2086.96  -0.00  0 AAFDAAEFLTLSEESYK
216 - 223  1189.64  1188.63  1188.65  -0.02  0 DSTLIMQLLR
226 - 244  2122.94  2121.94  2121.92  0.002  0 DNLTLWSDMQAGDGEPK Oxidation (M)

249
Appendix 2

Spot No. 1768 Proteosome α7 subunit

1.  

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed Mr(expt)</th>
<th>Observed Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 20</td>
<td>2000.93</td>
<td>1999.92</td>
<td>0.01</td>
<td>N-etyl (Protein)</td>
<td>162</td>
</tr>
<tr>
<td>21 - 29</td>
<td>1078.53</td>
<td>1069.52</td>
<td>0.00</td>
<td>VFGIDVASK</td>
<td>162</td>
</tr>
<tr>
<td>34 - 41</td>
<td>802.47</td>
<td>801.47</td>
<td>0.00</td>
<td>kTIGTGYDL</td>
<td>162</td>
</tr>
<tr>
<td>42 - 52</td>
<td>1128.62</td>
<td>1127.61</td>
<td>0.00</td>
<td>1GKDAVVLAEK</td>
<td>162</td>
</tr>
<tr>
<td>58 - 66</td>
<td>977.47</td>
<td>976.46</td>
<td>0.00</td>
<td>SFSFDGPR</td>
<td>162</td>
</tr>
<tr>
<td>67 - 72</td>
<td>750.44</td>
<td>749.43</td>
<td>0.00</td>
<td>LYPEDAGGR</td>
<td>162</td>
</tr>
<tr>
<td>73 - 93</td>
<td>2073.04</td>
<td>2073.03</td>
<td>0.00</td>
<td>STIGTGYDL</td>
<td>162</td>
</tr>
<tr>
<td>73 - 93</td>
<td>2090.02</td>
<td>2089.02</td>
<td>0.00</td>
<td>HDAVVLAEK</td>
<td>162</td>
</tr>
<tr>
<td>94 - 100</td>
<td>834.41</td>
<td>833.40</td>
<td>0.00</td>
<td>N-etyl (Protein)</td>
<td>162</td>
</tr>
<tr>
<td>94 - 100</td>
<td>851.41</td>
<td>850.39</td>
<td>0.00</td>
<td>NIGMAVAGLVAD</td>
<td>162</td>
</tr>
<tr>
<td>101 - 110</td>
<td>1184.01</td>
<td>1183.00</td>
<td>0.00</td>
<td>Oxidation (M)</td>
<td>162</td>
</tr>
<tr>
<td>152 - 168</td>
<td>1764.78</td>
<td>1763.77</td>
<td>0.00</td>
<td>Oxidation (H)</td>
<td>162</td>
</tr>
<tr>
<td>186 - 199</td>
<td>1565.76</td>
<td>1565.76</td>
<td>0.00</td>
<td>Oxidation (H)</td>
<td>162</td>
</tr>
<tr>
<td>200 - 210</td>
<td>1401.70</td>
<td>1400.70</td>
<td>0.00</td>
<td>Oxidation (H)</td>
<td>162</td>
</tr>
<tr>
<td>211 - 218</td>
<td>907.47</td>
<td>907.46</td>
<td>0.00</td>
<td>Oxidation (M)</td>
<td>162</td>
</tr>
<tr>
<td>211 - 218</td>
<td>924.45</td>
<td>923.44</td>
<td>0.00</td>
<td>Oxidation (M)</td>
<td>162</td>
</tr>
<tr>
<td>219 - 234</td>
<td>1700.91</td>
<td>1700.91</td>
<td>0.00</td>
<td>Oxidation (M)</td>
<td>162</td>
</tr>
</tbody>
</table>

Mass: 27772  Score: 162  Expect: 2.7e-012  Queries matched: 17

CG1519-PA, isoform A [Drosophila melanogaster]

1.  

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed Mr(expt)</th>
<th>Observed Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 20</td>
<td>2000.93</td>
<td>1999.92</td>
<td>0.01</td>
<td>N-etyl (Protein)</td>
<td>162</td>
</tr>
<tr>
<td>21 - 29</td>
<td>1078.53</td>
<td>1069.52</td>
<td>0.00</td>
<td>VFGIDVASK</td>
<td>162</td>
</tr>
<tr>
<td>34 - 41</td>
<td>802.47</td>
<td>801.47</td>
<td>0.00</td>
<td>kTIGTGYDL</td>
<td>162</td>
</tr>
<tr>
<td>42 - 52</td>
<td>1128.62</td>
<td>1127.61</td>
<td>0.00</td>
<td>1GKDAVVLAEK</td>
<td>162</td>
</tr>
<tr>
<td>58 - 66</td>
<td>977.47</td>
<td>976.46</td>
<td>0.00</td>
<td>SFSFDGPR</td>
<td>162</td>
</tr>
<tr>
<td>67 - 72</td>
<td>750.44</td>
<td>749.43</td>
<td>0.00</td>
<td>LYPEDAGGR</td>
<td>162</td>
</tr>
<tr>
<td>73 - 93</td>
<td>2073.04</td>
<td>2073.03</td>
<td>0.00</td>
<td>STIGTGYDL</td>
<td>162</td>
</tr>
<tr>
<td>73 - 93</td>
<td>2090.02</td>
<td>2089.02</td>
<td>0.00</td>
<td>HDAVVLAEK</td>
<td>162</td>
</tr>
<tr>
<td>94 - 100</td>
<td>834.41</td>
<td>833.40</td>
<td>0.00</td>
<td>N-etyl (Protein)</td>
<td>162</td>
</tr>
<tr>
<td>94 - 100</td>
<td>851.41</td>
<td>850.39</td>
<td>0.00</td>
<td>NIGMAVAGLVAD</td>
<td>162</td>
</tr>
<tr>
<td>101 - 110</td>
<td>1184.01</td>
<td>1183.00</td>
<td>0.00</td>
<td>Oxidation (M)</td>
<td>162</td>
</tr>
<tr>
<td>152 - 168</td>
<td>1764.78</td>
<td>1763.77</td>
<td>0.00</td>
<td>Oxidation (H)</td>
<td>162</td>
</tr>
<tr>
<td>186 - 199</td>
<td>1565.76</td>
<td>1565.76</td>
<td>0.00</td>
<td>Oxidation (H)</td>
<td>162</td>
</tr>
<tr>
<td>200 - 210</td>
<td>1401.70</td>
<td>1400.70</td>
<td>0.00</td>
<td>Oxidation (H)</td>
<td>162</td>
</tr>
<tr>
<td>211 - 218</td>
<td>907.47</td>
<td>907.46</td>
<td>0.00</td>
<td>Oxidation (H)</td>
<td>162</td>
</tr>
<tr>
<td>211 - 218</td>
<td>924.45</td>
<td>923.44</td>
<td>0.00</td>
<td>Oxidation (M)</td>
<td>162</td>
</tr>
<tr>
<td>219 - 234</td>
<td>1700.91</td>
<td>1700.91</td>
<td>0.00</td>
<td>Oxidation (M)</td>
<td>162</td>
</tr>
</tbody>
</table>
Appendix 2

Spot No. 1782 EG:EG0003.7

1. gi:3757564  Mass: 24289  Score: 104  Expect: 1.7e-006  Queries matched: 12

EG:EG0003.7 [Drosophila melanogaster]

1 MAFDVTPQ GLKEMAFLA DNYISGTP SKADLSVFDALGKAPSADV
51 NVAVUYTHIA SFEAAERAAU SQTPPLQLAG QKPTVAAAK PAAADDDVD
101 LGQGDEDEVE YAEKIQGERV AAYAARKXNY PALIAYKSYL LDVVPVDDD
151 DMKEDKNVR TIEMGLILG ASKLVPVYGK INKLIQIMCVI EDDXSVIDIL
201 QEIEEFEDEF VSVDIAAFHI KI

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 13</td>
<td>1233.63</td>
<td>1232.63</td>
<td>-0.01</td>
<td>0</td>
<td>AFDVTPQGLK</td>
</tr>
<tr>
<td>2 - 13</td>
<td>1275.64</td>
<td>1274.63</td>
<td>-0.02</td>
<td>0</td>
<td>AFDVTPQGLK N-Acetyl (Protein)</td>
</tr>
<tr>
<td>14 - 32</td>
<td>2090.01</td>
<td>2089.00</td>
<td>0.00</td>
<td>0</td>
<td>ELMAFLADNYISGTPSK</td>
</tr>
<tr>
<td>33 - 43</td>
<td>1135.57</td>
<td>1134.57</td>
<td>-0.03</td>
<td>0</td>
<td>ADLSVFDALGK</td>
</tr>
<tr>
<td>33 - 51</td>
<td>2230.22</td>
<td>2229.21</td>
<td>0.07</td>
<td>1</td>
<td>ADLSVFDALGKAPSADVVAR</td>
</tr>
<tr>
<td>58 - 67</td>
<td>1130.55</td>
<td>1129.54</td>
<td>-0.01</td>
<td>0</td>
<td>HIASFEAER</td>
</tr>
<tr>
<td>130 - 136</td>
<td>740.50</td>
<td>739.50</td>
<td>-0.00</td>
<td>0</td>
<td>KPALIAX</td>
</tr>
<tr>
<td>161 - 172</td>
<td>1436.69</td>
<td>1435.68</td>
<td>-0.02</td>
<td>0</td>
<td>TIEMGLILWAGSK Oxidation (M)</td>
</tr>
<tr>
<td>174 - 183</td>
<td>1059.60</td>
<td>1058.59</td>
<td>-0.02</td>
<td>0</td>
<td>LVGVYGXMK</td>
</tr>
<tr>
<td>195 - 203</td>
<td>1044.55</td>
<td>1043.54</td>
<td>-0.05</td>
<td>0</td>
<td>VSIDLXK</td>
</tr>
<tr>
<td>204 - 221</td>
<td>2101.16</td>
<td>2100.15</td>
<td>0.15</td>
<td>0</td>
<td>IEEFEDFVQSVDIAXFHK</td>
</tr>
<tr>
<td>204 - 222</td>
<td>2214.11</td>
<td>2213.10</td>
<td>0.01</td>
<td>1</td>
<td>IEEFEDFVQSVDIAXFHK</td>
</tr>
</tbody>
</table>
Spot No. 1811 CG5224

1. **gi|21429462** Mass: 25363 Score: 74 Expect: 0.0018 Queries matched: 7
LD10692p [Drosophila melanogaster]

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 12</td>
<td>1320.68</td>
<td>1319.68</td>
<td>1319.72</td>
<td>-0.05</td>
<td>0 SAKPITYAPR N-Acetyl (Protein)</td>
</tr>
<tr>
<td>18 - 33</td>
<td>1638.91</td>
<td>1537.90</td>
<td>1537.97</td>
<td>-0.07</td>
<td>0 AVLTLAAALGELDLR</td>
</tr>
<tr>
<td>103 - 113</td>
<td>1440.60</td>
<td>1439.59</td>
<td>1439.67</td>
<td>-0.08</td>
<td>0 LYYDCGHLPFR</td>
</tr>
<tr>
<td>140 - 150</td>
<td>2124.81</td>
<td>2123.81</td>
<td>2123.95</td>
<td>-0.14</td>
<td>0 AYDQLEKCAEGDYLVDK</td>
</tr>
<tr>
<td>187 - 192</td>
<td>772.46</td>
<td>771.45</td>
<td>771.46</td>
<td>-0.01</td>
<td>0 LVQVVK</td>
</tr>
<tr>
<td>194 - 202</td>
<td>1123.54</td>
<td>1122.53</td>
<td>1122.61</td>
<td>-0.07</td>
<td>0 IQALPYQK</td>
</tr>
<tr>
<td>203 - 216</td>
<td>1545.66</td>
<td>1544.65</td>
<td>1544.79</td>
<td>-0.13</td>
<td>0 NHQESLMLVGVLV Oxidation (M)</td>
</tr>
</tbody>
</table>
### Spot No. 1824 GTP-binding nuclear protein

![Graph showing probability based mouse score](image)

#### Mass: 24921   Score: 205   Expect: 1.3e-016   Queries matched: 18

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MAQEGRQIPFTFKCVLVDGGTGKTFVKRMHGREFKKVVALOGEVHPL</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>AQEGQDIPTFK N-Acetyl (Protein)</td>
</tr>
<tr>
<td>51</td>
<td>IFHNRKLAIRFMMWDTAGQKFGQDGRQYIQGQCAKNEQPSTUYAK</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>HMIGFENK</td>
</tr>
<tr>
<td>101</td>
<td>VWMLHRLDVRLCVMIPIVLGHNKDKEKVRASIVHPHRKHPQLYDIS</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>HMIGFENK Oxidation (M)</td>
</tr>
<tr>
<td>151</td>
<td>AKSNHYFKEFPLRLAKKVQYPHLEPAALPPFEVIPKDKWQAIKED</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>HMIGFENK Oxidation (H)</td>
</tr>
<tr>
<td>201</td>
<td>LQEAQATLPDEEEL</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>HMIGFENK Oxidation (H)</td>
</tr>
<tr>
<td>2 - 12</td>
<td>1275.61</td>
<td>1274.61</td>
<td>1274.61</td>
<td>-0.01</td>
<td>0</td>
<td>AQEGQDIPTFK N-Acetyl (Protein)</td>
</tr>
<tr>
<td>30 - 37</td>
<td>978.42</td>
<td>977.41</td>
<td>977.43</td>
<td>-0.02</td>
<td>0</td>
<td>HMIGFENK</td>
</tr>
<tr>
<td>30 - 37</td>
<td>994.41</td>
<td>993.40</td>
<td>993.42</td>
<td>-0.02</td>
<td>0</td>
<td>HMIGFENK Oxidation (M)</td>
</tr>
<tr>
<td>30 - 38</td>
<td>1129.59</td>
<td>1129.59</td>
<td>1121.59</td>
<td>-0.09</td>
<td>1</td>
<td>HMIGFENK Oxidation (M)</td>
</tr>
<tr>
<td>39 - 56</td>
<td>2066.06</td>
<td>2065.05</td>
<td>2065.11</td>
<td>-0.06</td>
<td>0</td>
<td>YMADVFTVPPLPSR</td>
</tr>
<tr>
<td>61 - 71</td>
<td>1294.60</td>
<td>1293.59</td>
<td>1293.60</td>
<td>-0.00</td>
<td>0</td>
<td>FMMWDTAGQEK</td>
</tr>
<tr>
<td>77 - 95</td>
<td>2239.08</td>
<td>2238.07</td>
<td>2238.01</td>
<td>0.07</td>
<td>0</td>
<td>DSYYIQQCQAVFQYWSR Oxidation (M)</td>
</tr>
<tr>
<td>100 - 106</td>
<td>922.47</td>
<td>921.46</td>
<td>921.46</td>
<td>0.01</td>
<td>0</td>
<td>HVGRYWRH</td>
</tr>
<tr>
<td>111 - 123</td>
<td>1315.76</td>
<td>1314.76</td>
<td>1314.76</td>
<td>-0.00</td>
<td>0</td>
<td>VCENIPVICGK</td>
</tr>
<tr>
<td>111 - 127</td>
<td>1970.99</td>
<td>1969.98</td>
<td>1970.03</td>
<td>-0.05</td>
<td>1</td>
<td>VCENIPVICGKVDDIK</td>
</tr>
<tr>
<td>111 - 129</td>
<td>2242.02</td>
<td>2241.01</td>
<td>2241.16</td>
<td>-0.15</td>
<td>2</td>
<td>VCENIPVICGKVDDIK</td>
</tr>
<tr>
<td>135 - 140</td>
<td>758.42</td>
<td>757.41</td>
<td>757.42</td>
<td>-0.01</td>
<td>0</td>
<td>SIVPRH</td>
</tr>
<tr>
<td>143 - 152</td>
<td>1214.59</td>
<td>1213.58</td>
<td>1213.60</td>
<td>-0.02</td>
<td>0</td>
<td>NLQYFSAK</td>
</tr>
<tr>
<td>153 - 166</td>
<td>1784.93</td>
<td>1783.94</td>
<td>1783.90</td>
<td>0.03</td>
<td>0</td>
<td>SNTFFEPFSLMAR</td>
</tr>
<tr>
<td>167 - 188</td>
<td>2393.19</td>
<td>2392.18</td>
<td>2392.31</td>
<td>-0.13</td>
<td>1</td>
<td>KLQVNPFLFVVMPPGLPPFYK Oxidation (M)</td>
</tr>
<tr>
<td>168 - 188</td>
<td>2265.11</td>
<td>2264.11</td>
<td>2264.21</td>
<td>-0.11</td>
<td>0</td>
<td>LVQDPFNPFLFVVMPPGLPPFYK Oxidation (M)</td>
</tr>
<tr>
<td>189 - 199</td>
<td>1419.67</td>
<td>1418.66</td>
<td>1418.66</td>
<td>0.00</td>
<td>1</td>
<td>MDKXWQAIKIER</td>
</tr>
<tr>
<td>189 - 199</td>
<td>1435.67</td>
<td>1434.66</td>
<td>1434.66</td>
<td>0.00</td>
<td>1</td>
<td>MDKXWQAIKIER Oxidation (M)</td>
</tr>
</tbody>
</table>
Appendix 2

Spot No. 1832 Glutathione S-transferase E2

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 - 17</td>
<td>1459.85</td>
<td>1458.84</td>
<td>1457.79</td>
<td>0.06</td>
<td>LVLYMDISPPVR</td>
</tr>
<tr>
<td>25 - 33</td>
<td>1128.56</td>
<td>1127.56</td>
<td>1127.55</td>
<td>0.01</td>
<td>ALHLDYVK</td>
</tr>
<tr>
<td>90 - 94</td>
<td>615.41</td>
<td>614.41</td>
<td>614.38</td>
<td>0.03</td>
<td>DLVLK</td>
</tr>
<tr>
<td>114 - 122</td>
<td>1108.62</td>
<td>1107.61</td>
<td>1107.61</td>
<td>0.00</td>
<td>HWSIPYFLR</td>
</tr>
<tr>
<td>123 - 129</td>
<td>770.48</td>
<td>769.47</td>
<td>769.47</td>
<td>0.00</td>
<td>QVSLVPK</td>
</tr>
<tr>
<td>185 - 191</td>
<td>878.44</td>
<td>877.43</td>
<td>877.44</td>
<td>-0.01</td>
<td>VAAWFER</td>
</tr>
<tr>
<td>193 - 204</td>
<td>1285.63</td>
<td>1284.62</td>
<td>1284.61</td>
<td>0.01</td>
<td>LPHYEDNLK</td>
</tr>
<tr>
<td>209 - 221</td>
<td>1556.89</td>
<td>1555.88</td>
<td>1555.90</td>
<td>-0.01</td>
<td>YINLKFVNLNEQ</td>
</tr>
</tbody>
</table>

i. gil19922558 Mass: 25440 Score: 80 Expect: 0.0004 Queries matched: 9
C017523-Pla [Drosophila melanogaster]
### Spot No. 1841  Cytosolic thioredoxin peroxidase variant 2

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed Mr</th>
<th>M&lt;sub&gt;req&lt;/sub&gt;</th>
<th>M&lt;sub&gt;calc&lt;/sub&gt;</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>88 - 103</td>
<td>1635.78</td>
<td>1657.77</td>
<td>1657.87</td>
<td>-0.10</td>
<td>1 QGQLGSNDIPMADK Oxidation (M)</td>
</tr>
<tr>
<td>89 - 103</td>
<td>1530.67</td>
<td>1529.66</td>
<td>1529.78</td>
<td>-0.11</td>
<td>0 QGQLGSNDIPLADK Oxidation (M)</td>
</tr>
<tr>
<td>110 - 123</td>
<td>1610.77</td>
<td>1609.76</td>
<td>1609.76</td>
<td>-0.00</td>
<td>0 DIWLEDERTGIPFR</td>
</tr>
<tr>
<td>124 - 131</td>
<td>920.45</td>
<td>919.43</td>
<td>919.50</td>
<td>-0.02</td>
<td>0 GLFIIDDR</td>
</tr>
<tr>
<td>124 - 135</td>
<td>1431.77</td>
<td>1430.76</td>
<td>1430.79</td>
<td>-0.02</td>
<td>1 GLFIIDDRQNL</td>
</tr>
<tr>
<td>136 - 146</td>
<td>1194.62</td>
<td>1193.61</td>
<td>1193.64</td>
<td>-0.03</td>
<td>0 QTVKDLFVGK Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>136 - 146</td>
<td>1211.60</td>
<td>1210.60</td>
<td>1210.67</td>
<td>-0.07</td>
<td>0 QTVKDLFVGK</td>
</tr>
<tr>
<td>154 - 163</td>
<td>1212.62</td>
<td>1211.61</td>
<td>1211.62</td>
<td>-0.00</td>
<td>0 LVQVFQYQDK</td>
</tr>
<tr>
<td>164 - 177</td>
<td>1633.71</td>
<td>1632.70</td>
<td>1632.77</td>
<td>-0.07</td>
<td>0 YGRVCPAMWKKFGQK</td>
</tr>
<tr>
<td>186 - 194</td>
<td>1091.42</td>
<td>1090.41</td>
<td>1090.48</td>
<td>-0.07</td>
<td>1 SKEYFTFETS</td>
</tr>
</tbody>
</table>
Spot No. 1857 Similar to CG3644

1. gi|38048339  Mass: 16392  Score: 76  Expect: 0.0011  Queries matched: 6
   similar to Drosophila melanogaster bic [Drosophila yakuba]

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>27 - 30</td>
<td>1311.72</td>
<td>1310.71</td>
<td>1310.68</td>
<td>0.03</td>
<td>1</td>
<td>IVHSTPAEDKK</td>
</tr>
<tr>
<td>45 - 61</td>
<td>1867.05</td>
<td>1866.05</td>
<td>1866.08</td>
<td>-0.04</td>
<td>1</td>
<td>KLAVTIPSEQWIIK</td>
</tr>
<tr>
<td>62 - 73</td>
<td>1355.64</td>
<td>1354.63</td>
<td>1354.66</td>
<td>-0.03</td>
<td>0</td>
<td>LGVTIEFEMFR</td>
</tr>
<tr>
<td>74 - 92</td>
<td>1956.96</td>
<td>1955.95</td>
<td>1955.97</td>
<td>-0.02</td>
<td>0</td>
<td>AQASLPNFYTAITGNGMK</td>
</tr>
<tr>
<td>93 - 114</td>
<td>2425.33</td>
<td>2424.32</td>
<td>2424.29</td>
<td>0.03</td>
<td>0</td>
<td>TITEMVPGILQSPQEMLK Oxidation (M)</td>
</tr>
</tbody>
</table>

Spot No. 1875 eIF-5A, translational initiation

1. gi|21626716  Mass: 17922  Score: 64  Expect: 0.017  Queries matched: 8
   CG3186-PB, isoform B [Drosophila melanogaster]

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>29 - 35</td>
<td>824.43</td>
<td>823.42</td>
<td>823.43</td>
<td>-0.01</td>
<td>0</td>
<td>NGFVNLK Oxidation (M)</td>
</tr>
<tr>
<td>41 - 48</td>
<td>910.38</td>
<td>909.37</td>
<td>909.45</td>
<td>-0.08</td>
<td>0</td>
<td>IVEMTSKE Oxidation (M)</td>
</tr>
<tr>
<td>57 - 68</td>
<td>1375.68</td>
<td>1374.67</td>
<td>1374.70</td>
<td>-0.03</td>
<td>0</td>
<td>VHMGIDFSKK Oxidation (M)</td>
</tr>
<tr>
<td>69 - 86</td>
<td>2162.79</td>
<td>2161.78</td>
<td>2161.88</td>
<td>-0.19</td>
<td>1</td>
<td>KEDICFSTHEQVK Oxidation (M)</td>
</tr>
<tr>
<td>112 - 126</td>
<td>1714.09</td>
<td>1710.89</td>
<td>1710.88</td>
<td>0.01</td>
<td>1</td>
<td>ELKYPQEGELGELQLE</td>
</tr>
<tr>
<td>116 - 126</td>
<td>1226.61</td>
<td>1225.60</td>
<td>1225.63</td>
<td>-0.03</td>
<td>0</td>
<td>VPEEGELGELQLE</td>
</tr>
<tr>
<td>127 - 133</td>
<td>781.33</td>
<td>780.32</td>
<td>780.37</td>
<td>-0.04</td>
<td>0</td>
<td>LDPDSK</td>
</tr>
<tr>
<td>142 - 152</td>
<td>1249.51</td>
<td>1248.50</td>
<td>1248.58</td>
<td>-0.08</td>
<td>0</td>
<td>AGCEECVIAIK</td>
</tr>
</tbody>
</table>
Appendix 2

Spot No. 1874 Cofilin

![Graph showing probability based down score distribution]

1. **gil17136986**  
   Mass: 17428  
   Score: 96  
   Expect: 0.00049  
   Queries matched: 18  
   CG4254-PA [Drosophila melanogaster]

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 12</td>
<td>1122.59</td>
<td>1121.58</td>
<td>1121.54</td>
<td>0.04</td>
<td>0 ASQTVSDVK</td>
</tr>
<tr>
<td>2 - 19</td>
<td>1987.02</td>
<td>1986.02</td>
<td>1985.96</td>
<td>0.05</td>
<td>1 ASQTVSDVCK</td>
</tr>
<tr>
<td>13 - 20</td>
<td>1011.53</td>
<td>1010.53</td>
<td>1010.53</td>
<td>-0.00</td>
<td>1 TTYYEEIK</td>
</tr>
<tr>
<td>26 - 32</td>
<td>973.35</td>
<td>972.54</td>
<td>972.54</td>
<td>-0.00</td>
<td>0 YVIPTIR</td>
</tr>
<tr>
<td>36 - 45</td>
<td>1128.56</td>
<td>1127.56</td>
<td>1127.55</td>
<td>-0.01</td>
<td>0 QIVVETVAD</td>
</tr>
<tr>
<td>36 - 45</td>
<td>1145.58</td>
<td>1144.57</td>
<td>1144.57</td>
<td>-0.00</td>
<td>0 QIVVETVAD</td>
</tr>
<tr>
<td>46 - 58</td>
<td>1612.75</td>
<td>1611.74</td>
<td>1611.74</td>
<td>-0.00</td>
<td>0 NAKYDQFLEDI</td>
</tr>
<tr>
<td>59 - 65</td>
<td>835.33</td>
<td>834.33</td>
<td>834.33</td>
<td>0</td>
<td>0 CPGEACR</td>
</tr>
<tr>
<td>66 - 85</td>
<td>2413.93</td>
<td>2412.93</td>
<td>2413.00</td>
<td>-0.07</td>
<td>0 YGLFDFEYDQCQGTSESSK</td>
</tr>
<tr>
<td>66 - 85</td>
<td>2429.98</td>
<td>2428.97</td>
<td>2428.99</td>
<td>-0.02</td>
<td>0 YGLFDFEYDQCQGTSESSK Oxidation (M)</td>
</tr>
<tr>
<td>87 - 100</td>
<td>1707.79</td>
<td>1706.79</td>
<td>1706.82</td>
<td>-0.03</td>
<td>1 QKFLMSWCPDTAK Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>89 - 100</td>
<td>1468.69</td>
<td>1467.68</td>
<td>1467.69</td>
<td>-0.01</td>
<td>0 LFMSWCPDTAK</td>
</tr>
<tr>
<td>89 - 100</td>
<td>1484.68</td>
<td>1483.67</td>
<td>1483.68</td>
<td>-0.01</td>
<td>0 LFMSWCPDTAK Oxidation (M)</td>
</tr>
<tr>
<td>103 - 113</td>
<td>1261.62</td>
<td>1260.61</td>
<td>1260.61</td>
<td>0.01</td>
<td>0 MLYSSFFDALK</td>
</tr>
<tr>
<td>103 - 113</td>
<td>1277.60</td>
<td>1276.67</td>
<td>1276.60</td>
<td>0.07</td>
<td>0 MLYSSFFDALK Oxidation (M)</td>
</tr>
<tr>
<td>105 - 116</td>
<td>1485.71</td>
<td>1484.70</td>
<td>1484.70</td>
<td>0.00</td>
<td>1 MLYSSFFDALK Oxidation (M)</td>
</tr>
<tr>
<td>117 - 123</td>
<td>730.42</td>
<td>729.42</td>
<td>729.44</td>
<td>-0.02</td>
<td>0 SLYQYQQK</td>
</tr>
<tr>
<td>124 - 133</td>
<td>1353.67</td>
<td>1352.66</td>
<td>1352.66</td>
<td>0.01</td>
<td>0 YIQATDLSEASR</td>
</tr>
</tbody>
</table>
Spot No. 1882 Cofilin

1. gi:7291724

Mass: 17428 Score: 78 Expect: 0.00076 Queries matched: 19
CG4254-PA [Drosophila melanogaster]

1 MGQVTVSDW CRTYEEIKK DKKHEYVIFY IRDEKQIDVE TVADFNAEYS
51 QFLEDIQKCG PGECSVGFDF FETHVQCQGT SESSKQKFL LMSWCPTAK
101 VKKMYSSF YDALKKSLVG VQYIQATDL SEASEAVEE XLRATDRQ

Start - End Observed Mr(calc) Delta Miss Sequence
2 - 12 1164.57 1163.56 1163.55 0.02 0 ASGTVTVSDCK N-acetyl (Protein)
13 - 19 883.46 882.45 882.43 0.02 0 TTYEEIKK
13 - 20 1011.52 1010.52 1010.53 -0.01 1 TTYEEIKK
26 - 32 973.56 972.55 972.54 0.01 0 YVIYIR
26 - 35 1345.73 1344.72 1344.71 0.01 1 YVIYIRDEK
26 - 43 2472.07 2471.06 2471.27 -0.21 2 YVIYIRDEKQIDVETVADR Pyro-glut (N-term Q)
36 - 43 1128.57 1127.57 1127.55 0.02 0 GIDVETVADR Pyro-glut (N-term Q)
36 - 45 1145.58 1144.57 1144.57 -0.00 0 GIDVETVADR
46 - 58 1612.69 1611.69 1611.74 -0.06 0 NAEYDQFLEDIQK
59 - 65 1812.79 1811.79 1811.79 0.00 0 CGPGECR Pyro-glut (N-term Q)
59 - 63 1812.79 1812.78 1812.78 0.00 0 CGPGECR
89 - 100 1468.68 1467.68 1467.69 -0.01 0 LFLMSWCPTAK Oxidation (M)
89 - 98 1404.66 1403.66 1403.66 -0.03 0 LFLMSWCPTAK Oxidation (M)
105 - 113 1261.61 1260.60 1260.61 -0.00 0 MLYSSFSDALK Oxidation (M)
105 - 113 1277.59 1276.58 1276.60 -0.02 0 MLYSSFSDALK Oxidation (M)
105 - 116 1320.68 1319.67 1319.70 -0.03 1 MLYSSFSDALKK Oxidation (M)
105 - 116 1405.68 1404.68 1404.70 -0.02 1 MLYSSFSDALKK Oxidation (M)
124 - 135 1353.65 1352.64 1352.66 -0.02 0 YIQATDLSEASR Oxidation (M)
142 - 147 731.37 730.36 730.41 -0.05 1 LRATDR Oxidation (M)
### Appendix 2

#### Spot No. 1885  Slow superoxide dismutase

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 - 22</td>
<td>1612.73</td>
<td>1611.74</td>
<td>-0.04</td>
<td>0</td>
<td>GTVFQEGESGTPFK</td>
</tr>
<tr>
<td>23 - 32</td>
<td>1019.50</td>
<td>1018.49</td>
<td>-0.02</td>
<td>0</td>
<td>VSQEGVCGLAK</td>
</tr>
<tr>
<td>62 - 71</td>
<td>1129.52</td>
<td>1122.51</td>
<td>0.00</td>
<td>0</td>
<td>ENGAPFQGFR</td>
</tr>
<tr>
<td>72 - 88</td>
<td>1797.82</td>
<td>1796.81</td>
<td>-0.03</td>
<td>0</td>
<td>HGLGRLHIAEGRDCPTK</td>
</tr>
<tr>
<td>96 - 107</td>
<td>1262.70</td>
<td>1261.69</td>
<td>-0.01</td>
<td>0</td>
<td>ITFDGSLTGR</td>
</tr>
<tr>
<td>108 - 127</td>
<td>2047.95</td>
<td>2046.94</td>
<td>-0.05</td>
<td>0</td>
<td>TTVVHADLDLGQGHELSK</td>
</tr>
<tr>
<td>136 - 145</td>
<td>987.53</td>
<td>986.32</td>
<td>-0.04</td>
<td>0</td>
<td>1GQW1GIAK</td>
</tr>
</tbody>
</table>

#### Spot No. 1892  40S ribosomal protein S12

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
<th>Pyro-glu (N-term Q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>44 - 59</td>
<td>1718.87</td>
<td>1717.86</td>
<td>-0.03</td>
<td>0</td>
<td>SLIAEGILINGACK</td>
<td>0</td>
</tr>
<tr>
<td>65 - 81</td>
<td>1996.92</td>
<td>1995.91</td>
<td>-0.05</td>
<td>0</td>
<td>QAQLCILAESDEHPKQ</td>
<td>1</td>
</tr>
<tr>
<td>65 - 82</td>
<td>2107.94</td>
<td>2106.94</td>
<td>-0.09</td>
<td>1</td>
<td>QAQLCILAESDEHPKQ</td>
<td>1</td>
</tr>
<tr>
<td>83 - 97</td>
<td>1776.97</td>
<td>1775.96</td>
<td>-0.07</td>
<td>1</td>
<td>LAVLCHERQIPIILR</td>
<td>0</td>
</tr>
<tr>
<td>103 - 112</td>
<td>1177.61</td>
<td>1176.60</td>
<td>-0.00</td>
<td>1</td>
<td>KLGEWSLCK</td>
<td></td>
</tr>
<tr>
<td>113 - 120</td>
<td>942.54</td>
<td>941.54</td>
<td>-0.01</td>
<td>1</td>
<td>IDKRERFR</td>
<td></td>
</tr>
<tr>
<td>121 - 131</td>
<td>1248.69</td>
<td>1247.68</td>
<td>-0.01</td>
<td>1</td>
<td>KVCSCSVVWIK</td>
<td></td>
</tr>
<tr>
<td>132 - 144</td>
<td>1419.67</td>
<td>1418.66</td>
<td>-0.03</td>
<td>0</td>
<td>DFGERTAPDVKV</td>
<td></td>
</tr>
<tr>
<td>132 - 148</td>
<td>1940.99</td>
<td>1939.98</td>
<td>-0.02</td>
<td>1</td>
<td>DFGERTAPDVKV</td>
<td></td>
</tr>
</tbody>
</table>
**Spot No. 1894 Cyclophilin 1**

![Bar graph showing the number of hits for different probability-based mouse scores.]

### Mass: 18067  Score: 175  Expect: 1.3e-013  Queries matched: 16

**SDC1793p [Drosophila melanogaster]**

<table>
<thead>
<tr>
<th>Start-End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 156-164</td>
<td>1001.61</td>
<td>1000.60</td>
<td>1000.59</td>
<td>0.01</td>
<td>1</td>
<td>KIVANSGL</td>
</tr>
<tr>
<td>21-26</td>
<td>760.42</td>
<td>759.41</td>
<td>759.43</td>
<td>-0.02</td>
<td>0</td>
<td>IVHELIR</td>
</tr>
<tr>
<td>21-26</td>
<td>776.42</td>
<td>775.41</td>
<td>775.43</td>
<td>-0.01</td>
<td>0</td>
<td>IVHELIR</td>
</tr>
<tr>
<td>21-32</td>
<td>1401.67</td>
<td>1400.66</td>
<td>1400.77</td>
<td>-0.11</td>
<td>1</td>
<td>IVHELRSNLEFK Oxidation (H)</td>
</tr>
<tr>
<td>33-38</td>
<td>737.31</td>
<td>736.30</td>
<td>736.35</td>
<td>-0.05</td>
<td>0</td>
<td>TAPFR</td>
</tr>
<tr>
<td>57-77</td>
<td>2251.03</td>
<td>2250.02</td>
<td>2249.99</td>
<td>0.02</td>
<td>0</td>
<td>VIPKMCQCGGDFTHNHGGK</td>
</tr>
<tr>
<td>78-92</td>
<td>1800.87</td>
<td>1799.86</td>
<td>1799.87</td>
<td>0.01</td>
<td>1</td>
<td>SINGEPFDWELFK</td>
</tr>
<tr>
<td>84-92</td>
<td>1338.51</td>
<td>1337.50</td>
<td>1337.53</td>
<td>-0.03</td>
<td>0</td>
<td>FPDDFELFK</td>
</tr>
<tr>
<td>93-119</td>
<td>2799.33</td>
<td>2798.32</td>
<td>2798.31</td>
<td>0.01</td>
<td>0</td>
<td>NGSSILSMAANAGTNGSFQICTVFK Oxidation (H)</td>
</tr>
<tr>
<td>120-126</td>
<td>847.38</td>
<td>846.37</td>
<td>846.42</td>
<td>-0.05</td>
<td>0</td>
<td>TAWLRK</td>
</tr>
<tr>
<td>127-141</td>
<td>1625.87</td>
<td>1624.86</td>
<td>1624.88</td>
<td>-0.02</td>
<td>0</td>
<td>NFFGEVVEGLVVK</td>
</tr>
<tr>
<td>127-142</td>
<td>1753.97</td>
<td>1752.97</td>
<td>1752.98</td>
<td>-0.01</td>
<td>1</td>
<td>NFFGEVVEGLVWKK</td>
</tr>
<tr>
<td>142-152</td>
<td>1183.67</td>
<td>1182.66</td>
<td>1182.59</td>
<td>0.07</td>
<td>1</td>
<td>KIESYGSQSK</td>
</tr>
<tr>
<td>156-165</td>
<td>1001.61</td>
<td>1000.60</td>
<td>1000.59</td>
<td>0.01</td>
<td>1</td>
<td>KIVANSGL</td>
</tr>
</tbody>
</table>
Appendix 2

Spot No.1902 RH27794p

1. gi|21064703  Mass: 17216  Score: 61  Expect: 0.034  Queries matched: 13

RH27794p [Drosophila melanogaster]

1 MAANKERTFI MVRPDQWQRG LVQKIERFR QRGKFLVALK FTWASSELLE
51 KHYALSARP FFPGVLNNN SGPVPMVE GLNQVRGQ MGATFADDS
101 LPQTIRGDFT IQVYRNIING SDAVESAEK IALWIFERKEL VTWTPAIDU
151 IYE

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 - 19</td>
<td>1390.77</td>
<td>1390.77</td>
<td>1390.77</td>
<td>0.00</td>
<td>0</td>
<td>TIDNPDQWQR</td>
</tr>
<tr>
<td>8 - 19</td>
<td>1406.77</td>
<td>1405.76</td>
<td>1405.74</td>
<td>0.02</td>
<td>0</td>
<td>TIDNPDQWQR Oxidation (X)</td>
</tr>
<tr>
<td>23 - 35</td>
<td>1394.69</td>
<td>1393.80</td>
<td>1393.77</td>
<td>0.11</td>
<td>0</td>
<td>TIDNPDQWQR</td>
</tr>
<tr>
<td>29 - 35</td>
<td>883.46</td>
<td>882.46</td>
<td>882.46</td>
<td>0.00</td>
<td>0</td>
<td>TIDNPDQWQR</td>
</tr>
<tr>
<td>41 - 46</td>
<td>739.37</td>
<td>738.37</td>
<td>738.37</td>
<td>0.00</td>
<td>0</td>
<td>TIDNPDQWQR</td>
</tr>
<tr>
<td>47 - 51</td>
<td>631.22</td>
<td>630.31</td>
<td>630.36</td>
<td>-0.04</td>
<td>0</td>
<td>KFLR</td>
</tr>
<tr>
<td>90 - 106</td>
<td>1724.68</td>
<td>1723.87</td>
<td>1723.86</td>
<td>0.12</td>
<td>0</td>
<td>QMILATFAISLPSIIR Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>90 - 106</td>
<td>1740.93</td>
<td>1739.92</td>
<td>1739.83</td>
<td>0.07</td>
<td>0</td>
<td>QMILATFAISLPSIIR Oxidation (X) Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>90 - 106</td>
<td>1757.92</td>
<td>1756.92</td>
<td>1756.88</td>
<td>0.04</td>
<td>0</td>
<td>QMILATFAISLPSIIR Oxidation (X)</td>
</tr>
<tr>
<td>107 - 115</td>
<td>1853.50</td>
<td>1850.50</td>
<td>1850.49</td>
<td>0.01</td>
<td>0</td>
<td>QMILATFAISLPSIIR</td>
</tr>
<tr>
<td>116 - 129</td>
<td>1469.73</td>
<td>1468.73</td>
<td>1468.72</td>
<td>0.01</td>
<td>0</td>
<td>QMILATFAISLPSIIR</td>
</tr>
<tr>
<td>136 - 138</td>
<td>1148.40</td>
<td>1148.40</td>
<td>1148.59</td>
<td>0.01</td>
<td>0</td>
<td>QMILATFAISLPSIIR</td>
</tr>
</tbody>
</table>
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**APPENDIX 3**

MOWSE Score, matched peptides and sequence coverage of identified proteins (Table 5.3)

### Spot No. 717: Ubiquitin

![Graph showing the Mass and Score of Ubiquitin](image)

<table>
<thead>
<tr>
<th>Query</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta Miss</th>
<th>Score</th>
<th>Expect</th>
<th>Rank</th>
<th>Peptide</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>534.31</td>
<td>1066.61</td>
<td>1066.61</td>
<td>-0.00</td>
<td>0</td>
<td>17</td>
<td>2.1</td>
<td>ESTLNLWLR</td>
</tr>
<tr>
<td>47</td>
<td>894.46</td>
<td>1786.90</td>
<td>1786.92</td>
<td>-0.02</td>
<td>0</td>
<td>33</td>
<td>0.042</td>
<td>TITLEEPSDTIENNVK</td>
</tr>
</tbody>
</table>

1. MQIFVKTLTGT KITLEEPS DTIENNVK AKI QDKGKXPDDQ QRLIFAGKXKL
2. EDQRTLSYN IQKESTLNLV LRLRGG

---

**Table 5.3**

<table>
<thead>
<tr>
<th>Spot No. 717</th>
<th>Ubiquitin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass: 8540</td>
<td>Score: 50</td>
</tr>
<tr>
<td>Queries matched: 2</td>
<td></td>
</tr>
</tbody>
</table>

### Query Details

- **Query:** ubiquitin
- **Mass:** 8540
- **Score:** 50
- **Queries matched:** 2

---
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### Spot No. 1780 CG10424-PA

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 13</td>
<td>1288.70</td>
<td>1287.70</td>
<td>1287.72</td>
<td>-0.02</td>
<td>AAASDPIPVHLPK N-Acetyl (Protein)</td>
</tr>
<tr>
<td>14 - 19</td>
<td>704.40</td>
<td>703.40</td>
<td>703.46</td>
<td>-0.07</td>
<td>LLALFK</td>
</tr>
<tr>
<td>37 - 59</td>
<td>2342.21</td>
<td>2341.20</td>
<td>2341.23</td>
<td>-0.03</td>
<td>IQVIGSLEYT6PFAISSIR</td>
</tr>
<tr>
<td>60 - 78</td>
<td>2009.98</td>
<td>2008.98</td>
<td>2009.02</td>
<td>-0.04</td>
<td>VGADLHVFCHSASAIK</td>
</tr>
<tr>
<td>79 - 98</td>
<td>2284.03</td>
<td>2283.02</td>
<td>2283.12</td>
<td>-0.10</td>
<td>SYSPLIVHPVLDCDAVER</td>
</tr>
<tr>
<td>99 - 105</td>
<td>884.49</td>
<td>883.48</td>
<td>883.49</td>
<td>-0.01</td>
<td>IAPPLER</td>
</tr>
<tr>
<td>106 - 117</td>
<td>1216.75</td>
<td>1215.75</td>
<td>1215.75</td>
<td>0.00</td>
<td>LMVV16PGLGR</td>
</tr>
</tbody>
</table>
Appendix 3

Spot No. 1786 CG10160

Mass: 35800  Score: 326  Queries matched: 9

CG10160-PA [Drosophila melanogaster]

1. MAAIKDSSLA QVAELPSGG HKTIVIGIQ VOMASFSIL AQNSKXVCL
   51 IDWCAKLDQG ELMLOQHGSN FLNPQITAS TDFASANSR LCVTADVRQ
   101 KEGESRLSV QNTDLKLNI IPKLVYFPD TILLXVSNVP DINZTVWKL
   151 SGLPKNVRIG SGNLDSRPF RFLMSQRLGV APTSCHGWI GEKQDSVFPV
   201 USQNVIAIYR LELHDILGT GEDPEKUNEL HKQVDXSA YEVIKLGTSV
   251 AIGLSTSLA SAILNRTSSV AUVSTYLVG RGIDKQYF LFCVLHANUV
   301 TSVQYQILTP TVEZQLQKSA NIMSUVQAGL

Query Observed Mr (exp) Mr (calc) Delta Mass Score Expect Rank Peptide
17 1 172295348 987.52 987.55 -0.04 50 30 8.03E+04 1 CLIYVYAGVR
17 16 603.29 1204.96 1204.68 -0.06 81 1.0E+05 1 VIGQSTMISER
17 20 617.30 1232.59 1232.63 -0.04 55 5.0E+04 1 QVVDSTRYIK + Pyro-glu (N-term Q)
17 23 625.82 1249.64 1249.66 -0.02 42 8.03E+03 1 QVVDSTRYIK
17 24 661.29 1280.57 1280.61 -0.04 35 3.0E+04 1 EYLIDVCARK
17 44 755.39 1508.77 1508.81 -0.04 48 8.03E+03 1 QILYPTVEQLGK + Pyro-glu (N-term Q)
17 46 756.36 1519.71 1519.75 -0.05 40 8.03E+03 1 ELYLTITGEPK
17 48 763.90 1539.78 1539.84 -0.07 23 6.87E+03 1 QILYPTVEQLGK
17 65 1866.94 2133.07 2133.13 -0.07 25 8.03E+03 1 DVLFLPVYKNNGWSVYK

2. MAAIKDSSLA QVAELPSGG HKTIVIGIQ VOMASFSIL AQNSKXVCL
   51 IDWCAKLDQG ELMLOQHGSN FLNPQITAS TDFASANSR LCVTADVRQ
   101 KEGESRLSV QNTDLKLNI IPKLVYFPD TILLXVSNVP DINZTVWKL
   151 SGLPKNVRIG SGNLDSRPF RFLMSQRLGV APTSCHGWI GEKQDSVFPV
   201 USQNVIAIYR LELHDILGT GEDPEKUNEL HKQVDXSA YEVIKLGTSV
   251 AIGLSTSLA SAILNRTSSV AUVSTYLVG RGIDKQYF LFCVLHANUV
   301 TSVQYQILTP TVEZQLQKSA NIMSUVQAGL
**Appendix 3**

**Spot No. 1902 Cysteine proteinase-1**

**Cysteine proteinase-1**

<table>
<thead>
<tr>
<th>Query</th>
<th>Observed Mr (expt)</th>
<th>Mr (calc)</th>
<th>Delta Miss</th>
<th>Score</th>
<th>Expect</th>
<th>Rank</th>
<th>Peptide</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>597.25</td>
<td>1150.48</td>
<td>1150.50</td>
<td>-0.02</td>
<td>0</td>
<td>44</td>
<td>0.44</td>
</tr>
<tr>
<td>2</td>
<td>603.78</td>
<td>1205.54</td>
<td>1205.56</td>
<td>-0.02</td>
<td>0</td>
<td>35</td>
<td>3.9</td>
</tr>
<tr>
<td>3</td>
<td>798.35</td>
<td>1594.68</td>
<td>1594.73</td>
<td>-0.05</td>
<td>0</td>
<td>7</td>
<td>3.0e+03</td>
</tr>
<tr>
<td>4</td>
<td>919.42</td>
<td>1836.83</td>
<td>1836.87</td>
<td>-0.04</td>
<td>1</td>
<td>20</td>
<td>1.8e+02</td>
</tr>
<tr>
<td>5</td>
<td>923.36</td>
<td>1844.77</td>
<td>1844.77</td>
<td>-0.07</td>
<td>0</td>
<td>23</td>
<td>68</td>
</tr>
</tbody>
</table>

1. MNHQLGFETR FPETRHKSQ RAQLIPQQT MTPAVLLLPL ALLAVQAQVS
2. FADVMEELW TFKLEHRNY QDETERRFR KFANENKKHI AKHQRQFAEG
3. KVSFKLAVNK YADLHHHEF GUKMLELTTL HKQYLRAADES FKQVTISPA
4. HVTLPKSVLV RYKGAVTYK DQHGCSCVA FSTSGALEQ GFSRQGLVLS
5. LSLQNLVDCS TKYGGNGCGL GDENAFRYI KNGQIDTER STYFREIDDS
6. CHEKRGTVA TDRGFTDIPQ GDEKRAEAV ATVPDFSVVI DASHSEOFY
7. SEGVKNSPQ QAGNLDGQVL VVQGFDGDEG EFYVLCWSH GTPWQDKOFI
8. KNLKSEQK GIASASYPL V

**Mass:** 41974

**Score:** 129

**Queries matched:** 5
Spot No. 1929 Fragile X-related protein 1

1. gi|23170873  Mass: 5989  Score: 65  Expect: 0.013  Queries matched: 13
   CG6203-PB, isoform B [Drosophila melanogaster]
2. gi|40216022  Mass: 64241  Score: 61  Expect: 0.04  Queries matched: 13
   ORE2839p [Drosophila melanogaster]
3. gi|10717161  Mass: 75967  Score: 60  Expect: 0.048  Queries matched: 13
   FH domain containing DNA-binding protein FMRI [Drosophila melanogaster]
4. gi|23170870  Mass: 76001  Score: 60  Expect: 0.048  Queries matched: 13
   CG6203-PD, isoform D [Drosophila melanogaster]

```
1  MEDLIVEVLERDGAYYKQGV TAVADDGIFV DUGVUFESFKK VPFVNVLRPP
51  RTESVVAAPTFRMGHVYFFPTRNTRDCF UNVQIIXMKK ARTAYATYTG
101  FRTSYTTECR LRLSRAKNNN PPTAKRTFYQ FTLEDVFHEL REERQCBICMK
151  REFRSTADGCV NYXEDILVH LVISHPXEHQ KLDASKLKBHM FRML5QKVML
201  LKLEDHREAR LEFTEKLMRSRG NVEEEFREVU DLMGALTGH CENLQAARTV
251  DQWVHBLER NRCFPHPSQG TRRSVQRXARA MLYKAFFPFQ VPPRLUVKQVT
301  GONGBQRIQEY VECEQOFYPR DQVIPFRIH DQVIPFRIH SIANMUGHVL
351  YKLSLHKXV KGQXQYQGD QLEQRTQXSS GMSGTAQXPFVT REERQCYSS
401  ISVSRXSPGG GGGQRQRXQGQ RGGGPGQGGH GLNQXERNRR REERQYXGQ
451  DQRBDQRFQY MBRGGCGNYY SYRBGGCGAC GPQNNRBDQG KRRPPRFNDQX
501  NGQDDYQQBHH TTEVEFRETQ MSSVERDNT
```

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt.)</th>
<th>Mr(calc.)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>141 - 154</td>
<td>1714.79</td>
<td>1713.74</td>
<td>1713.86</td>
<td>-0.10</td>
<td>2 ERQKDGXKXXXFKRE</td>
</tr>
<tr>
<td>183 - 192</td>
<td>1235.58</td>
<td>1234.57</td>
<td>1234.60</td>
<td>-0.03</td>
<td>1 ASMLKXDFER</td>
</tr>
<tr>
<td>183 - 192</td>
<td>1251.64</td>
<td>1250.64</td>
<td>1250.59</td>
<td>0.05</td>
<td>1 ASMLKXHDFER Oxidation (M)</td>
</tr>
<tr>
<td>188 - 197</td>
<td>1291.65</td>
<td>1290.64</td>
<td>1290.61</td>
<td>0.03</td>
<td>1 DMKRFNSQXK Oxidation (M)</td>
</tr>
<tr>
<td>210 - 219</td>
<td>1205.55</td>
<td>1205.55</td>
<td>1205.64</td>
<td>-0.09</td>
<td>1 QLETYKLMER</td>
</tr>
<tr>
<td>210 - 227</td>
<td>2200.01</td>
<td>2200.61</td>
<td>2200.09</td>
<td>-0.09</td>
<td>2 QLETYKLMERXGNYVEFRR</td>
</tr>
<tr>
<td>367 - 374</td>
<td>1031.55</td>
<td>1031.54</td>
<td>1031.51</td>
<td>-0.04</td>
<td>0 MQBQQLR</td>
</tr>
<tr>
<td>375 - 392</td>
<td>1997.94</td>
<td>1996.93</td>
<td>1996.96</td>
<td>-0.03</td>
<td>1 ATQESSMSTQSGFVTER Oxidation (M)</td>
</tr>
<tr>
<td>393 - 408</td>
<td>1874.87</td>
<td>1873.86</td>
<td>1873.86</td>
<td>0.00</td>
<td>2 SERYS55SERVYSHR Oxidation (M)</td>
</tr>
<tr>
<td>441 - 454</td>
<td>1762.72</td>
<td>1761.71</td>
<td>1761.74</td>
<td>-0.03</td>
<td>2 RBEFPWSSUGHBR</td>
</tr>
<tr>
<td>455 - 463</td>
<td>1159.49</td>
<td>1158.48</td>
<td>1159.51</td>
<td>-0.03</td>
<td>1 BQKGYRNR</td>
</tr>
<tr>
<td>459 - 466</td>
<td>2597.00</td>
<td>2595.99</td>
<td>2596.11</td>
<td>-0.12</td>
<td>2 GYNBRQCCGNTSYRBGGCGGPPGNRR</td>
</tr>
<tr>
<td>517 - 526</td>
<td>1223.61</td>
<td>1222.60</td>
<td>1222.56</td>
<td>0.04</td>
<td>1 RTREHSYER</td>
</tr>
</tbody>
</table>
Appendix 3

Spot No. 1930 1-cys peroxiredoxin 2540

1. gi|12044363

Name: 24926 Score: 327 Queries matched: 7
1-cys peroxiredoxin DPr-2540-1 [Drosophila melanogaster]

<table>
<thead>
<tr>
<th>Query</th>
<th>Observed</th>
<th>Mr (exp)</th>
<th>Mr (calc)</th>
<th>Delta Miss Score</th>
<th>Expect</th>
<th>Rank Peptide</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>570.30</td>
<td>1138.59</td>
<td>1138.61</td>
<td>-0.02</td>
<td>0</td>
<td>0.54 IAVIQPEPAK</td>
</tr>
<tr>
<td>12</td>
<td>570.82</td>
<td>1139.62</td>
<td>1139.63</td>
<td>-0.02</td>
<td>0</td>
<td>0.55 AYFIIPDMK</td>
</tr>
<tr>
<td>13</td>
<td>581.29</td>
<td>1160.56</td>
<td>1160.60</td>
<td>-0.04</td>
<td>0</td>
<td>0.009621 YIDSLQLTRE</td>
</tr>
<tr>
<td>22</td>
<td>632.79</td>
<td>1223.57</td>
<td>1223.60</td>
<td>-0.83</td>
<td>0</td>
<td>0.00041 VSKPQWTNVR + Oxidation (N)</td>
</tr>
<tr>
<td>23</td>
<td>671.35</td>
<td>1340.60</td>
<td>1340.71</td>
<td>-0.83</td>
<td>0</td>
<td>0.00054 VYFAFWMTCPFK</td>
</tr>
<tr>
<td>44</td>
<td>760.86</td>
<td>1513.70</td>
<td>1513.75</td>
<td>-0.06</td>
<td>0</td>
<td>1.31 LGQTVPNEARFTT</td>
</tr>
<tr>
<td>45</td>
<td>782.36</td>
<td>1562.71</td>
<td>1562.75</td>
<td>-0.04</td>
<td>0</td>
<td>7.3e-006 DILAVSLGDEEFGK + Oxidation (M)</td>
</tr>
</tbody>
</table>

1. MRLGQTVPRF EADITKQGPK FHEUQGNSV VLFSHPADFT PVCTTELGR
51 AVIQPEPAKR NTRCLAHSVG ALNSHVDVUN DISKTYLCLIP GOFGYPIAD
101 PTQDLASVLG MLDEEQKQDP EUGTRTARLF IISPDQHURL SKFDFMRSTGR
151 NVDEILRTID SLQGTDLKV VATFAWVTG TKVHILVTPTV DEEAKLRPPP
201 GDFKQMSPSG VNHVRRTTENY

2. gi|1973309

Name: 24926 Score: 327 Queries matched: 7
1-cys peroxiredoxin DPr-2540-1 [Drosophila melanogaster]

<table>
<thead>
<tr>
<th>Query</th>
<th>Observed</th>
<th>Mr (exp)</th>
<th>Mr (calc)</th>
<th>Delta Miss Score</th>
<th>Expect</th>
<th>Rank Peptide</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>570.30</td>
<td>1138.59</td>
<td>1138.61</td>
<td>-0.02</td>
<td>0</td>
<td>0.54 IAVIQPEPAK</td>
</tr>
<tr>
<td>11</td>
<td>570.82</td>
<td>1139.62</td>
<td>1139.63</td>
<td>-0.02</td>
<td>0</td>
<td>0.55 AYFIIPDMK</td>
</tr>
<tr>
<td>13</td>
<td>581.29</td>
<td>1160.56</td>
<td>1160.60</td>
<td>-0.04</td>
<td>0</td>
<td>0.009621 YIDSLQLTRE</td>
</tr>
<tr>
<td>22</td>
<td>632.79</td>
<td>1223.57</td>
<td>1223.60</td>
<td>-0.83</td>
<td>0</td>
<td>0.00041 VSKPQWTNVR + Oxidation (N)</td>
</tr>
<tr>
<td>23</td>
<td>671.35</td>
<td>1340.60</td>
<td>1340.71</td>
<td>-0.83</td>
<td>0</td>
<td>0.00054 VYFAFWMTCPFK</td>
</tr>
<tr>
<td>44</td>
<td>760.86</td>
<td>1513.70</td>
<td>1513.75</td>
<td>-0.06</td>
<td>0</td>
<td>1.31 LGQTVPNEARFTT</td>
</tr>
<tr>
<td>45</td>
<td>782.36</td>
<td>1562.71</td>
<td>1562.75</td>
<td>-0.04</td>
<td>0</td>
<td>7.3e-006 DILAVSLGDEEFGK + Oxidation (M)</td>
</tr>
</tbody>
</table>

1. MRLGQTVPRF EADITKQGPK FHEUQGNSV VLFSHPADFT PVCTTELGR
51 AVIQPEPAKR NTRCLAHSVG ALNSHVDVUN DISKTYLCLIP GOFGYPIAD
101 PTQDLASVLG MLDEEQKQDP EUGTRTARLF IISPDQHURL SKFDFMRSTGR
151 NVDEILRTID SLQGTDLKV VATFAWVTG TKVHILVTPTV DEEAKLRPPP
201 GDFKQMSPSG VNHVRRTTENY

3. gi|12044363

Name: 24926 Score: 327 Queries matched: 7
1-cys peroxiredoxin DPr-2540-1 [Drosophila melanogaster]

<table>
<thead>
<tr>
<th>Query</th>
<th>Observed</th>
<th>Mr (exp)</th>
<th>Mr (calc)</th>
<th>Delta Miss Score</th>
<th>Expect</th>
<th>Rank Peptide</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>570.30</td>
<td>1138.59</td>
<td>1138.61</td>
<td>-0.02</td>
<td>0</td>
<td>0.54 IAVIQPEPAK</td>
</tr>
<tr>
<td>11</td>
<td>570.82</td>
<td>1139.62</td>
<td>1139.63</td>
<td>-0.02</td>
<td>0</td>
<td>0.55 AYFIIPDMK</td>
</tr>
<tr>
<td>13</td>
<td>581.29</td>
<td>1160.56</td>
<td>1160.60</td>
<td>-0.04</td>
<td>0</td>
<td>0.009621 YIDSLQLTRE</td>
</tr>
<tr>
<td>22</td>
<td>632.79</td>
<td>1223.57</td>
<td>1223.60</td>
<td>-0.83</td>
<td>0</td>
<td>0.00041 VSKPQWTNVR + Oxidation (N)</td>
</tr>
<tr>
<td>23</td>
<td>671.35</td>
<td>1340.60</td>
<td>1340.71</td>
<td>-0.83</td>
<td>0</td>
<td>0.00054 VYFAFWMTCPFK</td>
</tr>
<tr>
<td>44</td>
<td>760.86</td>
<td>1513.70</td>
<td>1513.75</td>
<td>-0.06</td>
<td>0</td>
<td>1.31 LGQTVPNEARFTT</td>
</tr>
<tr>
<td>45</td>
<td>782.36</td>
<td>1562.71</td>
<td>1562.75</td>
<td>-0.04</td>
<td>0</td>
<td>7.3e-006 DILAVSLGDEEFGK + Oxidation (M)</td>
</tr>
</tbody>
</table>

1. MRLGQTVPRF EADITKQGPK FHEUQGNSV VLFSHPADFT PVCTTELGR
51 AVIQPEPAKR NTRCLAHSVG ALNSHVDVUN DISKTYLCLIP GOFGYPIAD
101 PTQDLASVLG MLDEEQKQDP EUGTRTARLF IISPDQHURL SKFDFMRSTGR
151 NVDEILRTID SLQGTDLKV VATFAWVTG TKVHILVTPTV DEEAKLRPPP
201 GDFKQMSPSG VNHVRRTTENY
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Appendix 3

Spot No. 2011 Glutatione S transferase D5

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - 8</td>
<td>1120.48</td>
<td>1119.47</td>
<td>1119.47</td>
<td>0.00</td>
<td>MDFYYSPR N-Acetyl (Protein)</td>
</tr>
<tr>
<td>1 - 8</td>
<td>1130.45</td>
<td>1130.45</td>
<td>1130.46</td>
<td>-0.03</td>
<td>MDFYYSPR N-Acetyl (Protein) Oxidation (H)</td>
</tr>
<tr>
<td>67 - 85</td>
<td>1183.58</td>
<td>1182.57</td>
<td>1182.59</td>
<td>-0.02</td>
<td>YGDDDIFPQ</td>
</tr>
<tr>
<td>90 - 96</td>
<td>828.44</td>
<td>827.43</td>
<td>827.46</td>
<td>-0.03</td>
<td>QALVWQF</td>
</tr>
<tr>
<td>97 - 110</td>
<td>1686.72</td>
<td>1685.71</td>
<td>1685.76</td>
<td>-0.06</td>
<td>LWGMTLVDFAK Oxidation (H)</td>
</tr>
<tr>
<td>182 - 187</td>
<td>752.33</td>
<td>751.33</td>
<td>751.37</td>
<td>-0.04</td>
<td>WYAMK</td>
</tr>
<tr>
<td>205 - 210</td>
<td>664.28</td>
<td>663.27</td>
<td>663.33</td>
<td>-0.06</td>
<td>WYDAR</td>
</tr>
</tbody>
</table>
Spot No. 326  CG5706

![Bar chart](image)

1. **cg(2135821)**  
   **Name:** 66477  **Score:** 210  **Expect:** 3.5e-017  **Queries matched:** 19 
   CG5706-PA (Drosophila melanogaster)

```
1     MPTIGKEDL LFEALCGKTYDDFRQDELCPAFGQEDLDEVTTEKQNLTKCHQC
51    DVAANANASEEITTEDIDAPASTLDLCLEGLVUTGLLVFGQKLKFKQFQV
101   EPLAERDIKVBPSTREGFVPAYAAYELNPFTQAYNSBILGQKHLHGTQ
151   CKEKIVLVAIGTDHEQTFVSEYALPQDIKFQFLNQIKMTEGKHEMDP
201   YSTAIQMRNYLIIMRSPYVTIVYRHRVLSLIPFRENHLKSKMLEKTHK
251   WEKTTCRVTETKAVRTDGETLSSHAGQKETVPCHCVQPGQSVLYSP
301   KLEEFERRSSVSAAYTIGCDEPAKLADMTRNMYLAKVGDQSLVQKIP
351   PRTDRVTHACDIYEDVAYAGYNNIKSLLPFMQAKQGQLNLQEQLRE
401   QVQAMYTEAATLTLSREDIGKLEKMDIDFLPAAKNCPLQFQVRVT
451   TLPLPLKIEKHLIEOSDVVPVNDRPGVRVHSFRRCVRHVRCHA
501   KNOTACVEYVLIKLVNLVLLVYPSWIKASGDHTKQERTPKGCRA
551   VMDDGVVIGGGLNHMTLQAPFELTTPCSAUPFSTKFPV
```

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Kr (expt)</th>
<th>Kr (calc)</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 - 17</td>
<td>1005.55</td>
<td>1004.54</td>
<td>1004.55</td>
<td>-0.01</td>
<td>0</td>
<td>BLLFRAICG</td>
</tr>
<tr>
<td>48 - 65</td>
<td>1904.2</td>
<td>1905.91</td>
<td>1905.91</td>
<td>0.01</td>
<td>0</td>
<td>KGGSVVVRKASSEEIIYR</td>
</tr>
<tr>
<td>97 - 103</td>
<td>761.57</td>
<td>908.51</td>
<td>908.53</td>
<td>-0.02</td>
<td>0</td>
<td>FGQFMVLRK</td>
</tr>
<tr>
<td>110 - 127</td>
<td>1941.04</td>
<td>1940.04</td>
<td>1940.88</td>
<td>-0.05</td>
<td>0</td>
<td>IBDSTQMIKFPAYAVAML</td>
</tr>
<tr>
<td>128 - 145</td>
<td>2093.97</td>
<td>2089.96</td>
<td>2090.80</td>
<td>-0.03</td>
<td>0</td>
<td>NVFETQFSYNLIEBDQK</td>
</tr>
<tr>
<td>155 - 182</td>
<td>3012.53</td>
<td>3012.52</td>
<td>3012.54</td>
<td>-0.02</td>
<td>0</td>
<td>TLVRGLKIRLTLQGQFPLAYERPQIK</td>
</tr>
<tr>
<td>209 - 215</td>
<td>902.54</td>
<td>901.54</td>
<td>901.54</td>
<td>-0.00</td>
<td>0</td>
<td>QTQELIR</td>
</tr>
<tr>
<td>216 - 228</td>
<td>1522.77</td>
<td>1521.76</td>
<td>1521.75</td>
<td>0.02</td>
<td>0</td>
<td>ESPVTVYIDNAR</td>
</tr>
<tr>
<td>229 - 243</td>
<td>1588.89</td>
<td>1587.88</td>
<td>1587.90</td>
<td>-0.02</td>
<td>0</td>
<td>VVLISLPPINGDSK</td>
</tr>
<tr>
<td>250 - 260</td>
<td>1325.63</td>
<td>1324.62</td>
<td>1324.61</td>
<td>0.01</td>
<td>0</td>
<td>NVIKETACTDR</td>
</tr>
<tr>
<td>262 - 305</td>
<td>2735.33</td>
<td>2734.32</td>
<td>2734.32</td>
<td>0.01</td>
<td>0</td>
<td>FYFPPCIVVPQDFGSVSYPEHLREV</td>
</tr>
<tr>
<td>320 - 307</td>
<td>1121.59</td>
<td>1120.59</td>
<td>1120.60</td>
<td>-0.02</td>
<td>0</td>
<td>SSPLAMQTIK Oxidation (M)</td>
</tr>
<tr>
<td>400 - 418</td>
<td>2128.05</td>
<td>2128.04</td>
<td>2128.03</td>
<td>0.00</td>
<td>0</td>
<td>EUQVMQMTKPEETFICS</td>
</tr>
<tr>
<td>428 - 441</td>
<td>1458.80</td>
<td>1457.80</td>
<td>1457.80</td>
<td>-0.00</td>
<td>0</td>
<td>NIBALPAVKIGNPK</td>
</tr>
<tr>
<td>442 - 449</td>
<td>991.56</td>
<td>990.55</td>
<td>990.55</td>
<td>0.00</td>
<td>0</td>
<td>TLEFQVVR</td>
</tr>
<tr>
<td>465 - 471</td>
<td>842.51</td>
<td>841.50</td>
<td>841.51</td>
<td>-0.01</td>
<td>1</td>
<td>KHPPLIL Oxidation (M)</td>
</tr>
<tr>
<td>472 - 489</td>
<td>2073.01</td>
<td>2073.01</td>
<td>2073.01</td>
<td>0.01</td>
<td>0</td>
<td>LEKPDYTVVRVBRSTVGAR</td>
</tr>
<tr>
<td>503 - 515</td>
<td>1413.77</td>
<td>1412.76</td>
<td>1412.74</td>
<td>0.02</td>
<td>0</td>
<td>TAGEFVYNGLDR</td>
</tr>
<tr>
<td>532 - 547</td>
<td>1863.86</td>
<td>1862.85</td>
<td>1862.85</td>
<td>0.00</td>
<td>0</td>
<td>CYTQLGQFEDPSYFPGR</td>
</tr>
</tbody>
</table>
Spot No. 362  CG4199

1. mi7292264
   Mass: 61481  Score: 83  Queries matched: 2
   CG4199-PA, isoform A (Drosophila melanogaster)

Query Observed Mr(calc) Delta Mass Score Expect Rank Peptide

1 693.82 1385.63 1385.76 -0.13 0 0.19 1 LPCBLLLCTGSK
2 808.37 1421.72 1421.86 -0.14 0 0.34 1 DPIVQFRELISGK

1. MSTEKSSPS EYTSASVPPDC RUTDLKEM KQVPGFEDTA VLVQVQNDRL
   51. LAVGCAEYCH CAPGOTGALG LEQQVQPPHC ACFLNLNNDI EDPPGDLSDLP
   101. LVSYVEQHNC UVRLKRSAGD LVNNEKLNHM VSKPDQGGVR FIVQVQDGSG
   151. AUAVESIKQ GPGSLFVC PFLVDLPYSV KLHINAILH BQLSPLFQD
   201. YMKYDIELNQ VQAALKVDTA QHELCKSNQ VVVTCYTYLA TQCSFFRPPI
   251. FGVULNKNVT VRLADTKAI LAGTTEPQY VCLGSSFIZL RAAAGLVSKV
   301. QUVTUVSEK VIPLAAGFGAES IGQEVQLFFS DNOVWERIES GIAEVLQKED
   351. OUNFUVLVD DTEBSC除了 LQVFSKELETQ FLKQUGYVN DQMSUDTDR
   401. IESMIVUVQY CQGJAMXAH LQAMSDSUGG NYQAGYQRGA VAAKSSCGQV
   451. KGKAVFFFF FLLFGRKIGV AGHSDVDYDI EDGSMEDPKF VATKINAEAD
   501. VTAVASCQGD DPIVQFRELISQGCGLQSGQ TEDPASLED TQGKQQLFLPQ
   551. VR

# a x y** b k** a** y** x** y** x** x** y**
1 86.10 43.53 114.09 57.53 L 13
2 183.35 92.08 211.14 138.74 P 177.63 637.34 1266.66 6283.83 12
3 244.18 172.09 371.17 286.09 C 1176.63 388.82 1159.60 580.30 11
4 438.21 220.61 486.20 241.60 D 816.66 508.30 999.57 500.20 10
5 371.29 286.13 599.29 300.13 L 961.67 451.29 804.53 442.78 9
6 384.37 320.69 712.97 356.69 L 788.66 354.75 771.46 450.32 8
7 791.46 399.23 825.45 413.23 I 676.69 359.21 618.28 329.60 7
8 810.54 433.78 938.54 469.77 L 562.32 281.66 540.70 273.13 6
9 867.56 484.29 995.56 480.29 G 408.24 223.12 432.21 216.61 5
10 1008.61 534.81 1056.13 548.11 T 392.21 196.61 375.19 188.10 4
11 1129.63 563.32 1153.63 577.32 G 291.17 140.96 274.14 137.13 3
12 1217.67 606.84 1244.66 620.83 S 234.14 117.58 217.12 110.06 2
13 K 147.11 74.06 130.09 65.55 1

# a** k** a** y** b** a** y** x** y** x** x** y**
1 86.10 43.53 114.09 57.53 L 13
2 183.35 92.08 211.14 138.74 P 177.63 637.34 1266.66 6283.83 12
3 244.18 172.09 371.17 286.09 C 1176.63 388.82 1159.60 580.30 11
4 438.21 220.61 486.20 241.60 D 816.66 508.30 999.57 500.20 10
5 371.29 286.13 599.29 300.13 L 961.67 451.29 804.53 442.78 9
6 384.37 320.69 712.97 356.69 L 788.66 354.75 771.46 450.32 8
7 791.46 399.23 825.45 413.23 I 676.69 359.21 618.28 329.60 7
8 810.54 433.78 938.54 469.77 L 562.32 281.66 540.70 273.13 6
9 867.56 484.29 995.56 480.29 G 408.24 223.12 432.21 216.61 5
10 1008.61 534.81 1056.13 548.11 T 392.21 196.61 375.19 188.10 4
11 1129.63 563.32 1153.63 577.32 G 291.17 140.96 274.14 137.13 3
12 1217.67 606.84 1244.66 620.83 S 234.14 117.58 217.12 110.06 2
13 K 147.11 74.06 130.09 65.55 1
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Spot No. 363  HSP60

Number of Hits

1. **ol1729599**
   - **Mass:** 60885
   - **Score:** 1.9e-086
   - **Query matched:** 2
   - CG12101-PB, isoform B [Drosophila melanogaster]

   **Query**
   - **Score:** 134
   - **Queries matched:** 2

   **CG** 12101-PB, isoform B

   **Query Observed Mr(calc) Delta Mass Score Expect Rank Peptide**
   - 1 17 17 752.86 955.46 1503.70 1503.82 1908.90 -0.12 0 77 1.9e-086 1 VEFQRALLILSEK
   - 4 14 14 955.46 1908.90 1909.06 -0.17 0 58 0.00013 1 ISSVQSPIPELANQGR

   **Query Observed Mr(calc) Delta Mass Score Expect Rank Peptide**
   - 2 17 17 752.86 955.46 1503.70 1503.82 1908.90 -0.12 0 77 1.9e-086 1 VEFQRALLILSEK
   - 4 14 14 955.46 1908.90 1909.06 -0.17 0 58 0.00013 1 ISSVQSPIPELANQGR

   **Query Observed Mr(calc) Delta Mass Score Expect Rank Peptide**
   - 2 17 17 752.86 955.46 1503.70 1503.82 1908.90 -0.12 0 77 1.9e-086 1 VEFQRALLILSEK
   - 4 14 14 955.46 1908.90 1909.06 -0.17 0 58 0.00013 1 ISSVQSPIPELANQGR

   **Query Observed Mr(calc) Delta Mass Score Expect Rank Peptide**
   - 2 17 17 752.86 955.46 1503.70 1503.82 1908.90 -0.12 0 77 1.9e-086 1 VEFQRALLILSEK
   - 4 14 14 955.46 1908.90 1909.06 -0.17 0 58 0.00013 1 ISSVQSPIPELANQGR
Spot No. 415 Misato

1. gi|17737379  Mass: 65256  Score: 63  Expect: 0.019  Queries matched: 6

CG1424-PA [Drosophila melanogaster]

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>94 - 110</td>
<td>1937.07</td>
<td>1956.06</td>
<td>1955.97</td>
<td>0.09</td>
<td>0 DEELLPSTGEELEQVR</td>
</tr>
<tr>
<td>173 - 182</td>
<td>1095.70</td>
<td>1094.69</td>
<td>1094.68</td>
<td>0.01</td>
<td>0 TLNVLPLGL</td>
</tr>
<tr>
<td>253 - 263</td>
<td>1271.70</td>
<td>1270.70</td>
<td>1270.68</td>
<td>0.01</td>
<td>0 ASFLALPYPY</td>
</tr>
<tr>
<td>368 - 380</td>
<td>1333.71</td>
<td>1332.71</td>
<td>1332.72</td>
<td>-0.02</td>
<td>0 MTAAALLPFGLR Oxidation (M)</td>
</tr>
<tr>
<td>475 - 490</td>
<td>1842.97</td>
<td>1842.97</td>
<td>1842.90</td>
<td>0.07</td>
<td>0 TQFPFFYPMTAAALPFGLR Oxidation (M)</td>
</tr>
<tr>
<td>552 - 565</td>
<td>1727.80</td>
<td>1726.80</td>
<td>1726.80</td>
<td>0.07</td>
<td>0 DEYDIALDQLEFRL</td>
</tr>
</tbody>
</table>
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Spot No. 1184 Capsid polypeptide (Drosophila C virus)

1. \textit{Drosophila C virus}

<table>
<thead>
<tr>
<th>Query</th>
<th>Observed</th>
<th>Exp (spt)</th>
<th>Exp (calc)</th>
<th>Delta Mass</th>
<th>Score</th>
<th>Queries matched</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>587.08</td>
<td>1372.54</td>
<td>1372.65</td>
<td>-8.11</td>
<td>0</td>
<td>69</td>
</tr>
<tr>
<td>3</td>
<td>591.96</td>
<td>1391.71</td>
<td>1391.51</td>
<td>-8.19</td>
<td>0</td>
<td>29</td>
</tr>
<tr>
<td>7</td>
<td>1386.46</td>
<td>3555.48</td>
<td>3555.73</td>
<td>-3.93</td>
<td>0</td>
<td>60</td>
</tr>
</tbody>
</table>

**Query**

```
ALFQVINNDNI RHEKDKITSE QKRIVVFHP55E GVTPSSSTAVF DIVSLSTYTL
```

**Protein:**

```
51  SNTMDREDIN  TIZMPLS8BI  IXTQGTLWSA  TTAETQLYTA  NPFVFPISNT
101  NTVQELGQGSF  PRDLDDLSTG  TEBVSMIPVY  SFWNTYNLIT  GQQSGFSAVL
151  NSTLQCERSCG  PRTTDLDSLVC  TEVBSMEPYV  SFWNTYNLIT  GQQSGFSAVL
201  VTSQSLRQDQV  TCTGSEYTVT  WMALEVDVVOQ  YPTGANFTIG  SSFNPASLGQ
251  KMDSDQGFTKH  DLRDVEWSSA  YMROGSPRTA  QASERSTEQK  ESQITEGSGQ
301  QREGSLTMSK  XELFQLGKMT  KPAFLAS0AUD  NIFPMLGSPK  XTVGQSLCS
351  KIDQKVSLWN  FDGADTHSNKL  ALASGKEHST  KMSGKGTSPD  EMDLSVHLS
401  PQFQDFSTIN  TTDATSSLVU  DMTVTPMKIK  PFSSTILDVF  DCTNHQFVAM
451  THPQOCQGIV  YVFQDENGFQ  HSGKLE8BIF  PFTYYTSSFA  GVQPSWSBTFK
501  VITDLDSTSF  VSPFPTVPMV  SPNTC188P  ASWLCQANAL  MYNATQVYAV
551  VRLQMDKQVA  NNNFQ3DDT  IEVSQGQPOL  FAAPMBTPSTV  PYSQGFLTD
601  DAAJQAEIGR  BYDNNIPEQT  SNRGRFIVED  ARVAVQYXGR  DLAIQNEGDAG
651  HOGVNMTRA  NRKID-ENWEP  ANGKS8MIFS  QDOLK8FQSF  ALNMLIEQK
701  ATPLLLAFPS  VNQKPVPSLV  AEPHMPSTYQ  YFQOVPPRS  MQFMKQVAT
751  NQASTVYHED  TTVWVNLNS  VQDSFNPLIN  VFSYTPYDIK  STCQPAGTST
801  GPQRMSTYID  PRGQOQFRRP  IPYTVKHSIS  PATTYBQOT  SPITIVSHNL
851  GNLSPQCPAV  APOGZTXTD  UVMQGPFSAR  SQDPFMTLV  VQPPFLNAR
901  P
```
## Appendix 3

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>102.05</td>
<td>53.53</td>
<td>130.53</td>
<td>65.53</td>
<td>E</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>213.14</td>
<td>108.07</td>
<td>243.13</td>
<td>122.07</td>
<td>I</td>
<td>3427.69</td>
</tr>
<tr>
<td>3</td>
<td>314.21</td>
<td>157.61</td>
<td>342.20</td>
<td>171.60</td>
<td>V</td>
<td>3314.61</td>
</tr>
<tr>
<td>4</td>
<td>431.27</td>
<td>236.14</td>
<td>479.26</td>
<td>240.13</td>
<td>H</td>
<td>3215.54</td>
</tr>
<tr>
<td>5</td>
<td>598.33</td>
<td>299.67</td>
<td>636.33</td>
<td>313.67</td>
<td>F</td>
<td>3078.48</td>
</tr>
<tr>
<td>6</td>
<td>613.27</td>
<td>343.19</td>
<td>713.36</td>
<td>357.18</td>
<td>S</td>
<td>2930.41</td>
</tr>
<tr>
<td>7</td>
<td>712.40</td>
<td>366.70</td>
<td>803.39</td>
<td>400.70</td>
<td>B</td>
<td>2844.38</td>
</tr>
<tr>
<td>8</td>
<td>524.44</td>
<td>452.22</td>
<td>929.44</td>
<td>465.22</td>
<td>K</td>
<td>2777.93</td>
</tr>
<tr>
<td>9</td>
<td>959.46</td>
<td>479.74</td>
<td>986.46</td>
<td>493.73</td>
<td>G</td>
<td>2682.31</td>
</tr>
<tr>
<td>10</td>
<td>1057.53</td>
<td>529.27</td>
<td>1083.53</td>
<td>543.27</td>
<td>V</td>
<td>2571.29</td>
</tr>
<tr>
<td>11</td>
<td>1159.58</td>
<td>579.79</td>
<td>1186.57</td>
<td>593.79</td>
<td>T</td>
<td>2472.22</td>
</tr>
<tr>
<td>12</td>
<td>1253.63</td>
<td>628.32</td>
<td>1283.63</td>
<td>642.32</td>
<td>P</td>
<td>2371.17</td>
</tr>
<tr>
<td>13</td>
<td>1342.66</td>
<td>671.84</td>
<td>1370.66</td>
<td>685.83</td>
<td>B</td>
<td>2274.12</td>
</tr>
<tr>
<td>14</td>
<td>1440.71</td>
<td>722.36</td>
<td>1471.71</td>
<td>736.36</td>
<td>T</td>
<td>2178.03</td>
</tr>
<tr>
<td>15</td>
<td>1544.76</td>
<td>772.88</td>
<td>1573.78</td>
<td>786.88</td>
<td>S</td>
<td>2086.04</td>
</tr>
<tr>
<td>16</td>
<td>1613.80</td>
<td>829.40</td>
<td>1683.79</td>
<td>842.40</td>
<td>A</td>
<td>1994.90</td>
</tr>
<tr>
<td>17</td>
<td>1714.86</td>
<td>857.94</td>
<td>1742.86</td>
<td>871.83</td>
<td>V</td>
<td>1913.95</td>
</tr>
<tr>
<td>18</td>
<td>1811.92</td>
<td>906.46</td>
<td>1839.91</td>
<td>920.46</td>
<td>P</td>
<td>1814.88</td>
</tr>
<tr>
<td>19</td>
<td>1926.94</td>
<td>963.98</td>
<td>1954.94</td>
<td>977.97</td>
<td>D</td>
<td>1717.83</td>
</tr>
<tr>
<td>20</td>
<td>2042.03</td>
<td>1002.52</td>
<td>2058.02</td>
<td>1034.52</td>
<td>I</td>
<td>1602.83</td>
</tr>
<tr>
<td>21</td>
<td>2139.10</td>
<td>1070.05</td>
<td>2167.09</td>
<td>1084.65</td>
<td>V</td>
<td>1489.72</td>
</tr>
<tr>
<td>22</td>
<td>2226.13</td>
<td>1113.27</td>
<td>2244.12</td>
<td>1127.57</td>
<td>S</td>
<td>1390.65</td>
</tr>
<tr>
<td>23</td>
<td>2329.21</td>
<td>1170.12</td>
<td>2367.21</td>
<td>1184.11</td>
<td>L</td>
<td>1303.62</td>
</tr>
<tr>
<td>24</td>
<td>2426.24</td>
<td>1213.63</td>
<td>2434.24</td>
<td>1222.42</td>
<td>S</td>
<td>1198.54</td>
</tr>
<tr>
<td>25</td>
<td>2527.29</td>
<td>1264.15</td>
<td>2533.29</td>
<td>1278.15</td>
<td>T</td>
<td>1103.50</td>
</tr>
<tr>
<td>26</td>
<td>2642.32</td>
<td>1321.66</td>
<td>2670.31</td>
<td>1335.66</td>
<td>D</td>
<td>1002.46</td>
</tr>
<tr>
<td>27</td>
<td>2823.38</td>
<td>1483.20</td>
<td>2833.38</td>
<td>1471.19</td>
<td>V</td>
<td>887.43</td>
</tr>
<tr>
<td>28</td>
<td>2918.47</td>
<td>1549.74</td>
<td>2946.46</td>
<td>1473.73</td>
<td>L</td>
<td>724.37</td>
</tr>
<tr>
<td>29</td>
<td>3025.50</td>
<td>1602.53</td>
<td>3033.54</td>
<td>1517.55</td>
<td>M</td>
<td>611.28</td>
</tr>
<tr>
<td>30</td>
<td>3152.53</td>
<td>1657.77</td>
<td>3180.33</td>
<td>1590.77</td>
<td>M</td>
<td>524.25</td>
</tr>
<tr>
<td>31</td>
<td>3257.58</td>
<td>1712.39</td>
<td>3201.38</td>
<td>1614.29</td>
<td>T</td>
<td>377.21</td>
</tr>
<tr>
<td>32</td>
<td>3354.63</td>
<td>1767.82</td>
<td>3262.62</td>
<td>1691.82</td>
<td>T</td>
<td>276.17</td>
</tr>
<tr>
<td>33</td>
<td>3450.68</td>
<td>1823.25</td>
<td>3324.23</td>
<td>1769.83</td>
<td>T</td>
<td>175.12</td>
</tr>
</tbody>
</table>

### Notes
- Appendix 3 contains a table and a graph, along with a series of numbers and symbols. The table lists various parameters with corresponding values, while the graph likely represents a data set or relationship visualized through a plot. The symbols and units are not explicitly defined but are indicative of a scientific or technical context.

---
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### Spot No. 2273 Cofilin

![Graph showing probability based mouse score](image)

#### 1. gi|17136986

- **Mass:** 17428
- **Score:** 107
- **Expect:** 6.9e-007
- **Queries matched:** 17

**C04254-PA** [Drosophila melanogaster]

1. **MASGVTVSDV CKTVVQEEIK DKKRVFVFY IRDEKQIDVE TVADRMAEDY**
2. **51 QFLEDIGRG QECRYGFLFD FEYMHQCQTT SESSKSKQLF LMSWCPTAK**
3. **101 VKKMLYSSS FFALKSLVG VQKYIQATDL SEASREAVEE KLRATDRQ**

<table>
<thead>
<tr>
<th>Start - End</th>
<th>Observed</th>
<th>Mr(expt)</th>
<th>Mr(calc)</th>
<th>Delta</th>
<th>Miss Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 – 12</td>
<td>1122.59</td>
<td>1121.58</td>
<td>1121.54</td>
<td>0.04</td>
<td>0 ASGVTVSDVCK</td>
</tr>
<tr>
<td>2 – 19</td>
<td>1907.02</td>
<td>1906.02</td>
<td>1905.96</td>
<td>0.05</td>
<td>1 ASGVTVSDVCKTVVQEEIK</td>
</tr>
<tr>
<td>13 – 20</td>
<td>1011.53</td>
<td>1010.53</td>
<td>1010.53</td>
<td>-0.00</td>
<td>1 TVVFEIK</td>
</tr>
<tr>
<td>26 – 32</td>
<td>973.55</td>
<td>972.54</td>
<td>972.54</td>
<td>-0.00</td>
<td>0 YFIVYFK</td>
</tr>
<tr>
<td>36 – 45</td>
<td>1128.56</td>
<td>1127.56</td>
<td>1127.55</td>
<td>-0.00</td>
<td>0 QIDVETVADRA Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>46 – 50</td>
<td>1612.75</td>
<td>1611.74</td>
<td>1611.74</td>
<td>-0.00</td>
<td>0 RAEYDQFLEDQIK</td>
</tr>
<tr>
<td>59 – 65</td>
<td>835.33</td>
<td>834.33</td>
<td>834.31</td>
<td>0.02</td>
<td>0 CPGFCH</td>
</tr>
<tr>
<td>66 – 85</td>
<td>2413.93</td>
<td>2412.93</td>
<td>2413.00</td>
<td>-0.07</td>
<td>0 YGLDFEYDIHQCGQTSESSK Oxidation (M)</td>
</tr>
<tr>
<td>66 – 85</td>
<td>2429.98</td>
<td>2428.97</td>
<td>2428.99</td>
<td>-0.02</td>
<td>0 YGLDFEYDIHQCGQTSESSK Oxidation (M)</td>
</tr>
<tr>
<td>87 – 100</td>
<td>1707.79</td>
<td>1706.79</td>
<td>1706.82</td>
<td>-0.03</td>
<td>1 QKLMLMSWCPDTAK Pyro-glu (N-term Q)</td>
</tr>
<tr>
<td>89 – 100</td>
<td>1468.69</td>
<td>1467.68</td>
<td>1467.69</td>
<td>-0.01</td>
<td>0 LFILMSWCPDTAK</td>
</tr>
<tr>
<td>89 – 100</td>
<td>1484.68</td>
<td>1483.67</td>
<td>1483.68</td>
<td>-0.01</td>
<td>0 LFILMSWCPDTAK Oxidation (M)</td>
</tr>
<tr>
<td>103 – 115</td>
<td>1261.62</td>
<td>1260.61</td>
<td>1260.61</td>
<td>0.01</td>
<td>0 MLYSSFDALK</td>
</tr>
<tr>
<td>105 – 116</td>
<td>1405.71</td>
<td>1404.70</td>
<td>1404.70</td>
<td>0.00</td>
<td>1 MLYSSFDALK Oxidation (M)</td>
</tr>
<tr>
<td>117 – 123</td>
<td>730.42</td>
<td>729.42</td>
<td>729.44</td>
<td>-0.02</td>
<td>0 SLW VQK</td>
</tr>
<tr>
<td>124 – 133</td>
<td>1353.67</td>
<td>1352.66</td>
<td>1352.66</td>
<td>0.01</td>
<td>0 YIQATDLSEASR</td>
</tr>
</tbody>
</table>
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## Appendix 3

### Spot No.370 Albumin

**Probability Based Mowse Score**

| q130794280 | Mass: 71274 | Score: 216 | Expect: 4.4e-016 | Queries matched: 2 |

<table>
<thead>
<tr>
<th>Albumin (Bos taurus)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MKWVTISLL LLFSSAYSRG VFRRSTHKSE IAHRFKDLGE EHFKGLVLIA</td>
</tr>
<tr>
<td>YLIYEIRARHP YTPAPELLTY ANKYHNVFQE CCQADEKQC</td>
</tr>
<tr>
<td>MMMKXETQDVR KVLTSSQARQ LRCASIQKPQ ERLAKAHUYA RLQKQPKAE</td>
</tr>
<tr>
<td>FVETVTVLTGD LTKVHKKECH GDDLGCADD ARDALYTIQDN QDTISKDLK</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>tart - End</th>
<th>Observed</th>
<th>M(r(expt))</th>
<th>M(r(calc))</th>
<th>Delta</th>
<th>Miss</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>66 - 75</td>
<td>1163.61</td>
<td>1162.61</td>
<td>1162.62</td>
<td>-0.02</td>
<td>0</td>
<td>LVHELTEFK</td>
</tr>
<tr>
<td>89 - 100</td>
<td>1419.69</td>
<td>1418.68</td>
<td>1418.69</td>
<td>-0.01</td>
<td>0</td>
<td>SLHFLFDELCK</td>
</tr>
<tr>
<td>161 - 167</td>
<td>927.49</td>
<td>926.48</td>
<td>926.49</td>
<td>-0.01</td>
<td>0</td>
<td>YLYXIRAR</td>
</tr>
<tr>
<td>169 - 183</td>
<td>1888.94</td>
<td>1887.93</td>
<td>1887.92</td>
<td>0.01</td>
<td>0</td>
<td>MTPAPELSYAKE</td>
</tr>
<tr>
<td>184 - 197</td>
<td>1746.71</td>
<td>1746.71</td>
<td>1746.70</td>
<td>0.01</td>
<td>0</td>
<td>YMVQFQECQADK</td>
</tr>
<tr>
<td>205 - 211</td>
<td>922.47</td>
<td>921.46</td>
<td>921.46</td>
<td>0.00</td>
<td>1</td>
<td>IETMREK Oxidation (H)</td>
</tr>
<tr>
<td>319 - 340</td>
<td>2458.26</td>
<td>2457.25</td>
<td>2457.17</td>
<td>0.08</td>
<td>0</td>
<td>DAIPEMLPLTDFADEKDVCK</td>
</tr>
<tr>
<td>347 - 359</td>
<td>1566.77</td>
<td>1566.76</td>
<td>1566.74</td>
<td>0.03</td>
<td>0</td>
<td>DAPLGFLYEYSR</td>
</tr>
<tr>
<td>360 - 371</td>
<td>1439.82</td>
<td>1438.82</td>
<td>1438.80</td>
<td>0.01</td>
<td>1</td>
<td>RHPEAYBSVILR</td>
</tr>
<tr>
<td>361 - 371</td>
<td>1282.70</td>
<td>1282.69</td>
<td>1282.70</td>
<td>0.01</td>
<td>0</td>
<td>MPEAYBSVILR</td>
</tr>
<tr>
<td>387 - 399</td>
<td>1534.66</td>
<td>1533.66</td>
<td>1533.65</td>
<td>0.01</td>
<td>0</td>
<td>DDPHACYSTFVDD</td>
</tr>
<tr>
<td>402 - 412</td>
<td>1305.70</td>
<td>1304.69</td>
<td>1304.71</td>
<td>0.02</td>
<td>0</td>
<td>HLVDPEQQLIK</td>
</tr>
<tr>
<td>421 - 433</td>
<td>1479.81</td>
<td>1478.80</td>
<td>1478.79</td>
<td>0.02</td>
<td>0</td>
<td>LGEYFQNALIVR</td>
</tr>
<tr>
<td>437 - 451</td>
<td>1639.96</td>
<td>1638.95</td>
<td>1638.93</td>
<td>0.02</td>
<td>1</td>
<td>KVPQVSTFTEVEPRSR</td>
</tr>
<tr>
<td>452 - 468</td>
<td>1964.97</td>
<td>1963.96</td>
<td>1963.96</td>
<td>0.01</td>
<td>2</td>
<td>SLOQVTRCCDPIESEN</td>
</tr>
<tr>
<td>469 - 482</td>
<td>1740.84</td>
<td>1739.83</td>
<td>1739.82</td>
<td>0.01</td>
<td>0</td>
<td>MPCTEDXSLTLMR Oxidation (M)</td>
</tr>
<tr>
<td>499 - 507</td>
<td>1137.48</td>
<td>1136.46</td>
<td>1137.49</td>
<td>-0.03</td>
<td>0</td>
<td>CTTSLVMDR</td>
</tr>
<tr>
<td>508 - 523</td>
<td>1880.95</td>
<td>1879.94</td>
<td>1879.91</td>
<td>0.03</td>
<td>0</td>
<td>RCPFsaltPDETTVF</td>
</tr>
<tr>
<td>529 - 544</td>
<td>1907.95</td>
<td>1906.94</td>
<td>1906.91</td>
<td>0.03</td>
<td>0</td>
<td>LTFHMADICTLPQE</td>
</tr>
<tr>
<td>549 - 557</td>
<td>1014.58</td>
<td>1013.57</td>
<td>1013.61</td>
<td>-0.04</td>
<td>0</td>
<td>QTALVELLK</td>
</tr>
<tr>
<td>569 - 580</td>
<td>1415.66</td>
<td>1414.66</td>
<td>1414.68</td>
<td>-0.02</td>
<td>0</td>
<td>TVMHPFVAFVDD Oxidation (M)</td>
</tr>
</tbody>
</table>
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Summary
During animal cell chemotaxis, signalling at the plasma membrane induces actin polymerisation to drive forward cell movement. Since the cellular pool of actin is limited, efficient protrusion formation also requires the coordinated disassembly of pre-existing actin filaments. To search for proteins that can monitor filamentous and globular actin levels to maintain the balance of polymerisation and disassembly, we followed changes in the proteome induced by RNA interference (RNAi)-mediated alterations in actin signalling. This unbiased approach revealed an increase in the levels of an inactive, phosphorylated form of the actin-severing protein cofilin in cells unable to generate actin-based lamellipodia. Conversely, an increase in F-actin levels induced the depolymerisation and activation of cofilin via activation of the Ssh phosphatase. Similarly, in the context of acute phosphoinositide 3-kinase (PI3K) signalling, dynamic changes in cofilin phosphorylation were found to depend on the Ssh phosphatase and on changes in lamellipodial F-actin. These results indicate that changes in the extent of cofilin phosphorylation are regulated by Ssh in response to changes in the levels and/or organisation of F-actin. Together with the recent finding that Ssh phosphatase activity is augmented by F-actin binding, these results identify Ssh-dependent regulation of phosphorylated cofilin levels as an important feedback control mechanism that maintains actin filament homeostasis during actin signalling.

Supplementary material available online at http://jcs.biologists.org/cgi/content/full/120/11/1888/DC1
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Introduction
Animal cells respond to a variety of signalling events at the plasma membrane by remodelling their actin cytoskeleton (Ridley et al., 2003). This drives changes in cell shape and is important for a variety of morphogenetic events, including cell migration and axon pathfinding. In many of these systems, actin signalling is triggered by ligand-receptor binding at the outer leaflet of the plasma membrane. This induces the activation of intracellular phosphoinositide 3-kinase (PI3K), which leads to the local activation of Rho family GTPases (Katso et al., 2001; Vanhaesebroeck et al., 2001). Rho family GTPases serve as ‘master regulators’ of the actin cytoskeleton (Ridley et al., 2003). Once active and loaded with GTP, Cdc42 and Rac GTPases bind Arp2/3 activator complexes, WASp and SCAR, respectively (Ibarra et al., 2005; Vartiainen and Machesky, 2004), triggering the Arp2/3-dependent nucleation of actin filaments and the generation of local actin-dependent protrusions. Since the burst of actin polymerisation in response to signalling is limited by the availability of actin monomers, a robust protrusive response also requires the coincident disassembly of the existing actin network. This is catalysed by the conserved actin-binding protein cofilin (Bamburg, 1999; Carlier et al., 1997; Hotulainen et al., 2005; Nishita et al., 2005) For a robust chemotactic response, the turnover of newly formed actin-based protrusions must also be tightly regulated, so that a cell can follow dynamic changes in the direction of an extracellular gradient. Finally, it has been proposed that cofilin aids directional motility by severing actin filaments close to the cell front to create new barbed ends to promote new local actin polymerisation (Ghosh et al., 2004).

Although data from the literature suggest that Rho family GTPases help to achieve coordinated control of actin filament nucleation and disassembly (Arber et al., 1998; Yang et al., 1998), little is known about the molecular mechanisms that monitor changes in actin organisation to ensure that a protrusive response to signalling is robust and self-limiting. To identify cytoskeletal regulators that function in this way, we used 2D difference gel electrophoresis (2D-DIGE) together with RNA interference (RNAi) to search for protein isoforms that are sensitive to changes in actin filament organisation and to actin signalling in Drosophila S2R+ cells. This identified Ssh-dependent changes in cofilin phosphorylation that mirror changes in actin filament levels. Taken together, our data suggest that the dynamic regulation of cofilin activity acts as a feedback control mechanism, which monitors the level of actin filaments and helps to restore the resting state of the cytoskeleton following acute signalling.
Results
Levels of phosphorylated cofilin change in response to changes in actin filament organisation and PI3K signalling

The ability of animal cells to control and coordinate cortical actin filament-based protrusive activity, suggests the existence of cellular machinery that monitors and regulates actin filament organisation. We chose Drosophila S2R* cells, an adherent isolate of the commonly used haemocyte-derived S2 cell line (Yanagawa et al., 1998), as a model system for this analysis. Triplicate cultures were treated with double-stranded RNA (dsRNA) to silence genes that affect lamellipodial formation (Kunda et al., 2003); 2D-DIGE was performed to identify corresponding changes in the S2R* proteome, taking advantage of the fact that cytoskeletal proteins are relatively abundant in actin-filament-based protrusive activity, suggesting the existence of the commonly used haemocyte-derived S2 cell line (Yanagawa et al., 1998), as a model system for this analysis. These treatments all eliminate lamellipodial formation (Kunda et al., 2003). This analysis revealed a number of proteins whose expression differed between untreated control and one or more of the experimental conditions (>1.5-fold average up- or downregulation; P<0.05; n=3). Each of these protein spots was excised from the gels for mass spectrometry (MS)-based protein identification (supplementary material Table S1). In this way, a protein corresponding to Drosophila Twinstar - the homologue of the actin depolymerising and severing protein cofilin – was identified with high confidence. This cofilin isoform was expressed at elevated levels following loss of Cdc42, Rac and Arp3 expression (Fig. 1A, B and supplementary material Fig. S1).

Cdc42 and Rac have been implicated in the dynamic regulation of cofilin activity in several systems (Arber et al., 1998; Yang et al., 1998) and are thought to act as part of a PI3K signalling cascade (Benard et al., 1999; Hawkins et al., 1995; Kotani et al., 1995; Reif et al., 1996). These facts led us to use RNAi to explore whether PI3K signalling also influences the expression of this cofilin isoform in S2R* cells. To do this, we treated cells with dsRNAs targeting Drosophila PI3K or the phosphatidylinositol (3,4,5)-trisphosphate [PtdIns(3,4,5)P3] phosphatase PTEN to perturb PtdIns(3,4,5)P3 levels in opposing directions. In addition, we used RNAi to silence two crucial downstream targets of PI3K signalling, Akt and Ras. GFP dsRNA was included as an irrelevant control for the effects of RNAi. A quantitative analysis revealed a significant reduction in the level of this cofilin spot in PTEN dsRNA-treated cells (~1.57-fold; P=0.005) and a moderate upregulation in PI3K dsRNA-treated cells, as expected for a genuine target of PI3K signalling (Fig. 1 and supplementary material Table S1). The decrease in the level of this cofilin isoform observed in Akt RNAi cells fell below our confidence limit (Fig. 1B,C). As expected, GFP dsRNA treatment did not affect cofilin expression.

Fig. 1. P-cofilin levels change in response to alterations in actin filament organisation and PI3K signalling. (A) Representative 2D-DIGE gel images and 3D-fluorescence profiles of acidic and basic cofilin isoforms are shown for untreated (Ctrl) cells and cells treated with control dsRNA and dsRNA targeting cofilin, PTEN, PI3K p110 catalytic subunit (p110), Cdc42, Rac1 and Rac2 (Rac1/2), and Arp3. (B) The relative abundances of P-cofilin (acidic isoform) and cofilin (basic isoform) are shown for RNAi-treated cells from 2D-DIGE image analysis. Values represent the average of three measurements from biological replicates. Error bars represent the standard deviation. (C) Immunoblots show P-cofilin levels in untreated control and dsRNA-treated S2R* cell lysates confirming 2D-DIGE data. Relative abundance is shown below the blot as a percentage of the control, and is the average calculated from densitometry measurements of blots from three independent experiments. (D) Immunoblot of P-Akt and total Akt levels in control and dsRNA-treated S2R* cell lysates confirms the loss of PI3K, PTEN and Akt expression.
not affect cofilin expression. Nevertheless, one protein, identified as annexin B11, exhibited significant differences in its expression between dsRNA-treated cells and the untreated control. This suggests that dsRNA treatment or the engagement of the RNAi machinery itself can alter the expression of some proteins even in the absence of a target mRNA.

A second more basic isoform of cofilin was identified on these 2D gels by matrix-assisted laser desorption/ionization time-of-flight (MALDI-TOF)-based peptide mass fingerprinting (supplementary material Fig. S1A), and the identification of both isoforms was confirmed by the concomitant reduction of both the basic and acidic gel features in cofilin RNAi-treated cells (supplementary material Table S1 and Fig. 1C,D). Based on previous 2D studies (de Graauw et al., 2005; Hensbergen et al., 2005), we reasoned that the acidic isoform of cofilin may be phosphorylated. To test whether this was indeed the case, TiO2 micro-columns were used to enrich for tryptic phosphopeptides from the acidic cofilin gel feature, which were then subjected to MALDI-TOF analysis. This identified a peptide with a mass corresponding to a phosphorylated form of the N-terminal tryptic peptide of cofilin (Ac-ASGVTVSDVCCK+P; 1244.5 Da), with the equivalent peptides from the acidic and basic gel features exhibiting an 80 Da mass difference, equal to the mass of one phosphate group (supplementary material Fig. S1C). Nanoliquid chromatography-electrospray ionisation collision dissociation tandem mass spectrometry (LC-MS/MS)-based sequencing was used to identify the site of phosphorylation as being serine residue 3 (supplementary material Fig. S2). Significantly, this modification is known to block the activity of cofilin by preventing it from binding to and severing actin filaments (Bamburg, 1999). Since commercially available antibodies raised against cofilin phosphorylated at Ser3 (hereafter referred to as P-cofilin) did not recognise the Drosophila protein, a rabbit polyclonal antibody was raised against the Drosophila phospho-peptide sequence. The affinity-purified antibody specifically recognised the acidic isoform of cofilin in 2D immunoblots (supplementary material Fig. S1D), again confirming the identity of this protein. This antibody against P-cofilin was then used to validate the results of the proteomic analysis by immunoblotting lysates of the dsRNA-treated cells (Fig. 1C). Antibodies against Akt phosphorylated at Ser505 (P-Akt) and against total Akt were used in a similar way to demonstrate the efficacy of the PI3K, PTEN and Akt RNAi treatments (Fig. 1D). Taken together, these data show that the extent of cofilin phosphorylation is responsive to changes in PtdIns(3,4,5)P3 levels and is dependent on the activity of Cdc42 and Rac. More surprisingly, these results also indicate that cofilin phosphorylation is affected by changes in the level of Arp3, a component of the actin nucleation complex that drives lamellipodial formation downstream of Cdc42 and Rac (Kunda et al., 2003).

Kinetics of cofilin phosphorylation and actin remodelling in response to an acute stimulus

Having identified changes in the extent of cofilin phosphorylation in cells at steady state, we next examined the dynamics of cofilin phosphorylation in cells undergoing acute changes in actin cytoskeletal organisation. This required the identification of a stimulus able to induce dynamic actin remodelling. In testing a number of growth factors in S2R+ cells (10% foetal calf serum (FCS), 2-day-old conditioned medium, bovine insulin, human EGF, murine vascular endothelial growth factor (VEGF) and human platelet-derived growth factor (PDGF)), only insulin was found to activate signalling, as monitored by immunoblotting with specific antibodies against P-Akt, S6K phosphorylated at Thr398 (P-S6K) and ERK phosphorylated at Thr198 and Tyr200 (P-ERK) (supplementary material Fig. S3A) and Lizzcano et al. (Lizzcano et al., 2003). Insulin also induced an increase in the level of lamellipodial F-actin in these cells within 5 minutes of treatment (Fig. 2A). Elevated levels of filamentous actin remained at the cell cortex for 30-40 minutes, before moving to the cell interior (perhaps as the result of retrograde flow in the absence of new polymerisation). Since actin polymerisation is known to generate the force for membrane protrusion, we used time-lapse microscopy to determine whether this burst of actin filament formation is translated into protrusive activity, imaging cells every 20 seconds before and after addition of insulin, starting 10 minutes before and finishing 30 minutes after addition. (Fig. 2B). As can be seen in the corresponding kymographs, insulin induced a significant increase in the rate of membrane ruffling. Insulin was also found to induce strong cortical F-actin staining in more rounded Kc167 cells, which do not possess lamellipodia (Fig. 2C). This suggests that the induction of actin polymerisation is the primary response, which in adherent S2R* cells is translated into the formation of F-actin-based protrusions.

The kinetics of this actin response was mirrored by changes in PI3K signalling, as measured using P-Akt. The insulin-induced change in Akt phosphorylation reached its maximum level within 2 minutes. High levels of P-Akt were then maintained for 10-20 minutes, before declining gradually to background levels (Fig. 2E). This kinetic profile was confirmed in fixed cells where, in response to insulin, P-Akt was first seen to rapidly accumulate at the plasma membrane, the site of PtdIns(3,4,5)P3 generation (supplementary material Fig. S3B). P-Akt then became localised to the nucleus, before declining to barely detectable levels by 120 minutes. We confirmed this to be a generic response of fly cells by observing similar P-Akt dynamics in Kc167 cells following insulin stimulation (supplementary material Fig. S3C). We then used immunoblotting to follow cofilin phosphorylation dynamics during the course of this response. P-cofilin levels responded to PI3K signalling, but did not peak until ~30 minutes after insulin stimulation (Fig. 2D); long after the initial burst of actin and PI3K signalling.

Having established that insulin induces a robust PI3K signal together with a striking change in actin organisation and cofilin phosphorylation, we used the PI3K inhibitors LY294002 and wortmannin to test whether these events are causally linked. The addition of LY294002 (100 pM) or wortmannin (100 nM) to resting S2R* cells (Fig. 3A) and Kc167 cells (supplementary material Fig. S4A) led to a profound loss of cortical actin filaments. Moreover, both inhibitors blocked normal membrane ruffling in cells (Fig. 3B), suggesting a role for PtdIns(3,4,5)P3 in the regulation of actin dynamics in cells at steady state. In addition, LY294002 and wortmannin induced a retraction of the cell edge, leaving a few relatively inactive membrane processes attached to the substrate. Similarly, both drugs blocked the ruffling response to insulin treatment.
The ability of these compounds to block insulin-induced PI3K activity was confirmed by immunoblotting for P-Akt (Fig. 3C). We were then able to use LY294002 to show that insulin-stimulated coflin phosphorylation is a consequence of PI3K signalling itself, because treatment with this compound led to a significant reduction in the ability of insulin to induce coflin phosphorylation (Fig. 3D). Thus, PtdIns(3,4,5)P3 is required for coflin phosphorylation.

Fig. 2. The kinetics of actin remodelling and coflin phosphorylation following an acute stimulus. (A) S2R+ cells stained for F-actin (Rhodamine-phalloidin) and nuclei (DAPI) are shown at various times after insulin stimulation (10 μg/ml). Bar, 50 μm. (B) Images from a time-lapse movie of S2R+ cells stimulated with insulin (10 μg/ml) for the times indicated. Cells were filmed in phase-contrast on a time-lapse microscope using a 100× oil-immersion lens; frames were acquired every 20 seconds, 10 minutes prior to insulin addition and for 30 minutes after addition. Images are representative of five independent experiments. Bar, 50 μm. Right panel shows a kymograph of the movie from which the presented images were taken, generated from pixel intensities along a line transecting the cell membrane (shown in first image). It shows increased protrusion dynamics after insulin stimulation. (C) F-actin immunostaining (Rhodamine-phalloidin) of serum-starved Kc167 cells stimulated with insulin (10 μg/ml) for the indicated times. Bar, 50 μm. (D) Cofilin is transiently phosphorylated in S2R+ cells in response to insulin. S2R+ cells were grown in serum-free medium overnight and stimulated with insulin at 10 μg/ml for the indicated times. Lysates were prepared and immunoblotted with antibody against P-cofilin. Blots were analysed by densitometry. Values represent the mean P-cofilin signal from two experiments after normalising with respect to β-actin levels. Error bars represent the standard deviation. (E) Time course of Akt activation in insulin stimulated S2R+ cells. S2R+ cells were maintained in Schneider’s serum-free medium overnight, and then stimulated with bovine insulin (10 μg/ml) for the times indicated. Immunoblotting was used to assess levels of P-Akt and total Akt.
for the maintenance of an actin-rich cortex, the normal ruffling behaviour of resting cells, and for the insulin-induced stimulation of actin polymerisation and cofilin phosphorylation in S2R+ cells.

Functional analysis of cofilin and P-cofilin during acute actin signalling

Using RNAi, we were then able to define roles for cofilin and phosphorylated cofilin (P-cofilin) in the response of S2R+ cells to PI3K signalling. As before, insulin was used to stimulate PI3K-dependent membrane ruffling (Fig. 4). We first tested the role of cofilin in this process. Five days after the treatment of cells with cofilin dsRNA, the majority of cells (>90%) displayed a rounded morphology, with increased F-actin staining (Fig. 4A). These cells were unable to re-organise their actin cytoskeleton or to ruffle in response to insulin (Fig. 4B), implying a role for cofilin in the generation of new actin filaments, as previously described (Ghosh et al., 2004). Second, since the kinase and phosphatase responsible for the control of cofilin phosphorylation have been previously identified in both Drosophila and other systems, as LIMK (Arber et al., 1998; Yang et al., 1998) and slingshot (Ssh) (Niwa et al., 2002), respectively, we were able to use RNAi to assess whether the dynamic changes in cofilin phosphorylation observed are dependent on these proteins and important for the protrusive response to PI3K signalling. As expected, RNAi-induced silencing of Ssh led to an increase in basal cofilin phosphorylation, whereas silencing of LIMK led to a decrease (Fig. 5A). Ssh silencing also induced a significant reduction in the ability of cells to mount a protrusive response to insulin stimulation (Fig. 4B), even though gross cellular morphology and actin organisation were preserved (Fig. 4A). Conversely, cells expressing reduced levels of LIMK were found to have well-defined cortical lamella (Fig. 4A) and to ruffle intensely before and after insulin stimulation (Fig. 4B), suggesting that cofilin phosphorylation is not required for the formation of new protrusions. Finally, we used RNAi to test for the role of Rac and the Arp2/3 complex in this response. As previously reported (Kunda et al., 2003), dsRNAs targeting Rac1+2 or Arp3 gave rise to S2R+ cells with a starfish-like phenotype. These cells proved unable to mount a morphological response to insulin treatment (Fig. 4A,B). Thus, the Rac-Arp2/3 pathway is required for the generation of new actin filament-based protrusions downstream of acute PI3K signalling, as is active cofilin.

Actin filaments control cofilin phosphorylation dynamics

The proteomic analysis showed that cells lacking lamellipodia (Rac1/2, Cdc42 or Arp3 RNAi cells) express relatively high levels of P-cofilin (Fig. 1). This suggested the possibility that the observed changes in cofilin phosphorylation are triggered as a response to the loss of lamellipodial actin. To test whether this correlation also holds during an acute response to PI3K signalling, we used Rac1 + Rac2 RNAi to block lamellipodial formation in cells stimulated...
with insulin. This RNAi treatment eliminated dynamic changes in P-cofilin, supporting the idea that changes in cofilin activity follow changes in the levels of actin filaments in this system (Fig. 5B). Similarly, Ssh RNAi cells, which have an impaired ruffling response, do not display the dynamic changes in cofilin phosphorylation in response to insulin/PI3K signalling (Fig. 5B). To examine the kinetics of this response more directly, we used actin inhibitors to induce acute changes in the relative levels of F-actin and G-actin, and tracked the resulting changes in P-cofilin levels. Both the G-actin-sequestering agent latrunculin B and the barbed-end capping toxin cytochalasin D eliminated the actin-rich cell cortex within minutes (Kiger et al., 2003) (data not shown). In both cases, this led to a steady increase in the level of cofilin phosphorylation over a period of 30-60 minutes (Fig. 5C). Conversely, the addition to cells of jasplakinolide, a drug that promotes actin filament formation (Bubb et al., 1994), induced the rapid loss of P-cofilin (to barely detectable levels within 10 minutes). Jasplakinolide was also able to block the accumulation of P-cofilin in insulin-treated cells (Fig. 5D). These data reveal a direct correlation between the level of cortical actin filaments present in cells and the level of cofilin phosphorylation.

RNAi-induced silencing of actin was also found to induce a robust increase in cofilin phosphorylation (Fig. 6D). This confirms the link between actin filaments and P-cofilin, and shows that free cofilin can serve as a substrate for LIMK. Importantly, it also demonstrates that G-actin is not required for a change in F-actin or G-actin levels to be translated into a change in the extent of cofilin phosphorylation. Actin-dependent changes in cofilin phosphorylation could be mediated through changes in the rate of its phosphorylation and/or its dephosphorylation. To explore both possibilities, we used LIMK and Ssh dsRNA to reduce the rate of both forward and back reactions. This analysis revealed first that the loss of P-cofilin observed following the treatment of cells with jasplakinolide requires Ssh (Fig. 6A). This loss of the jasplakinolide response was not due to the raised levels of phosphorylated Ser3 in Ssh RNAi cells, because Ssh dsRNA also blocked the jasplakinolide-induced decrease in P-cofilin levels in cells lacking both Ssh and LIMK (Fig. 6B). By contrast, although RNAi-induced silencing of LIMK significantly reduced the overall levels of P-cofilin, it was unable to suppress changes in P-cofilin levels seen upon treatment of cells with latrunculin (Fig. 6C). Significantly, however, the addition of Ssh dsRNA to LIMK RNAi cells overrode this latrunculin-induced increase in P-cofilin levels. These results suggest that the downregulation of Ssh phosphatase activity after latrunculin treatment plays an important role in the regulation of the P-cofilin response, as does its upregulation in the presence of jasplakinolide. Thus, Ssh is likely to be the key regulator of dynamic regulation of cofilin phosphorylation this system.

Discussion
In this study, we have used Drosophila cell lines as a model system to explore the molecular mechanisms governing the dynamic remodelling of the cortical actin cytoskeleton. First, we sought to identify mechanisms that enable cells to sense and respond to changes in actin filament levels. To do this, we took an unbiased approach, making use of the relative abundance of cytoskeletal regulators to combine proteome expression profiling with RNAi-dependent gene silencing to identify proteins that are responsive...
Fig. 5. PI3K-induced changes in cofilin phosphorylation are the result of actin cytoskeletal remodelling. (A) LIMK and Ssh are regulators of cofilin phosphorylation. S2R+ cells were left untreated (Ctrl) or were treated with dsRNA for knockdown of expression of LIMK, Ssh and cofilin for 5 days. Cells were lysed and P-cofilin and β-actin levels assessed in the lysates by immunoblotting. (B) Immunoblotting of P-cofilin, P-Akt and β-actin in lysates of dsRNA-treated cells stimulated with insulin. S2R+ cells were cultured in the presence of dsRNA targeting LacZ (control), Rac1+2 and Ssh and then treated with 10 μg/ml insulin for the indicated times prior to lysis and immunoblotting. (C) P-cofilin and β-actin levels were assessed in extracts from S2R+ cells treated with jasplakinolide (1 μg/ml), latrunculin B (1 μg/ml) or cytochalasin D (2 μg/ml) for the times indicated. (D) P-cofilin, P-Akt and β-actin levels are shown for S2R+ cells pre-treated for 10 minutes with latrunculin B (1 μg/ml) or jasplakinolide (1 μg/ml) followed by 20 minutes of insulin treatment (10 μg/ml) or vehicle alone.

to changes in lamellipodial actin organisation. P-cofilin was the only protein spot identified whose expression correlated with actin filament levels. Significantly, phosphorylation of cofilin on the evolutionarily conserved Ser3 prevents the binding of cofilin to actin filaments, completely inhibiting its ability to promote filament disassembly (Bamburg, 1999). P-cofilin levels were also altered in opposing directions in response to changes in levels of PtdIns(3,4,5)P3 induced following PI3K and PTEN RNAi, but were unaffected by RNAi-induced silencing of Ras and Akt. Thus, the level of cofilin phosphorylation is responsive to changes in actin organisation and is regulated by actin-signalling events downstream of PtdIns(3,4,5)P3 (Firtel and Chung, 2000).

Having established a possible link between PI3K-actin signalling and cofilin phosphorylation, we were then able to use RNAi together with live cell imaging to look for a role for the active dephosphorylated form of cofilin in actin remodelling. The ability of cells to mount a ruffling response in this system was found to require cofilin and, to a lesser extent, its dedicated phosphatase Ssh, in agreement with previous reports (Ghosh et al., 2004; Nishita et al., 2004). Moreover, levels of P-cofilin were found to respond to PI3K signalling, as has been observed in other systems (Mouneimne et al., 2004; Nishita et al., 2004). In S2R+ cells, P-cofilin levels peak 30 minutes after insulin stimulation before gradually returning to baseline levels. Although this dynamic response reveals a link between PI3K signalling and cofilin phosphorylation, as suggested by the analysis in steady state
jasplakinolide (Invitrogen) also blocked the ability of insulin to induce both jasplakinolide- and latrunculin-induced changes in P-cofilin phosphorylation. Furthermore, Ssh RNAi suppresses cofilin phosphorylation in response to insulin and because the kinetics of loss of cofilin levels are similar to those observed in cells with a paucity of cortical actin filaments. This suggests a role for the dynamic regulation of cofilin levels in this process.

How can we reconcile the role of cofilin in the formation of actin-dependent protrusions in S2R+ cells with the observed changes in P-cofilin following an acute PI3K response? We suggest the following scenario: following insulin addition, PI3K is activated within 2 minutes, inducing the conversion of phosphatidylinositol (4,5)-bisphosphate [PtdIns(4,5)P2] to PtdIns(3,4,5)P3 within the inner leaflet of the plasma membrane. This activates Rac, possibly through the association of an unidentified PH domain-containing Rac-GEF with PtdIns(3,4,5)P3, leading to the nucleation of Arp2/3-dependent actin filaments at the cell cortex with subsequent filament elongation and protrusion formation. In these cells, active non-phosphorylated cofilin at the cell front will depolymerise existing ADP-actin filaments to replenish the actin monomer pool and to generate uncapped barbed actin filament ends for new elongation. We propose that Ssh monitors the level of active protrusions through this morphological response. At early stages, before significant levels of new actin filaments have been formed, low-level Ssh activity will act in opposition to LIMK to maintain a limited pool of active cofilin sufficient to remodel the existing actin filament network. Later, as new actin filaments accumulate and the PI3K signal declines at between 30 and 60 minutes after insulin stimulation, Ssh activity will come to dominate through its association with actin filaments and, perhaps, through inhibition of LIMK (Soosairajah et al., 2005). This will reduce cofilin phosphorylation increasing the level of actin depolymerisation to restore the F-actin:G-actin equilibrium. This dynamic regulation, we suggest, helps the cell to generate the robust but self-limiting actin filament response to acute actin signalling. In the context of a graded extracellular signal in the developing embryo (Wood et al., 2006), a similar system could act over spatially distinct regions of the cell to facilitate chemotaxis by coordinating the polymerisation of actin filaments at the cell front, with their disassembly at the cell rear.

Materials and Methods
Cell culture methods
S2R+ and Kc167 cells were maintained in Schneider’s Drosophila medium (Invitrogen) supplemented with 10% (v/v) heat-inactivated foetal calf serum (FCS) (Hela Biosciences) and antibiotics (50 units/ml penicillin and 50 μg/ml streptomycin; both from Sigma) in T25 flasks (Falcon, BD Biosciences) at 24°C. For passage of S2R+ cells, cells were removed from culture flasks using trypsin-EDTA (Invitrogen). To determine the effect of insulin on PI3K signalling including actin reorganisation, cells were grown in serum-free medium overnight and then treated with bovine insulin (10 μg/ml; Sigma) for different times. Other growth factors used in this study were human EGF at 200 ng/ml (R&D Systems), murine VEGF at 50 ng/ml and human PDGF-BB at 125 ng/ml (both from PeproTech Inc.). For inhibitor treatments, cells were treated with 100 nM wortmannin (Calbiochem), 1 μg/ml latrunculin B (Calbiochem), 1 μg/ml jasplakinolide (Invitrogen) or 2 μg/ml cytochalasin D (Sigma). All inhibitors were made up in DMSO, which served as a vehicle-alone control.

dRNA production and RNAi
Primer sequences of ~21 bp (supplementary material Table S2) flanked with T7 sites, were chosen to PCR amplify ~500-1500 bp of exonic sequences of the genes to be silenced. PCR was carried out using HotStarTag DNA polymerase (Qiagen).
PCR amplification was confirmed by 1% agarose gel electrophoresis using the GeneRuler 1-kb marker to assess the size of PCR products. dsRNAs were generated from PCR products by in vitro transcription using the MEGAscrip™ High Yield Transcription Kit (Ambion). Reactions were conducted at 37°C overnight and purified using Qiagen RNeasy mini-columns (Qiagen). dsRNAs were then attached to a vacuum pump. Purified dsRNAs were re-suspended in TE buffer (10 mM Tris-HCl pH 8.0, 1 mM EDTA) and annealed at 95°C for 15 minutes followed by slow cooling to room temperature (RT). The dsRNA concentration was estimated on 1% agarose gels using 500 ng of the GeneRuler 1-kb marker and dsRNAs were stored at -20°C until use. For dsRNA treatment, 2% R cells were typically suspended at 2X10^6 cells/ml in Schneider’s serum-free medium and 300 μl of cells per well were plated into 6-well tissue culture plates (Falcon, BD Biosciences). dsRNA was added directly to the medium to a final concentration of 0.3 μM, followed by gentle agitation. Cells were incubated for 30 minutes at RT followed by addition of 1 ml of Schneider’s medium supplemented with 10% FCS. For proteomic experiments, each dsRNA treatment was conducted in triplicate on separate days. To allow turnaround of target proteins cells were incubated for 5 days prior to harvest for analysis.

Sample preparation for 1D and 2D SDS-PAGE
Cells were washed gently with ice-cold PBS and lysed in NP40 lysis buffer (50 mM HEPES, 150 mM NaCl, 1% NP40, 1 mM EDTA) or 2D lysis buffer (B urea, 2 M thiourea, 4% CHAPS, 1 mM EDTA, 2% (w/v) SDS, 0.1% (v/v) Bromophenol Blue, 2% (v/v) p-mercaptoethanol) and annealed at 4°C for 30 minutes. Equal amounts of protein extract from each triplicate sample were labelled with NHS-Cy3 or NHS-Cy5 and Cy2 NHS ester of Cy2 was purchased from GE Healthcare, whereas NHS-Cy3 and Cy5 were synthesized in-house following the procedures.

Fluorescence 2D-DIGE protein expression profiling
The N-hydroxy-succinimidyl (NHS) ester of Cy2 was purchased from GE Healthcare, whereas NHS-Cy3 and Cy5 were synthesized in-house following the procedures.

Protein identification by mass spectrometry
In-gel digestion of excised gel pieces was performed as previously described (Weeks et al., 2006). For peptide mass fingerprinting, 0.5 μl of tryptic digest was mixed with 1 μl of matrix – saturated aqeous 2,5-dihydroxybenzoic acid (DHB) – and spotted onto stainless steel targets and dried. DHB desorption/ionization/time-of-flight (MALDI-TOF) mass spectra were acquired using an externally calibrated Ultraflex mass spectrometer (Bruker Daltonics) in the reflector mode. After internal calibration using trypsin autolysis peaks, prominent peaks in the mass range m/z 500-5000 were used to generate a peptide mass fingerprint which was searched against the updated NCBI database using Mascot version 2.0.02 (Matrix Sciences). Identities were accepted when a minimum of six peptide masses matched a particular protein (mass error ± 100 ppm, allowing one missed cleavage), sequence coverage was >25%, MOWSE scores were higher than a threshold value of P=0.05. The predicted protein mass agreed with the gel-based mass and Drosophila sequences were identified. Identifications were also made by peptide sequencing using nano-liquid chromatography-electrospray ionization-collision-induced dissociation tandem mass spectrometry (LC-MS/MS). This was performed on an Ultimate HPLC (Diatom) with a ProMap C18 5 μm inner-diameter column (LC Packings) at a flow rate of 300 nL/minute, coupled to a Quadrupole Time-Of-Flight 1 (QTOF1) mass spectrometer (Waters/Micromass, Manchester, UK). Spectra were processed using MassLynx software (Waters) and submitted to Mascot database search routines.

Phosphopeptide analysis using TiO2 micro-columns and LC-MS/MS
Enrichment of phosphorylated peptides from peptides generated by in-gel digestion of selected protein spots was performed using TiO2 essentially as described (Larsen et al., 2005). Briefly, 3-,valent TiO2 micro-columns were packed in GELoader tips with a small C8 3M Empore plug. The trypsin digest from the two co-fillin protein spots were diluted into 5% TFA, 80% acetonitrile (with inclusion of 50 mg/ml phenolphthalein acid) and loaded onto the TiO2 micro-columns. The columns were washed with 5% TFA, 80% acetonitrile and bound phosphorylated peptides were eluted with 15 μl ammosol solution (10 μl ammosol (25% solution) in 490 μl water). Eluates were acidified and analyzed by MALDI-TOF MS and LC-MS/MS. MALDI-TOF-TOF MS was performed on a Voyager STR mass spectrometer (PerSeptive Biosystems, Framingham, MA). All spectra were obtained in the positive reflector mode and DHB (20 μl) in 50% acetonitrile, 1% phosphoric acid was used as the matrix. Data analysis was performed using MoverZ software (www.proteomecentral.com) and peptide assignment was accomplished using PGMAW software (welcome.to/gpmaw). LC-MS/MS was performed on a ProteXen Biosystem Easy-nLC nanoflow system (Proxeon Biosystems, Odense, Denmark) coupled to a QTOF Ultima mass spectrometer (PerSeptive Biosystems, Framingham, MA). UK). Peptides were loaded onto a 75 μm inner-diameter fused silica pre-column (ReproSil-Pur, Germany) and eluted with a 15 μl acetonitrile-fused silica analytical column (ReproSil-Pur) and into the mass spectrometer. The mass spectrometer was operated in data-dependent acquisition mode and two of the most intense ions were selected for collision-induced dissociation per MS scan. The data were searched using MassLynx software and xml files were searched using an in-house version of Mascot.

Immunoblotting and immunofluorescence staining
Extracts separated by 1D or 2D SDS-PAGE were blotted onto Immobilon P membrane (Millipore) and blocked with 5% (v/v) BSA in TBS-T [50 mM Tris pH 8.0, 150 mM NaCl, 0.1% (v/v) Tween-20]. Membranes were probed with antibodies against C-terminal Drosophila Akt, P-Akt (both from S. Leevers, CRUK), P-SEK (Cell Signalling Technology), PP-ERK (Sigma), B-actin (Sigma) or P-cofilin (against the peptide acetyl-Arg-Ser-Glu-Val-Asp) (Biosystems, Cambridgeshire, Manchester, UK). Membranes were washed (three times 10 minutes) in TBS-T, incubated with the appropriate horseradish-peroxidase-conjugated secondary antibody (Amerham Pharmacia), washed again and developed using enhanced chemiluminescence (PerkinElmer, Inc.). For immunostaining, cells were washed with PBS and fixed with 4% (v/v) formaldehyde for 10 minutes. After washing with PBS, cells were permeabilised with 0.2% (v/v) Triton X-100 in PBS for 5 minutes, washed again and blocked with 5% (v/v) BSA in PBS for 1 hour. For P-Akt staining, cells were incubated with primary antibody (1:500 in PBS) overnight at 4°C, followed by incubation with secondary antibody (1:500 in PBS) for 1 hour. For actin, tubulin and DNA staining, the fixed and permeabilised cells were incubated for 1 hour at RT with Rhodamine-phalloidin (1:1000), FITC-conjugated anti-tubulin antibody (1:1000) and DAPI (1:1000 respectively). Images were acquired using a Nikon 8000E microscope with 20X and 40X objectives fitted with a cooled CCD camera (Cool Snap; Roper) and using MetaMorph software (Universal Imaging Inc.). Within each experiment, all images were acquired and processed in an identical fashion to enable comparison across the image series.
Time-lapse microscopy

Phase-contrast and fluorescence time-lapse movies were taken on a Nikon 2000E microscope with a 100x oil immersion lens at 20-second intervals. Actin dynamics were analysed in live dsRNA-treated cells by time-lapse fluorescence microscopy using GFP-moesin to visualise F-actin. For this, cells were treated for 4 days with dsRNAs and then plated onto uncoated glass dishes. Baculovirus harbouring DNA driving the expression of the actin-binding region of moesin fused to GFP from the actinpromoter was then added to the cells and incubated overnight. Actin reorganisation in the cells was filmed from 3 minutes before until 10 minutes after addition of 10 μg/ml insulin. Kymographs were generated from time-lapse movie images using MetaMorph software. For this, five to ten 1-pixel-thick lines were drawn across the cell edges of one to three cells in the field and the pixel intensities along each line combined to generate the kymographs. Representative cells, lines and kymographs are shown for each experiment.
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