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Abstract

Differential studies of positron impact ionisation have been performed to understand the energy shift (Kővér et al., 2001) of ~1.6eV between the theoretical and measured energy spectrum of the ejected electron in the triply-differential cross-section, $d^3\sigma^+ / dE_+ dQ_+ d\Omega_+$, at 50eV incident energy on $H_2$. Firstly, an absolute energy calibration has been carried out to check for possible contact potential effects in the determination of Kővér et al. (2001). Secondly, $D_2$ and $He$ have been investigated at the same residual kinetic energy as in Kővér et al. (2001) to probe the occurrence of molecular dissociation or excitation. Finally, the distribution of kinetic energies of scattered positrons from the same collision system ($e^+ - H_2$) has been measured for the first time. This work shows an unexpected asymmetry in the energy sharing between electron and positron. Possible reasons for this finding are discussed.

An extensive study has been carried out also on water vapour ionisation upon positron collision for the first time. Besides their intrinsic interest, ionisation data are essential to provide a measure of the energy released in living matter during radiobiological applications. Preliminary results for the total, $\sigma_t^+$, and direct, $\sigma_d^+$, ionisation cross-sections of water have been obtained for collision energies from the threshold to ~1keV. $\sigma_t^+$ is higher, by up to a factor of 2, than that for electron impact, whereas the dissociative ionisation cross-section, $\sigma_D^+$, for $H^+$ production is similar to that for electron impact. Under the assumption that the difference between $\sigma_t^+$ and $\sigma_d^+$ is primarily due to positronium formation, $\sigma_Ps$, has been extracted. This amounts to a significant fraction contribution of $\sigma_Ps$, contrary to the work of Sueoka et al. (1987). Finally, to probe in more detail ionisation in $e^+ - H_2O$ scattering, the doubly differential cross-section, $d^2\sigma^+ / dE_+ d\Omega_+$, at ~0°, for 100eV positrons colliding with water has been measured. The differential cross-section appears more forward scattered than in Ar. Fragmentation channels are also identified.
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5.11. • Total single ionisation cross-section for e\(^+\) - H\(_2\)O collisions;
• direct ionisation cross-section for e\(^+\) - H\(_2\)O collisions;
  direct ionisation cross-section for e\(^-\) - H\(_2\)O collisions
(Itikawa and Mason, 2005). The arrow shows the Ps formation threshold.

5.12. Positronium formation cross-section for e\(^+\) - H\(_2\)O collisions:
  • present results; o \(\sigma_{Ps}(E_{Ps}+2\text{eV})\) by Sueoka et al. (1987);
  dash-dot pink curve is the CDW-FS theory for \(\sigma_{Ps(1s+2s)}\) formation
  (Hervieux et al., 2006). • \(\sigma^\prime \sigma^\prime (e^\prime)\); • \(\sigma^\prime \sigma^\prime (e^\prime)\); direct ionisation
  cross-section for H\(_2\)O - e\(^-\) collision (Itikawa and Mason, 2005).

5.13. Ratio between the Ps formation and total cross-section, \(\sigma_{Ps}/\sigma_t\),
versus excess energy \((E_+-E_{t\text{h}})\); • water (\(\sigma_{Ps}\) by Arcidiacono et al.,
2005b, 2007) and \(\sigma_t\) by Sueoka et al., 1987); • water (\(\sigma_{Ps}\) by
Arcidiacono et al., 2005b, 2007) and \(\sigma_t\) by Kimura et al., 2000);
for the noble gases see legend.

5.14. A schematic diagram of the electronics and data collection employed
for the doubly differential cross-section.

5.15. Time-of-flight spectrum of charged water ions
for a scattered positron energy of 37.4eV.

5.16. Doubly differential ionisation cross-sections at 0\(^\circ\) for
e\(^+\)(100eV) - H\(_2\)O collisions resulting in the production of
the following ions: • H\(_2\)O\(^+\); • OH\(^+\); • H\(^+\). The curves represent
the theory (Champion, 2006). The arrows indicate the corresponding
ionisation limit \((E_+-E_{t\text{h}})\).

5.17. Comparison of the doubly differential ionisation cross-section for
positrons scattered at \(\sim 0^\circ\) after the collision between 100eV positrons
and • H\(_2\)O (this work) and • Argon (Kövér et al., 1993), respectively.
The arrows are as in the previous figure.
5.18. The branching ratio for OH$^+$/H$_2$O$^+$: • present data. The horizontal line represents the average value of the branching ratio for electron impact. The arrow indicates the ionisation limit (E$_i$-E$_{th}$).

5.19 The branching ratio for H$^+$/H$_2$O: • present data corrected and • uncorrected values for the extraction efficiency. The horizontal line and the arrow as in the previous figure.

Appendix I

1. a) A double element cylindrical lens; b) a triple element cylindrical lens.
2. The modified Soa Gun (Canter, 1986).
3. Schematic of the transport lens.
4. Schematic of the deflector.
5. Schematic of the exit lens.

Appendix IV

1. Section through the source holder designed for the experiment. The dimensions are indicated in mm (not drawn to scale).

Appendix V

1. The circuit employed to measure the beam intensity as a function of time.
2. The beam intensity as a function of time.
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1.1. Positronium properties: \(^{a}\) Vally et al. (2003), \(^{b}\) Adkins et al. (1992), Milstein and Khriplovich (1994) and Adkins (2005), \(^{c}\) Al-Ramadhan and Gidley (1994); \(^{d}\) Khriplovic and Yelkhovskey (1990) and Adkins et al. (2003).

1.2. Status on experimental collision studies with positrons.

1.3. Status on experimental collision studies with Ps.

Chapter 4

4.1. Voltage settings employed for the ion extractor. The units are in Volts.

4.2. The maximum variation of TOF along each axis \((\Delta \text{TOF}_c/\text{TOF}_{\text{MAX}_c}, \text{ with } c=x, y \text{ or } z)\), the mean TOF value \((<\text{TOF}>)\) and extraction efficiencies \((\varepsilon)\) for \(\text{H}_2\text{O}^+\) and \(\text{H}^+\). All ions have been considered at thermal energies.
Chapter 1

Introduction

1.1 Historical Background

The existence of the positron, the antimatter counterpart of the electron, is among the conclusions of Dirac's theory, in which, in 1928, he formulated a relativistic wave equation describing the motion of free electrons in the presence of an electromagnetic field. Possible solutions of this equation correspond to negative, as well as positive, total relativistic energies and led Dirac (1930a) to propose his "hole theory". This remarkable model assumes that the vacuum consists of negative energy levels (from $-\frac{m^2}{2}$ to $-\infty$), which are normally fully occupied by electrons. The Pauli exclusion principle would then prevent transitions from positive to negative energy states. Dirac's theory allows electrons in negative energy states to be excited to vacant positive levels, leaving behind resultant "holes" which, in the distribution of negative energy electrons, would behave as electrons but with a positive charge. Dirac at first considered such holes as protons until later Weil (1931) showed that these holes necessarily had to have the same mass as electrons.

\[ \text{Figure 1.1. One of the cloud chamber photographs which proved the existence of the positron (Anderson, 1933).} \]
The positron or "positively charged electron" was first observed by Anderson via the tracks left in cloud chamber photographs (Fig. 1.1) during cosmic shower studies (Anderson 1932a, b, and 1933). The confirmation of the discovery of a new particle came a year later by Blackett and Occhialini (1933), who showed that a positron has the same charge-to-mass-ratio as an electron.

Since then, positron (e⁺) and positronium (Ps) (see §1.2.2) physics has advanced rapidly and played an important role in many fields. In atomic physics, following the advent of monoenergetic positron beams, extensive comparative studies of positrons with electron, proton and anti-proton scattering from various targets have yielded key information on the effect of mass, charge, electron exchange, polarisation and electron capture processes (see e.g. Knudsen and Reading, 1992, for a review). In astrophysics, the characteristic annihilation radiation of positrons has been observed from solar flares and from the centre of our galaxy (Brown and Leventhal, 1987; Teegarden et al., 2005). In condensed matter, positrons have been used as a non-destructive bulk and surface probe of materials (Coleman, 2006). In medicine, positron emission tomography (PET) is now a well-established medical imagining technique (e.g. Phelps et al., 1975; Czemin and Phelps, 2002; Muehllehener and Karp, 2006).

In the following sections of this chapter, fundamental properties of positrons and Ps are discussed. Finally, recent positron/Ps-atom (molecule) scattering experiments are discussed and results presented.

1.2 Fundamental Properties of Positron and Positronium Formation

1.2.1 Positrons

The positron is stable in vacuum with a lifetime greater than 2×10²² years (Bellotti et al., 1983). Its mass and spin are the same as those of an electron, e⁻, but it has an opposite charge and hence opposite magnetic moment. A positron can annihilate with an electron, an event, which, according to the "hole theory", is equivalent to an electron in a positive energy state falling into a vacant negative energy state. The result is the emission of photons, whose total energy (in their centre-of-mass frame), is equal to the total rest mass energy of the annihilating positron-electron pair, i.e. 1.022MeV. The number of photons emitted is governed by the charge parity, \( P_c \), of the initial system, which must be conserved in the annihilation process. Since the charge parity of a photon is negative, a system of \( n \) photons has \( P_c = (-1)^n \). Yang (1950) has shown that for
the positron-electron system \( P_c \) is given by \( P_c = (-1)^{L+S} \), where \( L \) is the total orbital angular momentum and \( S \) the total spin of the positron-electron system. An odd or even number of photons is therefore released as a result of annihilation, depending on the total angular momentum of the positron-electron pair.

In figure 1.2, the lowest-order Feynman diagrams for positron-electron annihilation into one, two, three and four gamma rays are shown. The probability of any given number of emitted photons is directly proportional to \( a^m \), where \( \alpha \) is the fine structure constant \((=e^2/2\varepsilon_0hc \approx 1/137, \text{where } e, \varepsilon_0, h \text{ and } c \text{ are the elementary charge, the vacuum permittivity, the Planck constant and the speed of light respectively}) \) and \( m \) is the number of vertices in the relevant Feynman diagram, corresponding to the number of photon emission/absorption events.

\[ \text{Figure 1.2. Feynman diagrams of (a) one, (b) two, (c) three and (d) four photon decay modes.} \]

In the case of only two vertices, two-photon annihilation (if allowed) is the most probable decay mode. Although both one and three photon decay modes have \( m=3 \), the former process requires the presence of a third body (for energy and momentum conservation) suppressing its probability with respect to the latter process, by a factor of the order of \( \alpha^3 \). All these decay modes have now been observed by a) Palathingal et

The non-relativistic limit of the cross-section for two-photon annihilation of a positron with a free electron derived by Dirac (1930b) is:

$$\sigma^{(2)}_{\gamma\gamma}(v) = \frac{\pi r_0^2 c}{v}. \tag{1.1}$$

This has been adapted for annihilation from an atom or molecule as follows:

$$\sigma^{(4)}_{\gamma\gamma}(v) = \frac{\pi r_0^2 c Z_{\text{eff}}(v)}{v}, \tag{1.2}$$

where $r_0$ is the classical electron radius ($= e^2 / 4\pi\varepsilon_0 m_0 c^2$, $m_0$ being the electron rest mass), $v$ is the velocity of the $e^+$ with respect to the $e^-$, and $Z_{\text{eff}}(v)$ is the effective number of electrons per atom as seen by a positron and available for annihilation (e.g. Van Reeth et al., 2005). The probability of direct $e^+$ annihilation, $\sim 10^{-26} cm^2$ (Ore and Powell, 1949; Bransden, 1969), is generally negligible in comparison to the other reaction channels found in $e^+$ scattering in gases. However, as discussed in §1.4.2, important exceptions exist.

### 1.2.2 Positronium Formation

Mohorovic (1934) first pictured the existence of a quasi-stable bound state of a positron and an electron arising from the attractive Coulomb interaction between the two particles. This system was later named positronium, Ps (Ruark, 1945) and the first experimental verification of its existence occurred during measurements of $e^+$ lifetimes in gases by Deutsch (1951). Ps is the lightest known atomic bound state, structurally equivalent to H but with half the reduced mass, twice the Bohr radius (1.05 Å) and half the binding energy (6.8eV). Depending on the relative spin orientation of its constituent particles, Ps is formed in one of two ground states. These states and some of their characteristics are summarised in table 1.1. As ortho-Ps is a triplet state, its formation is statistically three times more likely than that of the singlet state.
Table 1.1. Positronium properties: \( ^a \) Vallery et al. (2003); \( ^b \) Adkins et al. (1992), Milstein and Khirplovich (1994) and Adkins (2005); \( ^c \) Al-Ramadhan and Gidley (1994); \( ^d \) Khriplovic and Yelkhovsky (1990) and Adkins et al. (2003).
1.3 Development of Positron Beams

For research purposes, positrons are obtained from the nuclear decay of radioactive isotopes or from pair production in particle accelerators. In both cases, the positrons obtained are characterised by a broad spectrum of energies. Early experiments consisted of immersing a positron-emitting isotope in solids, liquids and gases and detecting the photons produced through positron annihilation. Variable low-energy positron beams (≤1keV) were developed by compressing the entire $\beta^*$ energy distribution to a few eV, at the expense of intensity, using a so-called positron moderator (such as W or solid Ne-moderator) (e.g. Canter et al., 1972). For instance, figure 1.4 compares the typical energy distribution of positrons emitted from a $^{58}$Co source with that obtained in conjunction with a W moderator.
Moderated positrons

\[ \text{Emitted positron spectrum from } ^{58}\text{Co} \]

Energy distribution of positrons emitted from a $^{58}$Co source and after moderation by a W(100) moderator.

Figure 1.4.

The slowing down process using a moderator thermalises the positrons through inelastic collisions on a time scale of less than 10 ps. The positrons will diffuse into the moderator solid with an average lifetime of ~100 ps before annihilating. This time allows some positrons to return back to the surface as thermal or epithermal positrons (Madansky and Rasetti, 1950). In figure 1.5, the possible interactions of positrons at a metal surface are shown (Mills, 1983a).

![Figure 1.5. Simplified illustration of the interaction of positrons at a metal surface (from Mills, 1983a).](image)

Positron moderators may be distinguished between negative work function materials ($\varphi_\text{w} < 0$) and wide band-gap materials. The first are clean crystalline or polycrystalline metals, such as W, in which the emission of a thermal positron from the
solid into vacuum is energetically allowed. Tong (1972) explained the reemission phenomenon in terms of the negative work function \( \varphi_\ast = \mu_\ast - \Delta \phi \), which arises from the sum of the positron bulk chemical potential, \( \mu_\ast \), and the surface dipole layer, \( -\Delta \phi \). The first contribution includes the ion–core potential and correlations with the electron gas, whereas the second contribution is mainly due to the tailing of the e\(^-\) distribution into the vacuum up to \( \sim 10^{-10} \) m. As a result of the dipole layer, which counterbalances the binding effect of \( \mu_\ast \), positrons are accelerated and acquire a kinetic energy equal to \( e\varphi_\ast \) as they leave the material. The frozen rare gas solids (RGS) are wide band-gap materials and are very effective \( \beta^\prime \) particle moderators despite having a positive \( \varphi_\ast \) (Gullikson and Mills, 1986). Here, the only mechanism for positron energy loss below the large band gap is via phonon excitation, which removes only a few meV per collision. Hence, epithermal positrons (~5-10eV) travel at least an order of magnitude further in the RGS crystal than thermal ones in negative work function materials. This process leads to a considerable number of epithermal positrons reaching the moderator surface from where they may escape into the vacuum, over the smaller (positive) barrier, with kinetic energies extending up to several eV.

Recently, cold-trap–based positron beams have been developed (Gilbert et al., 1997). Figure 1.6 shows positrons entering a Penning trap in the presence of a magnetic field. Positrons losing energy through inelastic collisions with a buffer gas (N\(_2\)) fall deeper into the stepped potential reaching room temperature. At the same time, this process allows new positrons to be accumulated. The slow rise and drop of the confining potential in stage III determines the release of positrons from the accumulator.

![Figure 1.6. Top: buffer-gas trap structure; bottom: typical pressure and voltage profile as a function of distance z. (Figure taken from Sullivan et al., 2002).](image-url)
in pulses of few ms containing around $2 \times 10^4$ positrons per pulse. Released positrons have a well-defined energy and energy spread ($\Delta E \leq 25$ meV). The new device in conjunction with a magnetic scattering beamline has enabled scattering experiments at low energies with significantly improved state selectivity e.g. for excitation experiments (Sullivan et al., 2001a, b).

### 1.4 Positron Interaction with Atoms and Molecules

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Experimental Status</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total Scattering Cross-Section</strong> $e^+ + A \rightarrow \text{all}$</td>
<td>$\sigma$, for many atomic and molecular targets, including H, He, alkali and Mg</td>
</tr>
<tr>
<td><strong>Elastic Scattering</strong> $e^+ + A \rightarrow e^+ + A$</td>
<td>Some $\sigma_{el}$ and $d\sigma_{el}/d\Omega$</td>
</tr>
<tr>
<td><strong>Electron Capture</strong> $e^+ + A \rightarrow Ps^+ (z-1) e^- + A^{z+}$</td>
<td>$\sigma_{Ps}$ between 1 and 100 eV, including alkali, Mg; some $d\sigma_{Ps}/d\Omega$</td>
</tr>
<tr>
<td><strong>Target Excitation</strong> $e^+ + A \rightarrow e^+ + A^*$</td>
<td>First state-resolved $\sigma_{ex}$ for electronic and vibrational excitations</td>
</tr>
<tr>
<td><strong>Direct Ionisation</strong> $e^+ + A \rightarrow e^+ + n e^- + A^{n+}$</td>
<td>$\sigma_{i+}^{n+}$ from 1 to 1000 eV; including H, some $d\sigma_{i+}^{n+}/d\Omega$, $d^2\sigma_{i+}^{n+}/d\Omega dE$</td>
</tr>
<tr>
<td><strong>Annihilation</strong> $e^+ + A \rightarrow 2\gamma + A^*$</td>
<td>Energy resolved measurements for Ar, Xe and a variety of molecular targets</td>
</tr>
<tr>
<td><strong>Positronic Bound States</strong> $e^+ + A \rightarrow (PsC) + D^-$</td>
<td>PsH observed</td>
</tr>
</tbody>
</table>

Table 1.2. Status on experimental collision studies with positrons.
Work on positron interactions with atoms and molecules is reviewed in the following subsections. Particular attention is given to topics relevant to the subject of this thesis and to recent developments in the field of positron physics. More extensive reviews may be found in Laricchia and Charlton (1999), Charlton and Humberston (2001), Laricchia (2002) and Laricchia et al. (2003) and, more recently, Surko et al. (2005).

Table 1.2 summarises the current status on experimental studies for positron collisions with atoms and molecules. When the experiments do not distinguish between the processes of capture and direct ionisation, an important observable, not listed in Tab.1.2, is the total (single) ionisation cross-section $\sigma^+_i = \sigma_p + \sigma^+_i$ (Paludan et al., 1997).

1.4.1 Total Scattering Cross-Sections

The experimental method to measure $\sigma_t$ relies on determining the transmitted intensity, $I$, of a beam of incident intensity, $I_0$, travelling a distance, $l$, through a scattering cell filled with a target of number density, $n$, according to the Beer-Lambert law expressed as:

$$\sigma_t = \frac{1}{nl} \ln \left( \frac{I_0}{I} \right).$$  \hspace{1cm} (1.3)

Initially, the noble gases were investigated since these are in atomic form at room temperature. In particular, the total cross-section for helium was the first to be measured for positron impact (Costello et al., 1972).

In figure 1.7, the total scattering cross-section by positron- and electron- impact on the noble gases (Stein and Kauppila, 1982) are shown. A common tendency for each noble gas target at low energies is that $\sigma_t(e^-)$ exceeds $\sigma_t(e^+)$, as both the static and polarisation interactions are attractive and sum up for $e^-$, whilst they are repulsive and attractive, respectively, and partially cancel each other for $e^+$. However, as polarisation and exchange effects become negligible at high energies, the static interaction becomes increasingly dominant for both projectiles and, consequently, their cross-sections merge with the values dictated by the first Born approximation.
As can be discerned in figure 1.7, the significant role of Ps formation in low energy e⁺ scattering is demonstrated by a pronounced increase in $\sigma(e^+)$ after the opening of this channel. The other phenomenon that takes place only for e⁺ scattering is free annihilation (in general appreciable only for energies much less than 1eV). Although various inelastic channels also open for e⁻ impact, $\sigma(e^-)$ generally varies smoothly with energy for the noble gases. Narrow deep minima, called Ramsauer-Townsend minima, appear in $\sigma(e^-)$ for Ar, Kr and Xe at energies below 1eV (e.g. Ramsauer, 1921, 1923; Townsend and Bailey, 1922; Ramsauer and Kollath, 1929). These arise from a quantum mechanical effect linked to polarisation occurring whenever the s-wave function of the incident e⁻ experiences a phase shift equal to $\pi$ or a multiple of $\pi$. In the case of e⁺ scattering, minima are evident in $\sigma(e^+)$ for He and Ne at around 2eV and 0.6eV, respectively. These Ramsauer-Townsend minima are due to an s-wave shift going through zero value at low energies. However, for the heavier inert atoms, the appearance of minima is calculated to occur at higher energies, where significant partial wave cross-sections mask them (Raith, 1998).

Total cross-section measurements have included a variety of atomic and molecular targets. For example, $\sigma(e^+)$ was measured by Zhou et al. (1997) for H and a good agreement has been found with theory at all energies except in the lowest range. For many polyatomic molecules, the distinctive increase of the total cross-section curve
does not necessarily appear after the Ps threshold because this feature is weakened or washed out by the presence of additional reactions. In molecules such as H\textsubscript{2}, CO\textsubscript{2} and CH\textsubscript{4}, $\sigma_{t}(e^{+})$ displays, generally, a shape similar to that observed for the noble gases (for a review see Kauppila and Stein, 1990). Figure 1.8 displays the total cross-section for $e^{+}$ scattering on H\textsubscript{2}. The Trento group have been able to investigate the sub-eV energy range thanks to the good angular resolution of their apparatus (Karwasz et al., 2006). They observed an increase towards zero energy in the $\sigma_{t}(e^{+})$ for H\textsubscript{2}, N\textsubscript{2} and Ar. As the impact energy increases, flat regions have also been seen in these targets from a few eV up to their respective Ps-formation thresholds.

![Figure 1.8. Total cross-sections for positron scattering on molecular hydrogen.](image)

In the case of H\textsubscript{2}, the best agreement of the data of Karwasz et al. (2006) is with the theory by Gianturco et al. (1996), whereas the calculations by Varella et al. (2002) have the same trend as the earlier data of Hoffman et al. (1982).

Figure 1.8. Total cross-sections for positron scattering on molecular hydrogen.

- Karwasz et al. (2006); □ Hoffman et al. (1982); + Charlton et al. (1983a);
  ⌂ Deuring et al. (1983); ◆ Zhou et al. (1994); —— Varella et al. (2002);
  — Gianturco et al. (1996).
Figure 1.9. Total cross-section for e\(^{\pm}\) - H\(_2\)O scattering. The arrows indicate the Ps formation and ionisation thresholds. The inset shows in detail the structure observed by Zecca et al. (2006) around 3.5eV.

A molecule of great relevance in this thesis is H\(_2\)O. In figure 1.9, the data for \(\sigma_\text{f}(e^+)\) of water measured in the energy range 1-400eV by Sueoka et al. (1986) is shown. They employed a retarding potential method to discriminate against particles with large energy loss due to inelastic scattering and to decrease forward-scattered contributions. Comparing \(\sigma_\text{f}(e^+)\) curves, they noted that these are characterised by a similar energy dependence and intensity: nearly merging at the highest and also the lowest energies. This similarity could be due to the dominance of a long-range dipole interaction in these energy ranges. Furthermore, the total cross-section for electrons is larger at the intermediate energies. Overall there is a lack of structure for both projectiles: no appreciable change at the Ps formation threshold for positrons, no shape resonances for electrons and in both cases no increase of \(\sigma_\text{f}\) due to the opening of ionisation channel. In the case of strongly polar molecules like water (dipole moment=0.72965a.u), the differential elastic cross-section (DCS) increases rapidly with decreasing scattering angles, so that forward-scattering corrections are very significant (e.g. Linder, 1977). Hence, Kimura et al. (2000) corrected the positron data of Sueoka et al. (1986) using the DCS for electron impact. As can be observed in figure 1.9, the corrected results
show a sharp increase at lower energies followed by a rapid decrease as the energy increases. The $\sigma(e^*)$ curves merge at 100 eV.

The Trento group (Zecca et al., 2006) have recently reported the total cross-section for positron scattering from water in the energy range of 0.1 - 20 eV, and confirmed that the cross-section is strongly peaked at lower energies. These measurements have a higher resolution both with regard to energy (FWHM~0.3 eV) and angular discrimination than in previous works. Figure 1.9 exhibits a significant discrepancy between the data of Zecca et al. (2006) and those of Sueoka et al. (1986) and Kimura et al. (2000) in terms of the magnitude of the total cross-section at the lower energy but a fair agreement of their shapes. Moreover, Zecca et al. (2006) have highlighted a small structure at 3.5 eV (inset in Fig. 1.9), about 10% of the total cross-section at nearby energies, whose physical origin is presently unknown.

Figure 1.9 also shows the results of Beale et al. (2006) obtained in the range of impact energies 7 - 417 eV. The findings are presented raw, that is, not corrected for the forward scattering effect. A retarding potential method has also been applied in this work to discriminate against forward-scattered particles. The $\sigma(e^*)$ agrees with the data of Sueoka et al. (1986) prior to the correction of Kimura et al. (2000).

The availability of differential cross-sections for elastic scattering of positrons from water would aid the resolution of these discrepancies.

1.4.2 Annihilation

Prior to the advent of trap-based magnetic beams, annihilation studies had been performed using lifetime techniques over the temperature range of 77-500 K (e.g. a review by Heyland et al., 1982; Charlton, 1990).

Iwata et al. (1995) measured the annihilation rate (see 1.2.1) of positrons in various substances using trapped clouds of room-temperature positrons (e.g. Surko et al., 2005). For water, they found $Z_{\text{eff}}/Z=32$ (where $Z$ is the atomic number), which is a large value compared to that found for most inorganic molecules. Gianturco et al. (2001) explored the $Z_{\text{eff}}$ values for this target using an *ab initio* quantum dynamics treatment, which does not depend on empirical parameters. The calculated value was smaller by a factor of two than the experimental result (Iwata et al., 1995). In figure 1.10, the experimental result multiplied by 0.5 is shown alongside the theoretical results of Gianturco et al. (2001).
Much attention has been devoted to interpreting the anomalously high values for the room temperature annihilation rate \((Z_{\text{eff}} > 10^3)\) from large organic molecules (Iwata et al., 1995). Several mechanisms (e.g. virtual processes, bound states) have been proposed to explain these large \(Z_{\text{eff}}\) values, also in correlation to the appearance of structures in the energy dependence of \(Z_{\text{eff}}\). These structures have now been observed theoretically in the proximity of various inelastic thresholds (see Van Reeth et al., 2005 for a review). A semi-empirical model developed by Laricchia and Wilkin (1997) predicted a pronounced enhancement of the annihilation probability in the vicinity of inelastic collision energy thresholds due to the increasing significance of virtual processes, which leave the \(e^+\) quasi-stationary near the target and thereby in a region of higher than average \(e^-\) density. Structures near molecular vibrational excitation thresholds were first observed by Gilbert et al. (2002) in energy-resolved measurements of the annihilation rate with a tunable trap-based-positron beam. Figure 1.11 shows that the positron annihilation rate, \(Z_{\text{eff}}\), for butane, propane and ethane as a function of positron energy has a large annihilation signal somewhat below the threshold of the molecular vibrational modes. This provides support that the mechanism responsible for large \(Z_{\text{eff}}\) values is the formation of long-lived vibrational resonances of the positron-molecule complex as proposed by Gribakin (2000), the downshift of the resonance peak that occurs for butane and propane being the most direct evidence to date that the positron binds to molecules (e.g. Gribakin and Gill, 2004).
Figure 1.11. Positron annihilation rate, $Z_{\text{e}}$, for (a) butane, (b) propane and (c) ethane, as a function of positron energy (from Gilbert et al., 2002). The vibrational modes are indicated by vertical lines along the abscissa.

Since then, suggestion of a second bound state through vibrational Feshbach resonances of positrons in large alkane molecules ($C_{12}H_{26}$ and $C_{14}H_{30}$) was found by Barnes et al. (2006). This was inferred by the appearance of a second annihilation peak in the vicinity of the C-H stretch mode.

Recently, evidence of enhanced annihilation near an electronic excitation has been observed in $N_2$. Kauppila et al. (2004) have developed a spectroscopic method for studying Ps in gases and its interaction with surfaces. This method consists in determining the ratio, $R$, of signals of $2\gamma$ rays in coincidence emerging from 1) $3\gamma$ annihilation of ortho-Ps and 2) $2\gamma$ annihilation from para-Ps decay and destruction of ortho-Ps at a scattering surface. In the most recent measurements of $R$ for $N_2$ by Kauppila et al. (2006), a drop just before the opening of Ps formation channel can be observed in figure 1.12. This drop was not observed for other targets such as Ar, CO and $N_2O$ also reported in figure 1.12. They thus suggested that it might be related to the proximity of the electronic excitation of the $a^1\Pi$ and $a^1\Sigma$ states of $N_2$ (starting near 8.5eV).
1.4.3 Positron Bound States

As well as Ps, $e^-$ may be bound as a negative ion, Ps$^-$ (Mills et al. 1981, 1983b) or, in the presence of many $e^+$-$e^-$ interaction forms Ps$_2$ (Cassidy et al., 2005). Recently, Fleischer et al. (2006) determined the decay rate of Ps$^-$ ($\Gamma = 2.089(15)$ ns$^{-1}$) with higher accuracy than that obtained by Mills et al. (1983b).

Additionally, much theoretical and experimental effort has been devoted to studying new bound states, which originate from the attachment of Ps or $e^+$ to an atom/molecule. Theoretically more than 50 positronic bound states have been shown to be chemically stable (Mitroy et al., 2002) including $e^+$Li, $e^+$Be, $e^+$Na, $e^+$Mg, $e^+$Ca, $e^+$Ag, $e^+$Cd, Ps$, Ps_2$, PsH, PsF, PsCl, PsBr and PsOH. Within the Born-Oppenheimer approximation, an infinite number of stable bound states are created around polar molecules with large dipole moments (Garrett, 1980), such as H$_2$O. The stability of the complex $e^+$H$_2$O has been investigated by using a diffusion Monte Carlo technique (Bressanini et al., 1998). This work suggested that the complex might not be stable against dissociation. However, the estimated ionisation potential for the complex, higher than 0.25hartree, excluded H$_2$O$^+$ and Ps as the main dissociative channel. Experimentally, only PsH (Schrader et al., 1992) has been reported.
1.4.4 Elastic Scattering

When annihilation is an unlikely channel, $\sigma_i$ is equivalent to $\sigma_{el}$ below the first inelastic threshold. For the noble gases, the occurrence of the so-called Wigner cusp for $\sigma_{el}$ at the Ps formation threshold, $E_{Ps}$, has been investigated in various experiments. The Wigner cusp is an anomaly occurring in the immediate vicinity of the threshold energy of an inelastic channel. The appearance and magnitude of this feature is explained in terms of the strong competition between the two-reaction channels and flux conservation. Campeanu et al. (1987) found a pronounced cusp feature in the $\sigma_{el}$ of He from a careful partitioning of available experimental total cross-section data.

![Figure 1.13. Positron-He scattering: • $\sigma_{el} + \sigma_{ex} + \sigma_i$ (Coleman et al., 1992); full curve, $\sigma_i$ (Stein et al., 1978); broken curve, $\sigma_{el} + \sigma_{ex}$ deduced by Campeanu et al. (1987); dotted curve, $0.224 f a_0^2 + \sigma_{ex} + \sigma_i$ (Varracchio, 1990; Knudsen et al., 1990).](image)

(Figure taken from Coleman et al., 1992).

However, later experiments did not support the existence of this structure. Among these later experiments, Coleman et al. (1992) determined $\sigma_{el}$ indirectly for the same target by taking the difference of $\sigma_i$ and $\sigma_{Ps}$ near the Ps threshold (fig. 1.13). Analogously, Moxom et al. (1993) performed detailed measurements of the total ionisation cross-sections for He, Ar and H$_2$, which were subtracted from the available $\sigma_i$ to obtain the sum of the elastic and excitation cross-sections, $\sigma_{el} + \sigma_{ex}$. The failure to observe an increase in $\sigma_{el} + \sigma_{ex}$ at the threshold means that there is a minor contribution to $\sigma_{Ps}$ from the s-wave function near $E_{Ps}$. This is in agreement with the near-threshold measurements of Moxom et al. (1994) and the Kohn variational calculation of Van
Reeth and Humberston (1997) in the Oke gap (i.e. between the Ps and ionisation threshold). Figure 1.14 shows the results of Moxom et al. (1994), which were obtained using R-matrix and threshold theories (Moxom et al., 1994 and references therein). These results suggest that for He the coupling between the incident elastic and nonelastic channels is the weakest and no cusp appears, whereas, as Z increases, the corresponding increase of the positron-atom interaction should result in a significant feature, most prominent in the case of Xe.

Figure 1.14. Total (tot) and elastic (el) scattering cross-sections for $e^+ +$ (noble gas atom) collisions near the Ps formation threshold (Ps) as a function of the positron energy E. The broken curves represent $\sigma^0$, which is the part of the total (or elastic) cross-section at the threshold that is uncoupled from the nonelastic channel.

The solid curves give the prediction for $\sigma_{\text{tot}}$ and $\sigma_{\text{el}}$. Below threshold, $\sigma_{\text{tot}} = \sigma_{\text{el}}$.

(Figure taken from Moxom et al., 1994).

A more sensitive and direct method of studying elastic scattering is through measurement of the differential cross-section (DCS). Diffraction like structures are identified below the $E_{\text{Ps}}$ in the relative DCS for Ne, Ar, Kr and Xe, which disappear as the incident positron energy increases (Smith et al., 1990; Dou et al., 1992; Kauppila et al., 1996), possibly related to the absorption effect of the Ps formation channel. Recently, several absolute DCS measurements have been performed by the San Diego group using the trap-based beam (see §1.3). Among them, the results of the DCS for positron-xenon elastic scattering at 2eV (Marler et al., 2006) are shown in figure 1.15. An overall agreement between the data and theoretical predictions can be observed. Since the backscattered particles are retransmitted to the detector, the measured DCS
are folded around 90° by summing \( \theta \) and 180° - \( \theta \) angles. These results have similar magnitude to the electron data at \( \sim 65° \) (Register et al., 1986).

![Figure 1.15. Elastic differential cross-section for e\(^+\)-Xe scattering at an incident energy of 2eV: (*) Marler et al. (2006); (--) the theoretical prediction from the calculations carried out within the framework of the Dirac equation with no fitted parameters (see Marler et al., 2006); (-) the theoretical prediction folded about 90°; (□) electron data (Register et al., 1986). (Figure taken from Marler et al., 2006).]

1.4.5 Molecular Vibrational and Electronic Excitation

The first state-resolved measurements of the integral cross-sections for molecular vibrational and electronic excitations were obtained by Sullivan et al. (2001a, 2001b, 2002).

![Figure 1.16. Integral electron/positron-impact vibrational excitation of the \( \nu_3 \) vibrational mode of CF\(_4\): (*) the positron-impact results and (○) the electron-impact results (from Marler and Surko, 2005a)]
Marler and Surko (2005a) carried out absolute measurements for the excitation of the $\nu_3$ vibrational mode in CF$_4$ by positron impact. Their results, shown in figure 1.16, are the largest experimental values for vibrational excitations. The near-threshold cross-section is similar to the corresponding near-threshold cross-section by electron impact (Hayashi, 1987). There is overall a good agreement between the electron impact data of Marler and Surko (2005a) and the predictions by the Born dipole model (Mann and Linder, 1992).

Figure 1.17 shows the sum of the cross-sections for 4s(J=1) excited states of Ar: 3p$^5$(^2P$_{3/2}$)4s and 3p$^5$(^2P$_{1/2}$)4s (Sullivan et al., 2001b). A comparison is made with the LS-coupling calculation of Parcell et al. (2000), showing similar magnitude only at around 17eV.

Moreover, a structure is evident in the experimental data (Sullivan et al., 2001b) near the excitation thresholds. This structure was not observed in earlier works (Coleman et al., 1982; Mori and Sueoka, 1994) or the theory (Parcell et al., 2000). The magnitude of the cross-section predicted by Parcell et al. (2000) is similar to that of Sullivan et al. (2001b) at around 17eV, but it is around 50% higher at 30eV.

On comparing the electronic excitation of the $a^1\Pi$ state of N$_2$ with the $A^1\Pi$ state of its isoelectronic partner, CO, Marler and Surko (2005b) observed in both distinctive structures just above their excitation thresholds (Fig. 1.18). This feature, in the case of
CO, are not reproduced by theory and do not appear in measurements for electron impact. The origin of these structures is presently unclear.

Figure 1.18. On the left, integral cross sections in N\textsubscript{2} for the excitation of the a\textsuperscript{1}{\Pi} state by (●) positrons (Marler and Surko, 2005b) and (○, □) electrons (Campbell et al., 2001; Mason and Newell, 1987). The theoretical predictions for positron impact are from Chaudhuri et al. (2004). On the right, integral cross sections for the excitation of the A\textsuperscript{1}Π state in CO by (●) positron and (○) electron impact (Ajello, 1971). Also shown is the theoretical calculation of the A\textsuperscript{1}Π state in CO by electrons (Lee et al., 1996).

1.4.6 Ps Formation Cross-Sections
Prior to direct measurements, Ps formation cross-sections, σ\textsubscript{Ps}, were estimated from lifetime spectra of e\textsuperscript{+} in gases (Charlton et al., 1979) or by subtracting extrapolated values of σ\textsubscript{ei} from σ\textsubscript{e} for energies below \textit{E}_{\text{ex}} (Griffith and Heyland, 1978). Ps formation has now been experimentally studied by observing a variety of signatures:

a) The simultaneous emission of 3γ-rays (ortho-Ps) in coincidence (e.g. Charlton \textit{et al.}, 1983b). This gives an unambiguous signal of Ps formation, but the method requires no loss of ortho-Ps, e.g. due to quenching on the gas cell or variation in the detection efficiency, as the ortho-Ps moves out of the detection region. These problems seem to have affected the measurements performed by Charlton \textit{et al.} (1983b), except at the lowest energies (Charlton and Laricchia, 1990). Some molecules were studied with this method by Griffith (1983).

b) Loss of the positron in the final state (all Ps) (Fornari \textit{et al.}, 1983; Diana \textit{et al.}, 1986; Overton \textit{et al.}, 1993; Marler \textit{et al.}, 2005). By assuming annihilation to be a negligible process, this method relies on the collection of all the scattered particles and ascribes the loss entirely to Ps formation.
Figure 1.19. Positronium formation cross-sections for He, Ne, Ar, Kr and Xe as a function of incident positron energy.

c) Measurement of all ions and of e\(^+\) - ion coincidences (all Ps). Once again by assuming negligible annihilation, ions not accompanied by a positron in the final state are attributed to Ps formation (Fromme et al., 1986; Laricchia et al., 2002).

d) Direct detection of ortho-Ps (e.g. Laricchia et al., 1987; Finch et al., 1996; Falke et al., 1995, 1997).

e) Detection of the 5.1eV Lyman-\(\alpha\) photon from (2P-1S) transition of Ps in delayed coincidence with an annihilation photon (Ps*) (Laricchia et al., 1985). No cross-sections were derived because of unknown efficiencies.

f) Ion production below the ionisation threshold (Moxom et al., 1999).
g) Simultaneous emission of $2\gamma$-rays (Stein et al., 1998). This has been interpreted as setting a lower limit corresponding to para-Ps and quenched ortho-Ps.

New stimulus has recently furthered the investigation of Ps formation in the noble gases (McAlinden and Walters, 1994; Campbell et al., 1998; Laricchia et al. 2002; Marler et al., 2005; Murtagh et al., 2005). In figure 1.19 a-e, a comparison is made between the most recent data and a selection of previous experimental results (for a recent review see Murtagh et al., 2006). In the case of helium (Fig. 1.19a), the accord between the most recent sets of measurements (Overton et al., 1993; Murtagh et al., 2005) is excellent, except at the highest energies where a small discrepancy remains. As shown in figure 1.19f, a discrepancy still exists between the theory and experiment on the position of the maximum (Murtagh et al., 2005). For the heavier inert atoms, an overall good agreement is found for Ne, Ar and Kr between the data of Laricchia et al. (2002) and those of Marler et al. (2005) at low energies. Nevertheless, the magnitude of the structure observed by Laricchia et al. (2002) is not reproduced in the measurements by Marler et al. (2005) for Ar and Kr at intermediate energies. For Xe, the agreement is poor at low energies, but it becomes fair after the first peak. At present, the significance of the features observed by Laricchia et al. (2002) remains unclear. However, it has been suggested that they might arise from the formation of excited state Ps ($n > 1$). Less satisfactory is the comparison between experimental and theoretical results in the case of heavier atoms (Bromley et al., 2006 and references therein). For example, the truncated coupled-static approximation of McAlinden and Walters (1992), although only inclusive of the ground state Ps, reproduces the magnitude of the Ps formation cross-sections well, as shown in Fig. 19 b-e. Gilmore et al. (2004) performed calculations within the distorted-wave Born approximation, which includes capture from excited states and the $1s^2$-subshell. As Fig 19 b-e shows, their results do not agree well in magnitude with the experimental results, but best reflect the shape. The results of a recent many-body perturbation theory by Dunlop and Gribakin (2006), inclusive of the ground and first $ns$-subshell, diverge considerably from those of the experiment overestimating by a factor of ~2 the magnitude of the peaks (Fig. 19 b-e). However, a good agreement is seen between the experimental data and these calculations at high energies.

A recent study of the San Diego group (Marler and Surko, 2005b) reported Ps formation cross-sections for three diatomic molecules: $N_2$, CO and $O_2$. A good
agreement is found between the Ps formation cross-sections for the two isoelectronic targets of N\textsubscript{2} and CO. In the case of O\textsubscript{2}, the positronium formation is in agreement with previous data of Griffith (1983) from the Ps formation threshold, \(E_{Ps}\), up to the ionisation energy, \(I\), as shown in figure 1.20. Above \(I\), the determinations from Griffith (1983) undercut the cross-section of Marler and Surko (2005b). A distinct peak is identified in the near-threshold Ps formation cross-section of O\textsubscript{2}, which is similar, but smaller in magnitude, to that presented in the total ionisation cross-section by Laricchia \textit{et al.} (1993). In that work, the presence of the dip around 11eV was attributed to channel coupling with the excitation of the Schumann-Runge continuum (dissociation of molecular oxygen) having a threshold just above that of Ps formation. In fact, the peak of this excitation channel (Katayama \textit{et al.}, 1987) rises sharply at the threshold but decreases as the ionisation channel opens and coincides with the structure in the data of Marler and Surko (2005b) and Laricchia \textit{et al.} (1993).

\begin{figure}[h]
  \centering
  \includegraphics[width=\textwidth]{figure120.png}
  \caption{Measurements of Marler and Surko (2005b) of the integral cross-sections for O\textsubscript{2}: (\textbullet) positronium formation and (■) total ionisation cross-section. Also shown for comparison are the experimental results for (□) the total ionisation cross-section from Laricchia \textit{et al.} (1993), and (○) the positronium formation from Griffith (1983). Vertical bars mark the positions of the Ps formation and direct ionisation thresholds. The experimental cross-section for the excitation to the Schumann-Runge continuum from Katayama \textit{et al.} (1987) is also shown as the dashed line.}
\end{figure}
In the case of higher order polyatomic molecules, simple targets such as CH$_4$ and CO$_2$ (e.g. Bluhme, 1999a; Murtagh et al., 2006) have been investigated. For water molecules, only Sueoka et al. (1987) inferred indirectly an estimate for the Ps formation cross-section. They found a value of only $(0.3 \pm 0.2) \times 10^{-16}$ cm$^2$ at 2eV above the threshold. A similar value was obtained in an improved experiment performed by Makochekanwa et al. (2006). The method employed in both cases is illustrated in figure 1.21.

![Figure 1.21. Estimation of the Ps formation cross-section in the case of C$_3$H$_8$. An illustration of the method used by Makochekanwa et al. (2006).](image)

It consists first in extrapolating a curve from just below $E_{Ps}$ to higher energies. Then, this is subtracted from the measured total cross-section curve to derive the Ps formation cross-sections (cross-hatched regions) between $E_{Ps}$ and the first excitation energy, $E_{ex}$. However, the validity of the method relies on the assumption that the elastic scattering cross-section varies smoothly through the Ps formation threshold and that neither Wigner cusps (see §1.4.4) nor resonances appear above this energy. The total cross-section was measured in the presence of a strong magnetic field (23G in Sueoka et al. (1987) and 31G in Makochekanwa et al. (2006)) allowing the detection also of positrons scattered with large angles in the collision cell. This rendered the increase in the total cross-section at $E_{Ps}$ more evident. Makochekanwa et al. (2006) also determined the ratios between $\sigma_{Ps}$ and $\sigma_t$, which are indicative of certain patterns in atoms and molecules: for rare gases the ratio is large, for alkanes the ratio decreases with carbon valence number, for fluoroalkanes the ratio is lower than in alkanes and for polar molecules the ratio is very low (less than 7%). In the case of water $\sigma_{Ps}/\sigma_t$ is only 2.5%. The observed suppression of Ps formation was attributed in Sueoka et al. (1987),
as in Goldanskii (1968), to the large dipole moment of the water molecule. This might cause the electron density around the positron to approach that of metals, within which Ps formation is forbidden (Kanazawa et al., 1965).

1.4.7 Integral and Differential Ionisation Cross-Sections
Comparisons of single ionisation cross section from $e^+$ impact with those obtained for equivelocity $e^-$, proton ($p^+$) and antiproton ($p^-$) impact have provided insights into the dynamics of the collision process, ionisation mechanism and open reaction channels (Knudsen and Reading, 1992). The noble gases have been studied thoroughly in the past (e.g. Paludan et al., 1997; Bluhme et al., 1999b, c) allowing the development of the “standard picture of ionisation”. This consolidated picture of ionisation is well represented by the case of He in figure 1.22.

$$\text{Figure 1.22. Single ionisation cross-section with equivelocity (e^+, p^+) projectiles on He. Positron impact: (---) } \sigma^+_1 \text{ by Moxom et al. (1995), (-----) } \sigma^+_2 \text{ by Jacobsen et al. (1995) and Moxom et al. (1996). Electron impact: (---) } \sigma^+_1 \text{ by Krishnakumar and Srivastava (1988). Proton impact: (---) } \sigma^+_1 \text{ and (-----) } \sigma^+_2 \text{ by Shah and Gilbody (1985) and Shah et al. (1989). Antiproton impact: (-----) } \sigma^+ \text{ by Andersen et al. (1990) and Hvelplund et al. (1994). (Figure taken from Knudsen and Reading, 1992).}$$

At high velocities ($v_p \gg v_e$, where $v_p$ is the projectile velocity and $v_e$ is the target electron velocity), the ionisation cross-section displays a similar energy dependence for all four projectiles in accordance to the first Born approximation. At intermediate
velocities, the heavier projectiles have higher $\sigma_i^+$ as the threshold is approached, due to a mass/kinetic energy effect, and the positively charged particle has larger (direct and total) ionisation cross-sections than its antiparticle (charge effect). This latter effect is attributed to the target polarisation during the initial stage of the collision. At the lowest velocities $\sigma_i^+(e^+,p^+) < \sigma_i^+(e^-,p^-)$ because of the competition between ionisation and electron capture in the case of positive projectiles. In the case of heavier projectiles, the direct ionisation cross-section is also, in part, suppressed because of binding/antibinding effects. These effects arise from the passage of the projectile through the electron cloud. Intuitively, the passage of a positive/negative particle causes an increase/decrease of the central positive charge and, in turn, the target $e^-$ experiences more/less binding from the central charge. Moreover, the same trend seems also to be due to a trajectory effect especially for light projectiles. This is attributed to the Coulomb interaction between the projectile and the target core nucleus, which determines the deceleration (acceleration) and the deflection away (deflection forward) of the positive (negative) particle.

![Graphs showing direct ionisation cross-sections as a function of positron energy for Ne, Ar, Kr, and Xe.](image)

Figure 1.23. Direct ionisation cross-sections as a function of positron energy for Ne, Ar, Kr, and Xe. (•) Marler et al. (2005). These data are compared with two other determinations of these cross-sections: (Δ) the direct ionisation measurements from Moxom et al. (1996) and and Kara et al. (1997); and (—) using the total ionisation from Laricchia et al. (2002) minus the measurements for the positronium formation of Marler et al. (2005). Also shown for comparison in Ar are (△) the experimental data from Jacobsen et al. (1995). (Figure taken from Marler et al., 2005).
In ionisation studies by positron impact, well-established ion-atom collision techniques have mainly been adopted (e.g. Andersen et al., 1987). The first fully resolved ionisation measurements was reported by Fromme et al. (1986), who employed time-correlation techniques to measure He$^+$ ions and scattered positrons in coincidence. Marler et al. (2005) presented new absolute measurements of $\sigma_i^+$ for Ne, Ar, Kr and Xe using a new technique based on a magnetic trap (§1.3). In figure 1.23, these latest results are compared to the two sets of data of Moxom et al. (1996) and Kara et al. (1997), which were determined from cross-section measurements in a crossed-beam geometry by establishing the coincidence between the ionised target and the scattered positron. The agreement between the two sets of cross-sections is good, but the data of Marler et al. (2005) are generally higher than the other two curves.

An extensive data library is also available for $\sigma_i^+$ for positrons scattered from various targets: H (e.g. Spicher et al., 1990; Hofmann et al., 1997), H$_2$ (Moxom et al., 1993, 1995), and a number of other diatomic and polyatomic molecules (e.g., Moxom et al., 2000). For example, the recent determination of the total ionisation cross-section of O$_2$ by Marler and Surko (2005b) shows (figure 1.20 in §1.4.6) a good agreement above the ionisation threshold with the results of Laricchia et al. (1993), but a serious discrepancy is seen below this threshold. These new results exhibit a feature analogous to that presented by the Ps formation cross-section (§1.4.6) near the Ps formation threshold.

More challenging investigations are differential ionisation measurements, which allow investigations of the temporal and spatial evolution of many mutually interacting particles under the influence of "fundamental" forces (a few-body problem). In addition, these experiments provide a more solid basis for a comparison with theoretical models (e.g. McCurdy et al. 2004). Selected experimental works, which have been carried out over last decade, are briefly reviewed here.

Measurements of singly differential cross-section, $d\sigma_i^+/d\Omega$, for singly ionised Ar and, $d\sigma_i^{2+}/d\Omega$, for doubly ionised Ar, and Kr were performed by Finch et al. (1996) and Falke et al. (1997), respectively. The following differential studies from positron scattering were initially motivated by the quest of the electron capture to the continuum (ECC) cusp in the electron energy spectrum as in the case of positive ion impact. The ECC process might be considered as a special case of ionisation, where the energy and
angular distributions of emitted electrons are strongly influenced by the long-range Coulomb interaction between the scattered projectile and the ionised electron and their relative velocity is close to zero. Hence, ECC can be interpreted as a continuation of the electron capture into high-lying bound states (Rydberg states) of the projectile across the ionisation threshold (Macek, 1970; Rudd and Macek, 1972). In the case of ion impact, most of the experimental investigations of ECC were carried out by measuring the electron cusp peak at the matching velocity \( v_p - v_e \) where \( v_p \) is the velocity of the ion and \( v_e \) that of the target electron) in the doubly differential cross-sections of gaseous targets (e.g. Crooks and Rudd, 1970, Rodbro and Andersen 1979, Knudsen et al., 1986) and of thin foils (Harrison and Lucas, 1970). This post-collision interaction effect is also reflected in the momentum distributions/spectra of the two collision partners (the scattered projectile and the recoil target ion) but it is much smaller than for the electron due to the large mass differences (Vajnai et al., 1995; An et al., 2001; for a review see Ullrich et al. 1997). For the same reason, the ECC electrons usually have a narrow angular distribution around the direction of the incident beam and only recently have they been observed at large scattering angles (Sarkadi et al. 1998). Two-centre electron emission treatments (Fainstein et al., 1991) are required in order to explain the magnitude and shape of the cusp peak in electronic spectra, i.e. the emitted electron is considered to be influenced by the superposition of the electric fields of the residual target core and of the projectile.

In the case of positron impact, since a positron has the same mass as an electron, ECC events were expected to be distributed over a larger angular range than for heavier ions (Schultz and Reinhold, 1990) and with the outgoing positron and electron sharing approximately equally the remaining kinetic energy \( (E_r/2) \). As a consequence, the ECC process, also referred as Ps formation in the continuum, would be characterised by the emission of electrons with a distribution of kinetic energies peaked at:

\[
E_- = \frac{E_+ - I}{2} = \frac{E_r}{2},
\]

where \( E_+ \) represents the positron impact energy and \( I \) is the ionisation energy.
Different theoretical predictions have emerged concerning the prominence of the ECC cusp structure in the doubly and triply differential cross-sections (Brauner and Briggs, 1986; Mandal et al., 1986; Brauner et al., 1989; Schultz and Reinhold, 1990; Sil et al., 1991; Bandyopadhyay et al., 1994; Sparrow and Olson, 1994; Brauner and Briggs, 1991). Brauner and Briggs (1986, 1989) were the first to identify the ECC feature in the triply differential cross-section (TDCS) for fast positrons in collision with atomic hydrogen employing the first Born approximation to the T-matrix for the transition (the probability with which a given momentum state is reached) but including the final-state Coulomb interaction between the projectile and the electron. The initial state is described by the product of the bound target wave function and a plane wave for the projectile, while the final state is given by the product of a Coulomb function representing the motion of the positron relative to the electron and a plane wave for the motion of the unbound Ps relative to the nucleus. The emergence of similar structures was found in the triply differential cross-section for outgoing particles scattered at all angles. This is typified by the TDCS for 1keV positron impact with electrons emitted in the beam direction, as shown in figure 1.24.

![Figure 1.24](image)

Figure 1.24. The triply differential cross-section for the ejection of electrons in the beam direction ($\theta_b = \theta_e = 0^\circ$) from the ionisation of atomic hydrogen by 1keV positron impact as a function of the electron ejection energy $E_e$. The broken curve is for an electron-positron plane wave as the final state; the full curve is for a Coulomb wave as the final state. (Figure taken from Brauner and Briggs, 1986)

Among the calculations of the doubly differential cross-section, $d^2\sigma_i^+/dEd\Omega$, Bandyopadhyay et al. (1994) used asymptotically correct final state wave functions
(Brauner et al., 1989) for 100eV $e^+\text{-H}$ collisions in the 2 - 180° angular region. They found a sharp cusp at 42eV for different ejection angles. Figure 1.25 displays their results along with the corresponding spectra obtained using the CTMC method (Schultz and Reinhold, 1990) that show a ridge-like structure. Schultz and Reinhold (1990) attributed the ridge to the large angular deviation of the light projectile, as mentioned earlier.

![Figure 1.25](image_url)

Figure 1.25. Comparison of the DDCS of ejected electrons from 100eV $e^+\text{-H}$ collision determined by (-) a quantum mechanical (Bandyopadhyay et al., 1994) and (--) a CTMC calculation (Schultz and Reinhold, 1990). The curves marked I to XII represent all angles from 0° to 180°. (Figure taken from Bandyopadhyay et al., 1994).

Various measurements of the doubly differential cross-section (Moxom et al., 1992; Köver et al., 1993, 1994, 1998) followed these theoretical investigations. Moxom et al. (1992) obtained the first $d^2\sigma^e/\text{d}E\text{d}\Omega$ for $e^+$ impact ionisation of Ar measuring the energy distribution of ejected electrons around 0° for three impact energies: 50eV, 100eV and 150eV. In that work, two different approaches were utilised to measure the electron energies: a time-of-flight technique (TOF) and a retarding electric field method (RFA). The findings of Moxom et al. (1992) (Fig. 1.26) showed that the occurrence of
low-energy electrons is most likely and that the electron energy distribution falls steadily to zero as $E/2$ is approached. However, small bumps were observed at 40 and 60eV for impact energies of 100 and 150eV, respectively. These are close to the values of energies where ECC is expected; the $e^-$ energy spectra could only suggest that the ECC contribution in $d^2\sigma^+/dE_d\Omega$ for a light projectile is small.

This result was opposite to that obtained with quantum mechanical determinations (e.g. Bandyopadhyay et al., 1994), but in line with the CTMC of Schultz and Reinhold (1990). Subsequently, more difficult measurements of the energy spectra were performed employing an electrostatic system (Köver et al. 1993, 1994, 1997). This was done at great expense to the positron intensity; therefore only targets with high ionisation cross-section were initially investigated (e.g. Ar). Köver et al. (1993) determined the energy distributions for electrons and positrons scattered close to $0^\circ$ in coincidence with the remnant ion at impact energies of 100, 150 and 250eV. The energy analysis of the scattered projectile was done by a parallel plate analyser (PPA).

Figure. 1.26. Ejected $e^-$ energy spectra deduced from time-of-flights at various $e^+$ impact energies. (Figure taken from Moxom et al., 1992).
Figure 1.27 shows that the $e^+/e^-$ spectra are very similar. For positron impact, no structure appears that could be associated to ECC. This observation was in accordance with the result of Moxom et al. (1992).

![Figure 1.27](image)

**Figure 1.27.** Energy distribution for electrons (○) and positrons (●) scattered close to 0° at impact energies of a) 100, b) 150 and c) 250eV (Kövér et al., 1993). The line represents the results of CTMC calculations (Sparrow and Olson, 1994).

$d^2 \sigma^+_i/dE_d\Omega$ for single ionisation of Ar have been reported for non-zero scattering angles by Kövér et al. (1994) and Schmitt et al. (1994) at 100eV incident energy and by Kövér et al. (1997) at 60eV. Specifically, the data of Kövér et al. (1994) for 100eV electron impact at 30° and at 45° are displayed in figure 1.28a and b, respectively. Corresponding data for positron impact are shown in figure 1.29a and b. The method consisted of measuring the scattered $e^+$/ejected $e^-$ in coincidence with the remnant Ar$^+$ ions. The energy analysis was performed by using retarding field analysers. In the case of electron collisions, normalisation was performed with the data of DuBois and Rudd (1978) at high energies. Similar features are recognised at both angles: a prevalence of emitted electrons in the low- and high-energy range, which are associated with liberated
electrons and scattered electron projectiles, respectively; although, a clear distinction between the scattered projectile and emitted electron was not possible because of their indistinguishability. Moreover, the probability that electrons are emitted with the same energy of the scattered projectiles is low as can be inferred by Fig. 1.28.

Figure 1.28. Doubly differential cross-sections (DDCS) for the single ionisation cross-section of Ar gas by impact of 100 eV electrons. The solid circles on the eye-guide line are from Dubois and Rudd (1978), whilst the open circles are Kövér et al. (1994) a) 30°, b) 45°.
For positron impact (Fig. 1.29), data are shown along with the calculations of Sparrow and Olson (1994). These computations are in good accord with the experimental ejected e\(^-\) distribution, but exceed the scattered e\(^+\) data at higher energies. e\(^-\) and e\(^+\) spectra could be distinguished unambiguously and exhibit a similar trend: the projectile is scattered at the high energies and the ionised electron is emitted with lower energies.

**Figure 1.29.** Doubly differential cross-sections (DDCS) for the single ionisation cross-section of Ar gas by impact of 100eV positrons.

(\(\circ\) Scattered positrons; (\(\Delta, V\)) ejected electrons (Köver et al., 1994); solid line, calculation of Sparrow and Olson (1994) a) 30°, b) 45°.
Again, no evident structure appeared in the ejected electron energy spectra arising from ECC. Kővér et al. (1997) remeasured the energy distributions of positrons scattered at 30° employing a parallel plate analyser to analyse the scattered positron energies. The experimental values led to the same conclusions.

![Graph showing the triply-differential electron spectrum in e⁺(100eV) + H₂ → e⁺(0-0°) + e⁻(0-0°, E) + H₂⁺; the experimental work of Kővér and Laricchia (1998); the pink curve and red curve, theory of Berakdar (1998) and Fiol et al. (2001) folded with the experimental resolutions, respectively. The green curve is the CTMC by Fiol and Olson (2002). Dashed curve in blue is the First Born Approximation.](image)

The first experimental observation of ECC for positron impact has been reported by Kővér and Laricchia (1998) in the TDCS, $d^3σ/\partialΩ\partialΩ\partialE$. around zero degrees for the ionisation of H₂ by 100eV positron impact, namely, $e⁺(100eV) + H₂ \rightarrow e⁺(0-0°) + e⁻(0-0°, E) + H₂⁺$. For this purpose, the coincidence between scattered $e⁺$ and ejected $e⁻$ into the same forward direction was set. As shown in figure 1.30, a small broad peak was observed close to 42eV ($E_e/2$) in the ejected-electron energy-spectrum, which was attributed to ECC, in agreement with the calculations of Berakdar (1998). His theory adopts a perturbative quantum-mechanical approach and uses a wave function for the final state, which was used previously for ion atom collision (Garibotti and Miraglia, 1980). Fiol et al. (2001) presented a full quantum-mechanical treatment, i.e. treating all interactions (projectile-target, projectile-electron, electron-target) in the final state on
equal balance, and, at the same time, accounting for the three body dynamics. Their computations follow closely the experimental values. It should be pointed out that the classical trajectory Monte Carlo (CTMC) values (Fiol and Olson, 2002) show a distinctive discrepancy with previous theoretical determinations and no consistent description of the experimental data.

Following this investigation, the TDCS study was extended to the lower positron incident energy of 50eV for the same collisional system (Kővér et al., 2001). In the electron spectrum shown in figure 1.31 a significant shift of almost 2.5eV from $E_r/2=17.3$eV towards lower energies is observed in the electron TDCS distribution. The discrepancy between the experimental data and the theory of Fiol et al. (2001) is 1.6eV. These calculations are convoluted with the angular and energy resolutions of the experimental system but did not include the structure of the target. Fiol and Olson (2002) carried out the Classical Trajectory Monte Carlo calculations at this impact energy, which are in better agreement with the experimental data. A strong correlation between the momenta of the positron and the recoil-ion was also observed (Fiol and Olson, 2002). Another feature, which was observed both in Kővér and Laricchia (1998)

\[\text{Figure 1.31. The triply differential ionisation cross-section for 50eV positrons incident on H}_2\ (\text{Kővér et al., 2001). Full line: theory (Fiol et al., 2001). Dashed Line: theory shifted backwards by 1.6eV. Dashed dot-dot: CTMC (Fiol and Olson, 2002).}\]
and in Kövér et al. (2001), is the asymmetry around the maximum, which might be related to the increasing three-body fragmentation interaction at lower incident energies (Berakdar, 1998).

### 1.5 Positronium Interaction with Atoms and Molecules

Table 1.3 shows a summary of the current experimental status of Ps collisions with atomic and molecular targets. Recent reviews include Laricchia et al. (2003, 2004) and Armitage et al. (2006).

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Experimental Status</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total scattering cross-section</strong>&lt;br&gt;$Ps + A \rightarrow \text{all}$</td>
<td>Direct measurements for He, Ar, H$_2$, O$_2$ and H$_2$O. Some indirect (N$_2$ and Xe).</td>
</tr>
<tr>
<td><strong>Ps elastic scattering</strong>&lt;br&gt;$Ps + A \rightarrow Ps + A$</td>
<td>Coleman et al. (1994), Nagashima et al. (1998), Skalsey et al. (1998), limited energy range</td>
</tr>
<tr>
<td><strong>Ps ionisation</strong>&lt;br&gt;$Ps + A \rightarrow e^+ + e^- + A$</td>
<td>Armitage et al. (2002, 2006) and Leslie (2005)</td>
</tr>
<tr>
<td><strong>Target ionisation</strong>&lt;br&gt;$Ps + A \rightarrow e^+ + e^- + A^+$&lt;br&gt;$\rightarrow Ps + e^- + A^+$</td>
<td>Armitage et al. (2006)</td>
</tr>
</tbody>
</table>

**Table 1.3. Status on experimental collision studies with Ps.**

The beam utilised at UCL is formed by neutralising a monoenergetic $e^+$ beam in a gaseous target via charge exchange (Laricchia et al., 1987; Laricchia and Zafar, 1992; Leslie et al., 2002). The Ps energy, to a first approximation, is given by $E_{Ps} = E_+ - (I - 6.8eV/n^2)$, where $I$ is the target ionisation energy and $6.8eV/n^2$ is the Ps binding energy in a state of principal quantum number $n$, and is tuneable via the incident positron energy $E_+$.  
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The theoretical prediction that the Ps formed by charge transfer in $e^+$-atom/molecule collisions emerges mainly in the forward direction (e.g. Mandal et al., 1979; Brown and Humberston, 1985) motivated the first experimental investigations of $d\sigma_{P_s}/d\Omega$. These investigations were initially made at small forward angles and later at larger scattering angles (e.g. Finch et al., 1996; Falke et al., 1997). Laricchia et al. (1987) found that the fraction of $e^+$ scattered by He and emitted as Ps within $6^\circ$ was approximately 4%.

The following discussion on Ps scattering is limited to the case of Ps fragmentation as this is of some relevance to the work presented in this thesis.

![Figure 1.32](image.png)

**Figure 1.32. Experimentally and theoretically determined cross-section for the fragmentation of Ps in collision with He atoms.**

Armitage et al. (2002) measured the absolute fragmentation cross-section for the Ps-He collision system at intermediate energies using a time of flight detection system. The findings of Armitage et al. (2002), shown in figure 1.32, concord with a coupled state calculation (Blackwood et al., 1999) and the more recent data of Starrett et al. (2005), who employed the target elastic impulse approximation (IA). The three-dimensional, three-body version of the classical trajectory Monte Carlo (CTMC) by Sarkadi (2003) overestimates by a factor of ~2 the experimental data. Biswas and Adhikari (1999) computations within the Born approximation are also around a factor of two higher than the measurements, whereas the Coulomb Born approximation employed by Ray (2002) underestimates the experimental determinations by ~40%.
Figure. 1.33. Cross-sections, differential in longitudinal energy, for Ps(1s)+He(1\textsc{s}) collisions for $E_{Ps} = 13, 18, 25,$ and $33 \text{ eV}$. The experimental data (full circles) of Armitage et al. (2002) are shown alongside the blue theoretical curves calculated by Starrett et al. (2005). The vertical dotted line shows the expected peak position $E_r/2$.

The cyan curves are the CTMC computations by Sarkadi (2003).

In figure 1.33, the measured longitudinal energy spreads for the residual positrons from the fragmentation of Ps (Armitage et al., 2002) are displayed together with the recent computations of Starrett et al. (2005) and the CTMC calculations (Sarkadi, 2003). The distributions, both experimental and theoretical, present a peak just below half of the residual energy $E_r/2$ (where $E_r = E_{Ps} - 6.8eV$), which becomes more pronounced as the Ps energy increases. The peak structure implies that the residual particles, positron and electron, travel in the forward direction with the same velocity, which might indicate the occurrence of the electron loss to the continuum (ELC) (Crooks and Rudd, 1970). The CTMC computations reproduce fairly well only the shape of the measured longitudinal energy spectra, whereas a good agreement exists both in shape and in magnitude with the theoretical values of Starrett et al. (2005).
shift in the residual positron distributions is interpreted by Armitage et al. (2002) as arising from the magnetic confinement of the residual positrons, where any finite angular distribution (less than 20° at highest energies) accounts for the shift of the measured energy distributions to lower energies and for its further broadening.

Figure 1.34. Calculations of the longitudinal energy distributions of $e^+$ (solid line) and $e^-$ (dashed line) ejected in Ps-He collisions for 18eV (left) and 33eV (right) Ps scattering from He atoms by Sarkadi (2003) and Starrett et al. (2005).

Figure 1.34 shows the results of Starrett et al. (2005) for the longitudinal energy distribution of both the residual electrons and positrons for Ps energies of 18eV and 33eV along with the corresponding determinations of Sarkadi (2003). In the work of Sarkadi (2003), the energy distributions of the residual electrons show a less pronounced peak, which is shifted with respect to the peak in the positron spectra, to lower energies. The discrepancy in the two distributions is tentatively given in terms of the polarisation of the incident Ps, which causes the $e^+$ to be repelled, whilst the $e^-$ is attracted by the screened Coulomb field of the target. The singly differential cross-section for electrons by Starrett et al. (2005) develops a maximum much slower than the correspondent distribution for $e^+$ as in Sarkadi (2003), but without showing an enhancement at $E_r/2$. In this case, the asymmetry between the energy spectra for positron and electron is explained through some coherent combination of free $e^-$ and $e^+$ scattering.
1.6 Motivation of the Present Work

Differential ionisation studies by positron impact are intrinsically important because they can provide new insights in the understanding of three-body correlated dynamics, which is still an outstanding problem in physics. However, experimental knowledge is very limited. The discovery of an energy shift in the TDCS of H$_2$ at 50eV (Kővér et al., 2001) with respect to a current perturbative treatment motivated us to investigate further this effect through the present work. In particular, we aimed to address the following questions:

i) Is it possible that a systematic error in the energy calibration (contact potential effects) caused the shift? It is worth noting that an error in the calibration was deemed unlikely by Kővér et al. (2001) since they found that, using the same calibration method, there was a good correspondence between theory and experiment in a previous work (Kővér et al., 1998).

ii) As Kővér et al. (2001) had conjectured, if the energy shift was genuine, could it be attributed to a doubly-inelastic process, e.g. ionisation simultaneous to vibrational excitation/dissociation of the residual ion?

For these reasons, an absolute energy calibration, new TDCSs for ejected electrons of simple molecular and atomic targets and a TDCS for scattered positrons on H$_2$ (Arcidiacono et al., 2005a) have been performed for positron impact ionisation. The results of these studies are presented in chapter 3.

The small review presented on previous ionisation works has highlighted discrepancies amongst the experimental and also theoretical results even for the relatively simple case of the noble gases. The water molecule is a much more difficult target to treat theoretically than the noble gases and requires the aid of experiment. In this respect, the important role of the positron in understanding molecular structure and dynamics has recently been pointed out (e.g. Karwasz, 2005). Besides this fundamental aspect, there is urgency in acquiring detailed differential and total ionisation data for the scattering of water with positrons to know, for example, the energy deposited in living matter (simulated by water) during radiotherapy and medical imaging (e.g. PET) (e.g. Champion and Le Loirec, 2006 and §5.1). However, while extensive work has been done on electron-water interactions (e.g. Karwasz et al., 2001; Itikawa and Mason, 2005), the experimental work for positron impact on water molecules was, prior to this
work, confined to \( \sigma_t \). In addition, the result of a very low value for the Ps formation at 2eV above the threshold (Sueoka et al., 1987) left an open question on possible channel-coupling effects (Laricchia et al., 1993) or the role of the large dipole moment of the water molecule (Kanazawa et al., 1965) in suppressing Ps. All these reasons motivated the extensive ionisation measurements that have been performed with a time-of-flight detection system for positrons in collision with water vapour. As part of a more complete characterisation of the ionisation process of water, \( d^2 \sigma_t^+/dE_t d\Omega_t \) (DDCS) has also been determined. The presence of a long-range dipole interaction that might influence significantly the DDCS was an additional incentive for these measurements. These investigations are described in chapter 5.

In chapter 6, final conclusions on the work carried out in this thesis are presented together with an outlook in the field.
Chapter 2

Experimental Apparatus for Differential Studies of Positron Impact Ionisation

2.1 Overview

In this chapter, the experimental apparatus and techniques employed in the study of doubly and triply differential ionisation cross-sections of gaseous targets, $\text{H}_2$ and $\text{H}_2\text{O}$, are outlined.

The experimental set-up, whose general layout is shown schematically in figure 2.1, was initially designed by Kövér et al. (1993, 1994) and, prior to the work described in this thesis, further developed by Finch (1996) where a detailed description of the system can be found. This set-up makes use of a crossed-beam geometry and can be divided into two distinct sections: the source side, which provides a beam of monoenergetic positrons, and the experimental side, which houses the interaction region and the detectors.

The source side comprises a radioisotope of sodium ($^{22}\text{Na}$) as the source of the fast $\beta^+$ particles. These are thermalised using a set of annealed W meshes (moderator) and accelerated to the required energy by applying to the moderator an adjustable positive bias with respect to the chamber ground. The moderated positrons are thus transported and focused by electrostatic fields from the moderator to the target through the electrostatic optics lens system (Kövér et al., 1993, 1994) drawn in figure 2.1. Fast particles and $\gamma$-rays emanating from the source are removed from the beam by a deflector, which shifts the beam axis and prevents a line-of-sight between the source and the detectors.

The experimentation side comprises a gas nozzle/capillary array, an ion extractor, a tandem parallel plate analyser (PPA) and associated detectors. The PPA allows the energy analysis of either scattered positrons or electrons ejected by ionisation travelling in the forward direction around $\sim 0^\circ$. A time-of-flight technique was utilised in order to achieve an improved signal-to-background level, to provide a check on the energy of the scattered particles and to perform charge-to-mass analysis of the residual ions.
Figure 2.1. Schematic of the experimental arrangement.
Time-of-flight spectra were obtained through coincidences between the two or three detectors: multichannel plates (MCPs), placed at the top of the first parallel plate analyser, and two channel electron multipliers (CEM1 and CEM2), one situated at the end of the second analyser and the other at the end of the ion extractor.

Each component of the experimental apparatus and its detection system is described in the following sections, the data collection procedures can be found in chapters 3 and 5.

2.2 The Vacuum System

The lens system and interaction region are enclosed in a vacuum chamber, which is internally encased in mu-metal. This provides an adequate shield from the Earth’s magnetic field that is reduced to approximately 3mG throughout the system, apart from two connecting regions (0.1G). These regions are between the Soa gun and the transport lens and the exit lens and the collisional chamber.

A top view of the inside of the cylindrical interaction chamber (365mm internal diameter per 450mm internal height) is shown in figure 2.2. Underneath this region, an Edwards vapour diffusion pump (type 250/2000C) is located to evacuate the entire chamber (via a 160mm diameter port) to a high vacuum base pressure of $\approx 10^{-6}$torr.

![Figure 2.2. Top view of the interior of the chamber.](image-url)
The pump is backed by a rotary vane pump (Edwards ED250), which is used to evacuate the system from atmospheric levels to a pressure of \( \approx 10^{-2}\) torr.

The system base pressure was measured using an ionisation gauge mounted on one side of the interaction chamber. A pirani gauge monitored the pressure in the backing line between the diffusion and the rotary pump. If the level on this gauge rose above \( \approx 10^{-1}\) torr (e.g. due to the malfunction of the backing pump) a system protection device would be triggered. This would cut the power to all the high voltages, the diffusion pump as well as close the magnetic valve between the diffusion and the rotary pump. This isolates the system and prevents backstreaming. This trip mechanism would also be activated if there was a failure in the flow of cooling water to the diffusion pump.

2.3 Positron Beam Production

2.3.1 \( \beta^+ \) Source and Moderator

In the case of most long-term experiments, \(^{22}\text{Na}\) is the commonest employed positron source, having a half-life of 2.6 years. The decay scheme of this radioisotope is shown in figure 2.3.

![Decay scheme of \(^{22}\text{Na}\)](image)

\[^{22}\text{Na}\quad \tau_{1/2} = 2.6 \text{ years}\]

\[^{22}\text{Ne}^*\quad \beta^+ \text{ Emission: 90\%}\]

\[^{22}\text{Ne}\quad \gamma: 1.28 \text{ MeV}\] (emitted within 10 ps)

Figure 2.3. The decay scheme and branching ratio of \(^{22}\text{Na}\).

The activity of the \(^{22}\text{Na}\) radioactive source, supplied by Dupont PLC/Ltd Amersham International, was initially 13.7 mCi when starting the series of measurements discussed in this thesis, decaying to 6.15 mCi by the end of the study.
The isotope is deposited within a capsule on a 3mm diameter spot on a W alloy disc (12.7mm diameter x 9.7mm thickness) and sealed with a 13μm Ti window. The capsule is fixed onto a piece of studding at the end of a brass plug using a 0.5mm thread. The construction of the source holder assures that there is a minimum distance between the source and the moderator to maximize the flux of fast $\beta^+$ particles incident on the moderator. PTFE washers provide electrical isolation between the source-moderator and between the moderator-earth grid. The assembly for the holder of the $^{22}$Na source and the W moderator is shown in figure 2.4.

**Figure 2.4. Schematic of the source and moderator arrangement.**

As mentioned earlier in the overview, the moderator consists of four or five superimposed layers of annealed 90% transmission W mesh, each piece measuring approximately 225mm$^2$. They are held in place by two brass washers with internal diameter 4mm (see figure 2.4). An annealing process, as described in detail by Zafar *et al.* (1988 and 1989), was carried out to ensure an optimum yield of slow positrons. This procedure involves heating the meshes resistively in a W foil oven in a vacuum of \(\sim 5 \times 10^{-2}\) torr, mainly to relax their lattice structure and, in part, to remove contaminants such as adsorbed oxygen and water from the surface. Initially, a constant low current is passed through the foils until the pressure, at first rising largely because of water evaporation from the meshes and oven, nearly returns to the base pressure level. A
gradual heating of the W foil to higher temperatures follows. This results in a pressure increase as further contaminants are removed. To avoid evaporating contaminants from the electrode assembly, the heating is done in bursts of approximately 5 sec. This also guarantees that the pressure does not increase above $10^{-1}$ torr, preventing the occurrence of electrical breakdown. Annealing is concluded when the meshes can be “flashed” at a temperature of approximately 2000°C without an appreciable pressure increase. Once cooled down, the W recrystallises into a more regular structure, that is, with fewer defects, which would act as positron traps. Finally, it is assembled in the moderator holder in air and placed in the experimental system as quickly as possible.

Earthing an un-annealed mesh in front of the moderator held at a potential $V_m$ leads to the extraction of slow positrons of kinetic energy, $E_\gamma$, given by:

$$E_\gamma = eV_m + \delta E,$$

(2.1)

where $\delta E$, usually of the order of a few eV, is the initial kinetic energy with which a positron leaves the moderator and is determined by the positron work function as discussed further in chapter 1 and 3. For instance, $\delta E = 2.8$ eV for a clean W surface (Jacobsen et al., 1990). To improve the positron beam intensity, the source was biased to approximately 9 V above $V_m$, thereby reflecting positrons emitted backwards.

### 2.4 Positron Beam Transport

The electron optics (Fig. 2.1) incorporates a modified Soa gun (Canter, 1986) for the extraction of the positron beam and standard beam transport and deflection devices such as double and triple cylinder lenses (Harting and Read, 1976). These lenses are all characterised by cylindrical symmetry. The performance of the beam transport has been simulated by Kövér et al. (1992) and Finch (1996). In Appendix I, a detailed description of the beam transport arrangement is given.
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2.5 Tandem Parallel Plate Analyser and Detection System

2.5.1 Analyser

A sketch of the tandem parallel plate analyser (PPA) is presented in figure 2.5. This has been developed by Köver and Laricchia (2001) to study the energy and angular distribution of ejected electrons or scattered positrons from positron-atom/molecule ionising collisions. The main advantage of the present instrument is its time focusing, i.e. particles entering the analyser at different angles arrive at the same time at the detector placed at the end the second stage of the PPA. This feature is useful for increasing signal-to-background levels at low energies.

The PPA consists of two identical aluminium parallelepipeds arranged such that the angle between the two base plates is 120°. Base- and back- plates are separated by a distance $h=18$mm. By varying the voltage, $V_{ppa}$, applied to the backplate, the energy of particles (electrons or positrons) entering at 0° ($\pm 5°$) after the collision can be determined by detection using a single channel-electron-multiplier (CEM1) with a wide diameter aperture (10mm). The transverse angular spread is $\pm 15°$. The remaining collision partner (scattered positron or emitted electron), having opposite charge, would be deflected to the top of the first stage and detected by an assembly of microchannel plates.

Two analysers used in series (tandem analyser) reduce the spurious background count due to secondary electrons. In fact, the parabolic deflection of particles with the correct energy in a tandem analyser results in filtering out most of the unwanted secondary electrons. Secondary electrons are generated by positrons of the incorrect energy scattering within the analyser. The grid on the first backplate prevents electrons, mainly escaping from the MCPs, entering the second stage of the PPA. To reduce the emission of secondary electrons from metal surfaces and to provide equipotential surfaces, these are coated with graphite. On each stage of the PPA, 10 guard electrodes (Cu stripes), connected by a resistor divider chain, are used to maintain a uniform electric field.

The focal length of a single PPA (Green and Proca, 1970a; 1970b; Proca, 1973a; Proca, 1973b; Bachmann et al., 1982) consists of three parts: the distance travelled by the particle in a field-free region from the interaction region to the slit on the baseplate; the particle trajectory in the supposed uniform field between the plates to the earth.
Figure 2.5. Schematic diagram of the cross-section of the Parallel Plate Analyser, to scale (Kövér and Laricchia, 2001).
plate, and the particle flight-path to the focus in a straight line.

It has been shown (Kővér and Laricchia, 2001) that the total focal length along the axis $z$ (see Fig. 2.5) is given by:

$$L(\theta, c) = (d_1 + d_2) \cot(\theta) + \frac{2Eh}{qU} \sin(2\theta) = d \cot(\theta) + \frac{2h}{c} \sin(2\theta),$$ (2.2)

where $d = d_1 + d_2$, and $d_1$ and $d_2$ are respectively the distances of the starting flight point and the focal point to the base plate; $\theta$ is the entrance angle of the analyser and $h$ the separation distance between the plates. $c = qU/E$ is the constant of the spectrometer, where $q$ and $E$ are the charge and the energy of the particles, respectively, and $U$ the applied potential difference between the plates. Since the baseplates are permanently grounded, $U$ corresponds to $V_{ppa}$.

The design parameters for the analyser are fixed as follows: $\theta = 30^\circ$, the entrance angle at the second stage $\theta_2 = 60^\circ - \theta$. The advantage of using these parameters is that the angular aberration is lower at $30^\circ$, where second-order focusing properties are satisfied (see Appendix II). Moreover, $d_1 = d = h$ (18mm), $d_2 = 0$, which gives $c = 0.5$. In this way, the focal points are situated on the baseplates, which maximise the distance between the analyser and the collision region.

Figure 2.6 shows the calculated time-of-flight of the twin PPA (see Appendix III) plotted against the entrance angle. The variation of the time-of-flight with the acceptance angle is low: only 3% at $15^\circ$ and 14% at $45^\circ$ for this twin PPA. Moreover, it is important to point out that the minimum of the curve occurs at the same angle, $30^\circ$, where the second order focusing condition is satisfied. Consequently, the width of time-peaks in a conventional coincidence technique improves for this choice of parameters for the analyser.

To account for the effect of the finite source size (diameter 4mm), the entrance aperture (8mm) and exit slit (5mm) on the intensity and time distribution, further effort has been made by performing a model calculation (Kővér and Laricchia, 2001). This has shown that the energy dispersion of this analyser is improved in comparison to the previously adopted analyser (Finch, 1996).
2.5.2 Multichannel Plate Detector

Figure 2.7 is an enlarged schematic of the MCP detector in front of which a 90% transmission W grid (G) is held. This detector consists of two "channel-plates" (discs of glass tubes, each with an internal diameter of 25μm and set at an angle of 51°). The MCPs (Photonics G12-27 DT/13/A) are impedance matched and placed in a chevron configuration in order to optimise the gain and reduce ionic feedback. G is not only used to define better the end of the flight path, but also to increase the MCP gain. In fact, typically G is held at approximately −100V with respect to the potential on the front of the first plate in order to reflect any secondary electrons released from its surface towards the MCP and improve its detection efficiency. To detect positrons, the front of the first MCP and the back of the second MCP were held at −300V and +2.8kV, respectively. Behind this second MCP, the charge created by the electron avalanche is collected by a small potential difference (+200V) between the Cu screen and the back of the MCP. These pulses were then decoupled from the DC voltage by a 1nF capacitor. This provided the signal.
2.5.3 Channeltron (CEM1)

CEM1 (model X919BL supplied by Philips Ltd), shown in figure 2.5, was employed to detect positrons or electrons whose energy corresponds to the so-called pass-energy of the analyser. This energy is fixed by the constant of the spectrometer (see §2.5.1) as \( E = qV_{ppd}/c \). CEM1 was also used to measure the direct beam and thus to find the optimum electrostatic lens voltages for the beam transport. If not possible during a measurement, the intensity of the beam was monitored before and after each measurement.

2.5.4 Energy Resolution of Parallel Plate Analyser

The energy resolution of the analyser has been determined experimentally by measuring the Full-Width-at-Half-Maximum (FWHM) of the peak energy profile of incident positrons at different impact energies, \( E_0 \). Six collected spectra are displayed in figure 2.8 for values of \( E_0 \) ranging from 20 to 86eV.
Figure 2.8. Measured beam energy profiles for 20, 33, 50, 62, 74, 86 eV impact energies.

The total energy resolution of the PPA, $\Delta E$, is taken as the square root of the quadratic sum of the resolution of the positron incident beam, $\Delta E_i$, and that of the analyser, $\Delta E$:

$$\Delta E = \sqrt{(\Delta E_i)^2 + (\Delta E_a)^2}.$$  \hfill (2.3)

Using the relative energy resolution of the PPA, $C = \Delta E / E_0$, equation (2.3) can be rewritten as

$$(\Delta E_t)^2 = C^2 E_0^2 + (\Delta E)^2.$$  \hfill (2.4)

Figure 2.9 shows a plot of $(\Delta E_t)^2$ versus $E_0^2$. 
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Figure 2.9. The total parallel plate analyser resolution, $(\Delta E_f)^2$, measured as a function of the positron beam energy, $E_0^2$.

The linear fit yields a value for the energy resolution of the PPA $\mathcal{C} = \Delta E/E_0 = (6.56 \pm 0.05)\%$, which is consistent to the previous value of 7.5% both estimated and measured, by Kővér and Laricchia (2001). The inferred intrinsic energy width of the positron beam is $\Delta E_\perp = (1.5 \pm 0.1)\text{eV}$.

2.5.5 A Computer Simulation of $e^- - e^+$ Flight Times

Various simulations have been performed using an ion optics program (Simion 6, 7) to aid in setting up the experiment. For example, figure 2.10 shows the trajectories for 15eV scattered positrons during the reaction $e^+ (50\text{eV}) + H_2 \rightarrow e^- (\theta=0^\circ) + e^+ (\theta=0^\circ, E_z) + H_2^+$ and the corresponding potential setting of the PPA. When produced within the line of sight of the PPA entrance slit, these positrons are successfully extracted and detected.
Figure 2.10. Simulation of the 15eV $e^+$ trajectories through the PPA after ionisation from 50eV $e^+$ impact on $H_2$. The voltages to the guard electrodes decrease in step of 1V.

Moreover, for each pass-energy the flight time difference between the $e^-$ - $e^+$ has been calculated. As shown in figure 2.11, the agreement between the measured and the calculated position of the ionisation signal has been found to be fair at all positron energies.
Figure 2.11. • Calculated and • measured position of the ionising signal on the MCA spectrum for $e^+$ (50 eV) + $H_2 \rightarrow e^- (\theta \sim 0^\circ) + e^+ (\theta \sim 0^\circ, E_+) + H_2^+$. 

2.6 Ion Extractor and Gas Inlet

The system to extract and detect ions from the interaction region is drawn schematically in figure 2.12. The ion extractor was employed only for the doubly differential cross-section measurements (§5.3) and for the absolute energy calibration of the positron beam (§3.2). In these cases, a parallel electric field is established by applying suitable potentials (typically ±65 V) to the plate electrodes (50 mm x 30 mm and 20 mm apart) across the interaction region. The extraction of positive ions is enabled within the limits of a 10 mm diameter aperture of the negative plate. This hole is covered with 95% transmission Cu mesh to help maintain a uniform electric field between the electrodes. Ions are focused onto the centre of the electrode array (20 mm cylindrical lens, 10 mm internal diameter; and held at -130 V) and accelerated by a 95% transmission Cu grid held at −2600 V before hitting the cone of a channel electron multiplier detector (CEM2, type Philips X951BL) at −2500 V. As explained in §2.5.2, the grid caused secondary electrons to be reflected back towards the cone of the channeltron. The back of CEM2 was held at −500 V. Once again signal pulses are decoupled from the high DC voltage by means of a 1 nF capacitor.
A multi-capillary array was used to provide a well-defined gas beam with sufficient width to overlap with the positron beam (Steckelmacher et al., 1978; Steckelmacher, 1986). Each capillary was 4mm long with an internal diameter of 4μm. A nozzle was preferred for the water differential study, as will be discussed in chapter 4. In both cases, the distance from the end of the gas inlet and the axis of positron beam was 7.5mm. A homemade pressure controller allowed for the fine adjustment of the target gas flow by opening/closing a leak valve with feedback. The pressure of the sample gases above the nozzle was measured using an MKS 127-AA baratron heated capacitance manometer.

The ion yield was measured as a function of the driving pressure and found to be linear over the pressure range used, which was typically around 6torr.

Computer simulations of ion trajectories for singly ionised ions produced from the (dissociative and non-dissociative) ionisation of water have been performed. The method, which is described in §4.7, allowed the estimation of the ion extraction efficiency of the H+ fragments. Results were found to be in good accord with simulations performed by Beale (2007) using the ion optics program CPO. The simulations also showed that the employed voltage setting achieves the minimum in
time spread of flight-time (time focusing). In figure 2.13, trajectories for \( \text{H}_2\text{O}^+ \), departing from the beam axis, as modelled using Simion 7, are shown.

![Figure 2.13. Simulation of 0.03eV \( \text{H}_2\text{O}^+ \) trajectories through the ion extractor.](image)

### 2.7 Summary

In this chapter, the experimental set-up used throughout the present work has been described. This includes a discussion of the source and moderator configuration, the vacuum system, the positron beam transport and the detection systems for \( e^\pm \) and ions. Moreover, the energy resolution of the analyser and the time-of-flights of positrons and electrons into the analyser, as obtained using a simulation program, have been presented.
Chapter 3

Triply Differential Studies of Positron Impact Ionisation: Results and Discussion

3.1 Overview

As discussed in §1.4.7, Kövér et al. (2001) investigated the triply differential cross-section (TDCS) for ionisation of H₂ by 50eV positron impact. The resulting energy distribution of electrons emitted at 0° (see §1.4.7) was found to be shifted by 2.5eV below its expected position of around half of the residual kinetic energy \( E_r = E_f - I \), \( E_f \) being the positron incident energy and \( I \) the target ionisation energy. The experimental TDCS showed a shift of around 1.6eV when compared with the calculations of Fiol et al. (2001), which are convoluted with the experimental angular and energy resolutions. Kövér et al. (2001) cited among the possible causes of the shift a systematic error or an actual physical effect that occurs simultaneous to ionisation, e.g. vibrational excitation or molecular dissociation of the target. The aim of this work (Arcidiacono et al., 2005a) has been to distinguish between these two conjectures and shed further light on the origin of the effect. Firstly, in order to quantify possible contact potential effects, the beam energy has been calibrated absolutely through the identification of the threshold for positronium formation, \( E_{Ps} \). Secondly, significant contributions from molecular degrees of freedom have been probed by using D₂ and He at the same excess energy of 34.6eV as in Kövér et al. (2001). Deuterium has been employed to check the charge-to-mass ratio of the residual target ion and thus investigate possible dissociation, and helium has been used as an example of a target without rotational and vibrational molecular excitations. Finally, to test conclusively the significance of the energy shift, the energy distribution of the positrons scattered from H₂ has also been obtained for the first time (TDCS(\( e^+ \))). This has confirmed that the phenomenon is genuine and revealed the occurrence of asymmetries in the energy shared between the two light outgoing particles (electron and positron) after the ionising collision.
In the following sections, details of these experiments and final results are presented for each study and compared with the earlier measurements and theoretical calculations where available.

3.2 Absolute Energy Calibration

The maximum intrinsic energy spread $\delta E$ of the positron beam in equation 2.1 is mainly dictated by $\varphi_+$, which is the negative positron work function of the moderator surface. Most positrons are thermalised before being re-emitted, and if they reach the surface, they may scatter from contaminants; thus, their kinetic energy can have any value between zero and $e|\varphi_+|$. Additionally, contact potential effects can affect the measured beam energy, $E_+$, whose value arises from the cumulative effects of the positron work function and contact potentials.

Since low positron beam intensities prevent conventional absolute energy calibration methods (such as electrons from autoionising or Auger processes), Kövér et al. (2001) had employed a relative energy calibration involving scanning the potential on the backplate, $V_{ppa}$, to determine the energy distribution of the particles passing through the PPA for each voltage applied to the moderator, $V_m$. In this way, the peak energy is determined for an assigned $V_m$, as well as the slope of the calibration curve, $V_{ppa}/V_m = c$, where $c$ is the PPA constant (see §2.5.1). For positrons, Kövér et al. (2001) found $V_{ppa} = 0.517 \pm 0.003 V_m + 2.22 \pm 0.01 V_m$. Thus, the impact energy of the positron beam was taken as $E_+ = eV_m + 2.2eV$, which means that positrons emerge from the moderator with an initial kinetic energy of $2.2eV$. As explained in Kövér et al. (2001), this value was found to be consistent with the positron work function $|\varphi_+|$ measured in other experiments in similar non-ultra-high-vacuum-conditions (Zafar et al., 1988; Moxom et al., 1994; Ashley et al., 1996). Furthermore, this value was also found to be in accord with an absolute determination of $2.4 \pm 0.1eV$ by a time-of-flight method (Kara, 1999). However, it was not possible to exclude completely a systematic error due to contact potential effects in the present system.

As a consequence of this, a new energy calibration method has been adopted (Arcidiacono et al., 2005a) to allow the determination of the sum of the positron work function and contact potential of the moderator, $e|\varphi_+| + C$. The method consisted of measuring the positronium formation threshold in helium. This has been preferred to,
for example, the ionisation threshold because of the difficulty of distinguishing ions produced by direct ionisation near the threshold from those arising from Ps formation (Ashley et al., 1996). For the energy calibration measurements, the $V_m$ range was chosen in order to establish an incident positron energy that is between the positronium formation threshold in He, $E_{Ps}(17.8\text{eV})$, and the ionisation energy, $I(24.6\text{eV})$.

Figure 3.1. A schematic diagram of the electronics and data collection system employed for the absolute energy calibration.

As illustrated in figure 3.1, the ion extraction system was randomly triggered by a homemade variable frequency multi-pulser generator operating at ~1kHz. Its output
was fed into a Constant-Fraction Discriminator (CFD1, Ortec 584) and converted into a fast negative logic pulse. This CFD timing output was used as a start for a Time-to-Amplitude Converter (TAC, Ortec 567). The positive output from CFD1 was used to trigger a second multi-pulser (Carroll&Meynell Ltd), which provided pulses (±50V high and 1.5µs long) to the extraction plates. The same output was also used to feed a third homemade pulser, which generated a pulse (+50V high and 2.5µs long). This was applied to the transport lens (E5, see Appendix I) to prevent positrons from traversing the interaction region whilst the ion extraction was on. The extraction pulse was delayed by 80ns with respect to the lens pulse to allow all positrons to leave the interaction region before the start of the ion extraction. The TAC was stopped when a residual ion target was detected by CEM2. The pulse from this detector was fed to a pre-amplifier, PA, and then to CFD2, to obtain the necessary fast negative logic pulse. The coincidences were stored by a personal computer equipped with an Ortec Multi-Channel-Analyser (MCA) Card. A calibration was performed to determine the time-per-channel, $t_{ch}$. This was obtained by inserting known time delays between the start and the stop signal on the TAC. The gradient of the linear fit of the delay time versus the MCA channel number at which the peak occurs yielded the time per channel, $t_{ch}$.

In figure 3.2, an example of an ion time-of-flight spectrum is shown. It displays a clear peak corresponding to He$^+$ ions that is absent in vacuum. The peak sits on a flat background, $B$, due to random coincidences between start and stop pulses. For each spectrum, $B$ was computed by taking the average number of counts over a certain number of channels from a flat part of the MCA spectrum, where no signal was expected; this number of channels was also normalised to the number of channels where the signal occurred. $B$ was then subtracted directly from the ion signal, $N_i$. 
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The positronium formation cross-section, $\sigma_{Ps}(E_+)$, is directly proportional to the measured ion yield, $Y_{Ps}(E_+)$, which is defined as:

$$Y_{Ps}(E_+) = \frac{1}{p} \frac{(N_1(E_+)-B)}{N_+(E_+)}$$  \hspace{1cm} (3.1)

where $N_1$ represents the total number of ions with gas; $B$ represents the flat background in the gas spectrum; $N_+$ is the positron beam intensity and $p$ is the driving pressure of the gas target (see §2.6).

In the course of these measurements, the intensity of the direct beam through the PPA was around 40e$^+\cdot$s$^{-1}$ and did not vary by more than 10%. The total run time was around two months.

Figure 3.3a shows the energy dependence of the positronium formation cross-section for positrons colliding with He near the threshold, as measured by Moxom et al. (1994). By imposing the near-threshold slope of Moxom et al. (1994) data, $\sigma_{Ps} = 2.7 \cdot 10^{-2} \cdot (E')^{1.21} \cdot 10^{-16}$ cm$^2$ with $E'=E_+ - E_{Ps}$, the fit to the measured ion yield versus moderator voltage has been obtained (Fig. 3.3b). By extrapolating the fitting
curve to a zero ion yield, the inferred position of the onset of Ps formation, \((15.6 \pm 0.4)eV\), has been found. Comparison of this value with its known threshold, \(E_{Ps} = 17.8eV\), yielded \(E_r = eV_m + (2.2 \pm 0.4)eV\) for the impact energy of the positron beam.

![Image of the graph showing positronium formation cross-section and ion yield measurements.](image)

**Figure 3.3.** a) Positronium formation cross-section, \(\sigma_{Ps}\), near the threshold (Moxom et al., 1994) and a least square fit to the cross-section.  
b) Measurements of the ion yield close to the threshold for positronium formation in helium (Arcidiacono et al., 2005a). The solid line corresponds to the fit to the results of Moxom et al. (1994).
Within experimental uncertainties, this value for $E_+$ agrees with the previous determination (Kövér et al., 2001), which means that contact potential effects are not significant. Consequently, the possibility that the energy shift in the TDCS($e^-$) is due to a systematic underestimation of the energy has been ruled out.

3.3 TDCS($e^-$) for Deuterium

To study the possible role of possible molecular dissociation in causing the energy shift (Kövér et al., 2001), measurements of the charge-to-mass ratio ($Q/M$) of the deuterium ion in the final state have been carried out at the same impact energy of 50eV (Arcidiacono et al., 2005a). $D_2$ has been chosen as a target instead of $H_2$ because of its heavier mass and, correspondingly, its longer lifetime in the extraction region, as well as the greater ease in discriminating between the signal coming from the target and those arising from possible background gases. As stated in Kövér et al. (2001), if ECC is accompanied by the dissociation of the remaining target ion, $D_2^+$, the electron distribution would be expected to shift to lower energies by approximately half of the dissociation energy ($E_d/2$, where $E_d=2.65$eV) in accordance with the reaction:

$$e^- + D_2 \rightarrow e^- + e^+ + (D_2^+) \rightarrow e^- + e^+ + D + D^+, \quad (3.2a)$$

and competing with the non-dissociative reaction given by:

$$e^- + D_2 \rightarrow e^- + e^- + D_2^+. \quad (3.2b)$$

As shown in figure 3.4, a triply coincidence system between the ejected electron, the remnant ion and the scattered positron was set-up for this study. This allowed the determination of the $Q/M$ of the final state ion ($D_2^+$ or $D^+$) associated with the $e^-$ and $e^+$. 
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The voltage pulses (1.5μs; ±50V) applied to the capacitor plates on either side of the gas nozzle allow the extraction of the ions from the scattering region. The extraction was triggered upon detection of an electron of a given energy by CEM1. Pulses from CEM1 and CEM2 were processed by the CFDs and used as the start and stop signals respectively for TAC1. This was operated in a strobe mode, in which the output was
stored until a logic pulse was presented to the strobing input. This was provided by the output of CEM1 processed by two CFDs. The second CFD was used to obtain a positive output (~1μs), whose width was more finely adjusted by a delay unit. Consequently, the SCA output from TAC1 was always released after the same interval of time from the start. Otherwise, there would have been a large uncertainty in the time of emission of the SCA signal causing the time peak to be washed out. This occurs especially when two TACs are employed. With the circuit in figure 3.4, the detection of an electron of a specific kinetic energy defined a condition under which the corresponding ion was analysed. Following this, the correlated detection of an electron-ion pair was used to initiate a second measuring sequence, which was stopped by a positron. In order to accomplish this, pulses from MCPs were delayed (5μs) so that they would arrive at TAC2 after the corresponding start pulse from TAC1. During this experiment, the count rates of CEM1, CEM2 and MCPs were around 0.1, 0.7 and $10^2-10^3$ s$^{-1}$, respectively. The time-of-flight spectra obtained on MCA1 allowed the determination of the ion charge-to-mass ratio. The mass resolution of the system ($Δm<1$amu for $m=2$amu) allowed distinction between D$^+$ and D$_2^+$, no D$^+$ were detected.

Figure 3.5. A coincidence spectrum between e$^-$ - D$_2^+$ as obtained with the PPA set to detect 24.4eV electron (run time =325,641s).
Figure 3.5 shows the product ion mass spectrum obtained by the collision of 50eV positrons with deuterium with the PPA set to detect 24.4eV electron. The low counting rate in TDCS studies for positron impact ensures that dead-time of the electronics does not cause relevant distortion in coincidence spectra.

As before (§3.2), the random background was determined in each gas spectrum. Also, to take fully into account possible background underneath the ionisation signal, $C_G$, the measurements were repeated in vacuum yielding, $C_V$.

The relative triply differential ionisation cross-section is determined from the $D_2^+$ yield as follows:

$$\frac{d^3 \sigma_i^+}{d\Omega_+ d\Omega_- dE_-} \propto Y_i = \frac{1}{E_p p J_{cc}} \left( \frac{C_G - C_V}{N_+} \right),$$  \hspace{1cm} (3.3)$$

where $C_G$ and $C_V$ represent the number of electron-positron-ion coincidences recorded in gas and vacuum, respectively; $E_p = eV_{ppd}/c$ (see §2.5.1) is the energy of the electron transmitted by the spectrometer and corrects for the transport efficiency of the PPA (see §2.5.4); $p$ is the gas driving pressure and $N_+$ is the number of incident positrons detected by the MCPs during the run.

The term in brackets in Eq. 3.3 is related to the detection efficiency of the detectors as follows:

$$\frac{C_G - C_V}{N_+} \propto \frac{\varepsilon_{CEM1} \cdot \varepsilon_{CEM2} \cdot \varepsilon_{MRP}}{\varepsilon_{MRP}}.$$  \hspace{1cm} (3.4)$$

At the working potentials of CEM1 and CEM2, the typical detection efficiencies for electrons, $\varepsilon_{CEM1}$, and ions, $\varepsilon_{CEM2}$, varied little (2%) across the working voltages (Philips Components, 1991) and thus were assumed to be negligible.
Following Kővér et al. (2001), the relative triply differential cross-section measured for D₂ has been converted to an absolute scale by normalisation to the theoretical results of Fiol et al. (2001). The results are shown in figure 3.6 along with the previous data of Kővér et al. (2001), the CTMC calculations of Fiol and Olson (2002) and the quantum mechanical prediction of Fiol et al. (2001). These theories have been discussed previously in §1.4.7.

The most distinctive feature of the comparison between both sets of experimental data is their agreement and, once again, their displacement from the theory of Fiol et al. (2001) towards lower energies: the theory peaks at 16.5eV, while the experimental results rise to a maximum at around 15eV.

The fact that no D⁺ has been observed during the measurements is not a conclusive proof that dissociative ionisation simultaneous to ionisation does not occur, as the extraction may not be as efficient in collecting energetic atomic fragments. However, the observation that the energy dependence of the triply coincident D₂⁺ signal in figure
3.6 is the same as that earlier observed (Kövér et al., 2001) does exclude dissociative ionisation from being responsible for the energy shift in the electron energy distribution.

3.4. TDCS(e) for Helium and TDCS(e⁺) for Molecular Hydrogen

3.4.1 The Electronics

The electronic units employed to process the signals in these determinations are schematically indicated in figure 3.7 and they comprise a TAC, an MCA and associated pulse shaping circuitry.

Figure 3.7. A schematic illustration of the delayed coincidence timing circuit used to measure the e⁻ - e⁺ coincidences from the following reactions:

\[ e^+ (59.1eV) + He \rightarrow e^+ (\theta=0° \alpha) + e^- (\theta=0°, \beta) + He^+ \] and

\[ e^+ (50eV) + H_2 \rightarrow e^- (\theta=0° \alpha) + e^+ (\theta=0°, \beta) + H_2^+. \]
The timing sequence was initiated by a positron (or an electron), arriving at CEM1. This pulse, after being amplified by a pre-amplifier, was fed into CFD1. The timing output from CFD1 started a TAC (Ortec 567). The corresponding remnant partner (electron or positron) was detected by the MCPs. This signal was delayed by 480ns and fed to the stop of the TAC. As a result of the high-count rate of the MCPs, an inverted timing sequence was adopted to reduce the probability of pulses from CEM1 arriving during the TAC dead time. The positron-electron coincidences were collected and stored event-by-event by a PC-based MCA.

3.4.2 Experimental Method

The energy distribution for positrons or electrons after ionisation was ascertained through the PPA by adjusting the spectrometer voltage, \( V_{ppa} \). Coincidence time spectra between scattered positrons and ionised electrons were acquired both in vacuum and in gas. Examples of time spectra (with and without gas) obtained with the PPA set for the detection of 20.8eV positrons are shown in figure 3.8.

![Figure 3.8. Examples of \( e^+ - e^- \) coincidences obtained with the PPA set to detect 20.8eV positrons. (a) Raw spectrum acquired in 2 days in vacuum. (b) Sum of raw spectra with gas, \( H_2 \), for a total run-time of 5 days.

Both these spectra show a peak, which corresponds to the reference “time zero”. This peak arises from positron-gamma coincidences due to the annihilation of positrons at a
detector (Kőver and Laricchia, 1998). In gas spectra (Fig 3.8b), an additional signal occurred at a time, $t \sim 45\text{ns}$, in this case, corresponding to the $e^-\cdot e^+$ time-of-flight difference, $\Delta t = |t_e - t_+|$ (see e.g. §2.5.5). In addition, a flat background can be observed in gas-on and gas-off spectra (Fig. 3.8a and b). This is due to random coincidences between CEM1 and the MCPs.

The relative triply differential cross-section for ionisation of He and H$_2$ can be expressed in terms of experimentally determined parameters as:

$$\frac{d^3 \sigma_i^+}{d\Omega \cdot d\Omega \cdot dE_{\text{e}/-}} \alpha \frac{1}{E_{\text{e}/-} \cdot p} \left[ \frac{(C_G - C_Y)}{N_+} \right].$$

(3.5)

where $C_G$ and $C_Y$ represent the time-normalised number of the measured electron-positron coincidences in gas and vacuum, respectively; $p$ is the driving pressure of the He or H$_2$ targets, and $E_{\text{e}/-}$ is the energy for the scattered positron or ejected electron, respectively (see §2.5.1). During the measurements of the positron energy distribution, TDCS(e$^+$), the direct beam, $N_+$, could not be measured simultaneously as for the TDCS(e$^-$) (see §3.3), instead the average of the count rates of positrons detected at CEM1 for 100s before and after each run was used.

Similarly to §3.3, the expression in brackets in Eq. 3.5 can be written in terms of the detection efficiencies for the CEM, $\varepsilon_{\text{CEM1}}$, and the MCPs, $\varepsilon_{\text{MCPs}}$, in the case of TDCS(e$^+$) and TDCS(e$^-$), respectively. The energy dependence of the detection efficiency for positrons has been found to be similar to that for equivelocity electrons (Armitage, 2002). In this work, the detection efficiency for positrons has been assumed to be energy independent for positrons $\varepsilon_{\text{CEM1}}$, and electrons, $\varepsilon_{\text{MCPs}}$ across the working energy ranges, since a variation of less than 5% exists (Philips Components, 1991). Therefore no correction was introduced in Eq. 3.5.

The number of voltage values of $V_{\text{ppa}}$ was chosen as a compromise between avoiding too lengthy acquisition times and achieving a detailed spectrum with good statistics. In the case of the TDCS(e$^-$) measurements for He (§3.4.3), the total run time was around 1 month. The count rate at CEM1 was approximately $0.07\text{s}^{-1}$ and the count rate at the MCPs was of the order of $10^2\text{s}^{-1}$.
For the TDCS($e^+$) study (§3.4.4), the overall measuring time was around $10^5$s at each positron energy in the (15–24)eV region. The intensity of the incident positron beam was found to be constant (to within 2%), throughout the course of these measurements. The count rate at CEM1 was around $0.03\text{s}^{-1}$ and the count rate at the MCPs was of the order of $10^3\text{s}^{-1}$, as measured sequentially at each pass-energy (§2.5.3). The uncertainty associated with the results for the TDCS($e'^+$) comprises both statistical errors and a fluctuation of the gas pressure (typically ~1%).

### 3.4.3 TDCS($e^+$) for Helium

The following reaction has been investigated:

$$e^+ (59.1\text{eV}) + \text{He} \rightarrow e^+ (\theta=0^\circ) + e^+ (\theta=0^\circ, E.) + \text{He}^+,$$

(3.6)

as an example of an atomic target for which no energy loss through molecular excitations occurs (Arcidiacono et al., 2005a).

The triply differential cross-section, TDCS($e^+$), for He has been studied for a positron impact energy of 59.1eV in order to have the same residual kinetic energy of 34.3eV as in the case of H$_2$. Experimental data have been normalised to the theoretical values calculated by Fiol et al. (2001) for comparison.

Figure 3.9 displays the results for He along with the previous results (Kövére et al., 2001 and §3.3) and theories (Fiol et al., 2001; Fiol and Olson 2002). Again, the most striking aspect of these data is the similarity of energy dependence to that for H$_2$ and the shift towards lower energies when compared with the theory of Fiol et al. (2001).
Figure 3.9. The triply differential ionisation cross-section for a 50eV positron incident on H\textsubscript{2} (Kövér et al., 2001); b 50eV positrons incident on D\textsubscript{2} (Arcidiacono et al., 2005a); c 59.1eV positrons incident on He (Arcidiacono et al., 2005a). Full line: theory (Fiol et al., 2001), 3C. Dashed Line: theory shifted backwards by 1.6eV. Dashed dot-dot: CTMC (Fiol and Olson, 2002). Blue line: eye guide.

Summarising, the present results for He indicate as unlikely the possibility that the shift arises from an energy loss through molecular excitation simultaneous to ionisation.

3.4.4 Positron Energy Spectrum for H\textsubscript{2}: TDCS(e\textsuperscript{+})

The energy shift observed in the TDCS(e\textsuperscript{+}) (Kövér et al., 2001) was confirmed by an absolute energy calibration (§3.2). The analysis of the residual ion (§3.3) and the study with He (§3.4.3) imply that the energy balance should be provided by the energy spectrum of the scattered positron. This has been investigated by measuring it explicitly in the reaction: e\textsuperscript{-} (50eV) + H\textsubscript{2} \rightarrow e\textsuperscript{-} (\theta-0\textdegree) + e\textsuperscript{-} (\theta-0\textdegree, E\textsubscript{e}) + H\textsubscript{2}\textsuperscript{+}. The scattered positron spectrum for 50eV positron impact on H\textsubscript{2} is presented in figure 3.10. The positron spectrum has been normalised to the maximum of the electron data.
On comparing the energy distributions of the ejected electrons, TDCS(e'), and that of the scattered positrons, TDCS(e⁺), a close correspondence is observed: the TDCS(e⁺) exhibits a shift of similar magnitude (~2.5 eV) but of opposite sign in comparison to the corresponding electron spectrum, TDCS(e'), from the equal energy-sharing value, \( E_+/2 \). The fact that the measured positron spectrum is in accordance with energy conservation excludes the hypothesis that the shift arises from an energy loss to the target. The reason for the existence of this asymmetry is not self-evident and might be related to the low velocities of the light particles in the final state.

Figure 3.10. Experimental and theoretical results for the triply-differential ionisation cross-sections for • the scattered positron spectrum for \( \text{H}_2 \) for 50 eV incident positrons (Arcidiacono et al., 2005a); • the ejected electron spectrum for \( \text{H}_2 \) for 50 eV incident positrons (Köver et al., 2001); • the ejected electron spectrum for \( \text{D}_2^+ \) (Arcidiacono et al., 2005a); • the electron spectrum for 59.1 eV positrons incident on \( \text{He} \) (Arcidiacono et al., 2005a). Dashed line is the theory folded with the experimental resolutions (Fiol et al., 2001). Dash-dot-dot line is the CTMC calculation (Fiol and Olson, 2002). The blue and red solid lines are guides to the eye only.
Since Ps formation is very competitive at the low energy investigated, it has been suggested (Walters, 2005) that the Ps formation channel might strongly influence the shape of the positron and electron energy distributions by absorbing events around $E/2$. Alternatively, it is proposed that the smaller energy sharing between the departing particles could arise from a stronger post-collisional interaction between the $e^+$ and the receding ion target at this impact energy than at the higher energy of 100eV. This suggestion has been used in a recent study by the Belfast group (Shah et al., 2003). They performed measurements with 10 and 20 keV H$^+$ incident on H$_2$ and He resulting in electrons ejected with velocities comparable with those of the present study (~ $2 \times 10^6$ m/s). Interestingly, on comparison with CTMC calculations, they found a similar shift in ECC formation around 0° towards lower energies. This perhaps indicates that the long-range Coulomb interaction of the electron with the remnant positive target ion accounts for the shift, because the ejected electron might be attracted by the remaining ion target. In particular, Illescas et al. (2002) have found this post collisional effect to be more pronounced the smaller the nuclear velocity is. Although recent experimental and theoretical results (Sarkadi and Barrachina, 2005) do not support the interpretation of the Belfast group, the post-collisional effect might explain the results of Sarkadi (2003) in the fragmentation of positronium in Ps–He collisions. To reiterate the main points in §1.5 relating to this work, Sarkadi, using a CTMC approach, found that the maximum of the positron distribution in the fragmentation cross-section should drift to lower energies due to the dynamical polarisation of the projectile. This result displays a good agreement with the shape of the measured longitudinal energy distribution of the positron of Armitage et al. (2002). Moreover, Sarkadi (2003) determined the longitudinal energy distribution of the residual electrons by employing the same method and found to be shifted with respect to the peak in the positron spectra. Although this prediction still awaits experimental confirmation, it can be hypothesised that if the effect is significant in the fragmentation of Ps with the target left in a neutral state, then in the ionisation of H$_2$ with the target left in an ion state, the phenomenon would be expected to be even more manifest.

In conclusion, at present, the energy-shift effect observed by Kövér et al. (2001) and Arcidiacono et al. (2005a) is genuine and not due to doubly inelastic processes. However, it still has no clear explanation and no consistent description by quantum-mechanical theoretical treatments. Since the process is a potentially important few-body
effect, it might be a suitable testing ground for recently developed *ab initio* approaches. These might shed some light into its exact origin.

### 3.5 Summary

Several systematic investigations have been carried out to complement the work of Kövér *et al.* (2001) and resolve the main uncertainties of that study. Firstly, an absolute energy calibration has been outlined (§3.2), which has been used to check for a possible underestimation of contact potential contribution in Kövér *et al.* (2001). Good agreement has been found with the previous result. Secondly, results for the TDCS(e') for D₂ as in Kövér *et al.* (2001) have been presented (§3.3), which ruled out that occurrence of molecular dissociation together with ionisation could determine the shift. The following work on the TDCS(e') for He indicated as unlikely that molecular excitations were involved. Finally, the distribution of kinetic energies of positrons scattered in the forward direction from a H₂ target by 50eV positron impact have been measured. This conclusively confirmed the existence of an asymmetric energy sharing between e⁻ and e⁺ around $E_e/2$.

Two possible hypotheses of the observed asymmetry have been reported. One suggestion is the dominance of the Ps formation channel over ionisation at the low e⁺ impact energy of this study (Walters, 2005). The other is the presence of a long-range Coulomb interaction between the residual ion target with the e⁺ and the e⁻ after ionisation. Hence, whilst the e⁻ is pulled back towards, the e⁺ is pushed forward by the recoiling ion. This is an extension of the explanation which Shah *et al.* (2003) offered for the case of proton impact.
Chapter 4

Experimental Apparatus for Measuring Integral Cross Section for Positron Impact Ionisation of H$_2$O

4.1 Overview

The experimental apparatus used to study the ionisation of water vapour by positron impact with and without Ps formation is outlined in this chapter. A schematic diagram of the layout is given in figure 4.1. The basic system, which employed a crossed-beam geometry, has previously been described by Ashley (1996) and Kara (1999). The modifications made in order to carry out the measurements on water vapour are detailed.

As for the electrostatic apparatus described in §2.3, the slow positron beam is produced by moderating the fast $\beta^+$ particles from a $^{22}$Na source by a set of annealed W meshes, accelerating the slow particles to the desired energy and by guiding them using a magnetic field.

Most secondary electrons originating from the source-moderator assembly are removed from the positron beam by a repeller tube. A Wien filter separates the beam from the background of residual fast particles and $\gamma$-rays. This filter is followed by a retarding field analyser.

In the interaction region, the positron beam intersects a jet of the target gas emerging from a graphite nozzle. The region of beam overlap is positioned between the two parallel plates used for the extraction of ions. These are focused onto the cone of a channeltron detector by a two-element electrostatic lens system as in §2.6.

On leaving the interaction chamber, scattered and unscattered positrons are accelerated by a cylindrical electrode towards a detector at the end of the beam line. Further retarding elements are employed to bias off completely or partially the positron beam.

The various parts of the system are discussed in the following sections and include the source and moderator assembly, the ion extractor, and the various components of the beamline. Data collection procedures for water vapour studies can be found in chapter 5.
Figure 4.1. Schematic overview of the experimental set-up.
4.2 The Vacuum System

A high vacuum base-pressure of \( \approx 10^{-6} \) torr is achieved in the system by means of two diffusion pumps coupled to two rotary vane pumps. The first diffusion pump is situated under the electron repeller in the first half of the beamline. The second one is situated, just under the interaction region. The pressure is measured as described in §4.6.

A safety interlock (see also §2.2) is triggered if the backing pressure for either pump rises above \( \approx 10^{-1} \) torr or if the cooling water supply for the diffusion pumps is interrupted. In such instances, the trip mechanism cuts the power to the diffusion pumps, and to the high voltages as well as closing the magnetic valves.

4.3 Positron Beam Production

4.3.1 \( \beta^+ \) Source and Moderator

The part of the vacuum chamber containing the source-moderator has been redesigned as part of this study. It consists of two orthogonal stainless steel housings, one having the same axis as and the other perpendicular to that of the beam-line. The source and the moderator are situated at the intersection of the axes of these cylinders. A new \( ^{22}\text{Na} \) source (supplier DuPont PLC/Ltd) with an activity of 6mCi was used over the course of this study (see §2.3.1 for more details). The advantage of the new arrangement, as compared to the one used in Kara (1999), is that it not only minimises the exposure time during the procedure of insertion/removal of the source, but also allows easy replacement of the moderator. A description of the source holder can be found in Appendix IV.

The moderator consists of four or five squared layers of annealed 90% transmission W meshes with a diameter of \( \approx 18\) mm (see also §2.3). These are maintained in place via the holder shown in figure 4.2a. A section through the moderator arrangement is shown in figure 4.2b and explained in detail in Appendix IV. An earthed un-annealed grid (Fig. 4.2b) is positioned after the moderator. This is held at a positive potential, \( V_m \), to provide a longitudinal accelerating field.
In this respect, before substituting the source-moderator assembly, several tests were performed using a dummy-source to ensure that the moderator and the earthed grid would be positioned normally to the beam axis and to test for possible difficulties. The correct alignment between the moderator and the source was marked at the top of the Pb plug and the top flange for subsequent operation.
4.3.2 Retarding Field Analysis

In the present work, a simple retarding field analysis was performed using the grids (G₂) in front of the MCPs to determine the positron kinetic energy, \( E_+ \). As shown in §2.3 and §3.2, \( E_+ \) may be expressed:

\[
E_+ = eV_m + e|\varphi_+|,
\]

(4.1)

where \( V_m \) is the voltage of the W moderator and \( |\varphi_+| \) is the magnitude of the positron work function.

The retarder profile and the corresponding energy distribution for positrons with 10V applied to the moderator are displayed in figure 4.3a and b, respectively.

![Figure 4.3. a) A retarding field profile with \( V_m=10V \) and b) the corresponding \( e^+ \) beam energy distribution.](image)

In figure 4.3b, the distribution of positron energies has a full width at half maximum (FWHM) of ~1.8eV, which includes the intrinsic energy spread of the beam from the moderator and that arising from the angular distribution of positron velocities. A low energy tail of the beam profile can be observed. This may originate from the spiralling of positrons in the magnetic field and/or inelastic scattering on the surface of the moderator. The positron impact energy is generally defined by the position of the peak of the beam profile.
4.4 Positron Beam Transport and Detection System

4.4.1 Magnetic Guidance

As shown in figure 4.1, the positron beam is magnetically confined to the beam axis (x) by means of thirteen Helmholtz coils distributed along the entire length of the apparatus. The pitch angle, $\alpha$, of the positron trajectories is defined as the angle between the direction of the applied magnetic field and the emission vector of the particle. As the particle moves from a region of magnetic field $B_1$ to one of field intensity $B_2$, the pitch angle changes from $\alpha_1$ to $\alpha_2$ according to:

$$\sin\alpha_2 = \sqrt{(B_2 / B_1)} \cdot \sin \alpha_1,$$

provided that the magnetic field strength varies slowly (Kruit and Read, 1983). During the ionisation measurements, the intensity of the magnetic field was approximately uniform and varied slightly from approximately 110 Gauss at the source end to about 80 Gauss near the interaction region and to 107 Gauss at the end of the beam line. The slight increase in the magnetic field after the interaction region aids the transport of scattered positrons reaching the positron detectors. The optimisation process was helped by the insertion of an aperture on a manipulator arm, as described later in § 4.5.

4.4.2 Components

A drawback in using a mesh moderator is that many fast $\beta^+$ particles are transmitted into the transported beam. The use of collimators (two stainless steel plugs and one lead plug), shown previously in figure 4.1, partially accomplishes the removal of fast particles, $\gamma$-rays and secondary electrons. These secondary electrons are released when fast particles strike the surrounding surfaces in the vacuum chamber.

A cylindrical electrode, $R$, repels secondary electrons. $R$ was typically held at a voltage of $\sim -100V$ (Fig. 4.4).
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This element is followed by a widely used trochoidal velocity selector (e.g. Mills, 1980), also named Wien filter, which is shown schematically in figure 4.5.

\[ d = \left( \frac{E \times B}{B^2} \right) \left( \frac{L}{v_x} \right), \]  

(4.3)
where $L$ is the length of the plates and $v_x$ the initial velocity of the particle along $B$. Since the deflection of the beam is proportional to $v_x^{-1}$ and therefore to $E_{+}^{-1/2}$, the plates were held at equal and opposite voltages of approximately $2\sqrt{V_{m}}$ in magnitude. Consequently, during the measurements, the positron beam moved in a region of zero potential and acquired no additional kinetic energy during the traversal of the plates.

A lead collimator (10mm internal diameter) placed at the exit of the velocity selector allows only the passage of positrons with selected velocities and provides a shield from $\gamma$-rays originating from $\beta^+$ annihilating along their path.

A cylindrical retarding field analyser (RFA), positioned coaxially with the positron beam, follows the lead collimator. In this work, the RFA was only used to bias off the incident positron beam during background measurements (§5.2). The RFA is illustrated schematically in figure 4.6.

![Figure 4.6. Schematic diagram of the cylindrical retarding field analyser (Ashley, 1996).](image)

The length of the RFA ensures that the application of a voltage to its inner cylinder produces a constant potential at its centre, equal to the applied voltage, decreasing to zero at either end of the RFA due to a sequence of brass rings, interlayered with PTFE spacers, and connected by 220kΩ resistors (total resistance 11.4MΩ). The main purpose of this arrangement is to prevent divergent electric fields at the extremities of the RFA and to avoid problems typically associated with analyser grids (such as attenuation and emission of secondary electrons).
Immediately after the RFA, the beam enters the interaction chamber. Major details about the chamber, the target gas supply and the ion extraction system can be found in the following sections (§4.5-4.6).

In the remaining section of the apparatus, there are three cylindrical electrodes to accelerate/decelerate the scattered and unscattered positrons leaving the interaction chamber. The first, $R_0$, and the second, $R_1$, electrodes are grounded to prevent the potential on $R_2$, $-530\text{V}$, from disturbing the field at the interaction region.

At the end of the flight path, a multi-channel plate array (MCPs, model no. G25-25DT/13 from Philips) is situated to detect both scattered and unscattered positrons. For further details about its configuration, see §2.5.2. Figure 4.7 shows two stages during the assembly of the detector.

![Figure 4.7. Pictures during different stages of the MCPs assembly.](image)

As illustrated in figure 4.1, a retarding assembly is situated in front of the MCPs. This consists of 90% transmission W grids mounted onto separate Al rings (Fig. 4.7, on the right). The first grid, $G_1$, is permanently grounded in order to avoid possible perturbation from the detector electrostatic field (Ashley, 1996). Secondary electrons that are produced from positron impact on this grid cannot travel back towards the interaction region because of the negative potential on $R_2$. The two following grids, $G_2$, are connected together and grounded, except during measurements of the beam background and of the ion background. The value of the retarding potential set for each of these background measurements is discussed fully in §5.2. The last grid, $G_3$, is held at approximately $-100\text{V}$ with respect to the potential on the front of the MCPs in order to repel back any secondary electron released from its surface. The pulses obtained
from the MCP screen (see §2.5.2) feed into the external electronics, which are described in the following chapter.

### 4.5 Interaction Region

Figure 4.8 displays a top-view of the interaction region where the positron beam intersects the target gas jet, which emerges from the nozzle entering the top flange centrally.

![Figure 4.8. Top-view of the scattering region before coating with graphite.](image)

This interaction chamber is made from a machined Al block (152mm³ in volume) and is entirely coated with graphite in order to reduce the emission of secondary electrons.

![Figure 4.9. Aperture on a linear manipulator employed during the beam alignment.](image)
The alignment of the beam with respect to the gas jet can be performed by using an aperture on a linear manipulator arm (figure 4.9). One 6.5mm diameter aperture positioned 30mm before the scattering region can be inserted by manually guiding the manipulator arm to locate the beam. As this aperture might restrict the maximum angle at which particles can scatter and still be detected, it is removed before the start of each run.

4.6 System for Purification of Water and Target Gas Jet

Although capillary arrays produce significantly more collimated beams than a single tube or a walled orifice (Angel and Giles, 1972; Brinkmann and Trajmar, 1981), a graphite nozzle (1mm diameter, 10mm length) was preferred in this study to avoid problems of condensation of water vapour on the gas outlet. As in previous works (e.g. Rudd et al., 1985; Saglam and Aktekin, 1990), distilled water is purified from the residual gases by a freeze-pump-thaw method. The system built for the purification of water consists of a reservoir of water on a stainless steel piping interconnected with the appropriate Swagelock fittings and manual valves, as shown in Figure 4.10. Either side of the reservoir a tap is present in the water vapour line; these taps are used to halt the flow of water vapour to the pump or the chamber. Flushing of the gas line is performed by a backing pump (Edwards E2M-18) and the pressure is monitored by a pirani gauge. The magnetic valve feedback allows the adjustment of the gas flow, which is read by a capacitance manometer. A manual valve (not shown in the figure) allows the vacuum chamber to be isolated from this gas line from water vapour.
The purification procedure occurs as follows. Firstly, the water in the reservoir is frozen by liquid nitrogen while air (mainly N\textsubscript{2} and O\textsubscript{2}) and other gases are pumped away for ~20min (tap 2 and manual valve open). Afterwards, the pump is valved off and the water warmed up to drive out any remaining dissolved gas. This operation is repeated twice. Finally, the purity of the water vapour is checked through time-of-flight mass-spectroscopy (TOF-MS) as described in §5.2.1.

The sample gases were introduced into the middle of the interaction region through a needle valve (for the test measurements with Ar) or through a leak valve (for the measurements of H\textsubscript{2}O). The manual valve, preceding the vacuum chamber, was kept fully open during the measurements and closed during its evacuation. The driving pressure could be measured using an MKS 127A baratron capacitance manometer (calibrated to measure pressures in the range 0-10torr). During each run, this was monitored and its output was recorded on a PC every 30s. Moreover, before and after each measurement, the driving pressure could also be checked by an ionisation gauge (AIG17P, Caburn), which was connected to one arm on one side of the interaction chamber.
The pressure in the interaction chamber was kept ~1.1·10^5 mbar in order to prevent multiple scattering. The incident positron beam was attenuated by less than 1% at this value of the gas pressure.

4.7 Ion Extractor

4.7.1 Design
The ion extractor (Kara, 1999 and references therein), shown in figure 4.1, is similar to the one described in §2.6. Suitable potentials are applied to the two parallel square 30mm electrodes, which are placed equidistant, at 10mm from the centre of the collisional region. This creates an electric field transverse to the beam axis, which deflects ions onto a central hole (20mm diameter) on the negative plate. This latter plate is covered with 90% transmission W mesh to ensure uniformity of the electric field. Again, as in §2.6, the focusing of the ions is achieved by using a two-element electrostatic lens with 20mm internal diameter (Harting and Read, 1976). The first element is electrically connected to the plate electrode (L1, 40mm length) of the ion extractor. The advantage of the second element (L2, 35mm length) is that ions entering with widely divergent trajectories are focused onto the active area of the detector (see §4.7.2). The detector is a channel electron multiplier (CEM, Philips type X951BL). Its axis is slightly offset from the extraction cylinder axis by ~1.5mm in order to ensure that the ions hit the cone and release secondary electrons with high efficiency: otherwise, a loss of ion signal would occur. The lenses and the detector are housed inside an earthed Al cylinder to shield the detector from pick-up.

Typically, in this work the front cone of the CEM was held at −3,000V and the back of the CEM was held at +100V. A 95% transmission Cu grid, in front of the CEM was held at −3,150V. For further details about the CEM, see §2.5.3 and §2.6.

4.7.2 Simulated Performance of the Ion Extractor
Figure 4.11 shows the results of a simulation performed using Simion 7. This demonstrates the focusing properties of the ion extractor for H_2O^- ions created within the line-of-sight of its aperture at the working voltages (Setting IV in table 4.1). For simplicity, only ions originating along the axis of the e^+ beam in steps of 1mm are shown.
More detailed simulations have been carried out to determine the relative ion extraction efficiency for the ion fragment (H\(^+\)). These simulations and the accompanying analysis are described in this subsection and in the following one, §4.7.3. Another feature that has been investigated is the ion time-of-flight (TOF), which is the time taken for an ion to travel from its formation point in the interaction region to the channeltron. The TOF depends upon various factors: the ion charge-to-mass ratio (Q/M), its initial velocity and the magnitude of the potential applied to the ion-extractor. Simulations of the ion flight trajectories have also aided the experiment by predicting the TOF for various ion products in the dissociative and non-dissociative
ionisation of water. For these simulations, an interaction region has been defined by the overlap of the gas jet, diverging at most 60° from the nozzle (Kövéry, 2005), and the positron beam having a diameter of 8mm (Kara, 1999). From consideration of symmetry, it was enough to consider half of this overlap for the simulations. As a good approximation, ions were considered to start from points in this volume, which was divided into segments 33mm≤x≤40mm and 11mm≤z≤19mm, for y fixed each time at a value between 36mm and 44mm in steps of ~1mm. By assuming an isotropic distribution of the thermal ions, both the azimuthal, ϕ, and polar, θ, angles are stepped in regular intervals Δϕ, Δθ<90° over 360° and 180°, respectively.

Several voltage settings of the ion extractor have been studied through simulations to obtain the best time and spatial focusing of ions of a given Q/M. These settings are detailed in Table 4.1. For each of them, the TOF distributions as a function of the initial spatial coordinates of the thermal ions and the correspondent TOF histogram have been determined. This is illustrated in figure 4.12 in the case of H⁺ with voltage setting IV. Table 4.2 summarises for each setting the maximum variation in percentage of the simulated TOF along each axis (ΔTOF/TOF_max, with c=x, y or z), the mean TOF value (⟨TOF⟩) and the extraction efficiency (ε). This last quantity is obtained by dividing the number of ions hitting the CEM, N, over the total number of flying ions, N₀. No measurements with water exist as a comparison for these computations apart from those performed with setting IV and VI.

<table>
<thead>
<tr>
<th>Settings</th>
<th>V_L1</th>
<th>V_L2</th>
<th>V_G</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>+150</td>
<td>-530</td>
<td>-3,150</td>
</tr>
<tr>
<td>II</td>
<td>+100</td>
<td>-530</td>
<td>-3,150</td>
</tr>
<tr>
<td>III</td>
<td>+50</td>
<td>-530</td>
<td>-3,150</td>
</tr>
<tr>
<td>IV</td>
<td>+17.2</td>
<td>-530</td>
<td>-3,150</td>
</tr>
<tr>
<td>V</td>
<td>+100</td>
<td>-200</td>
<td>-2,700</td>
</tr>
<tr>
<td>VI</td>
<td>+1</td>
<td>-530</td>
<td>-3,150</td>
</tr>
</tbody>
</table>

Table 4.1. Voltage settings employed for the ion extractor. The units are in Volts.
Figure 4.12. a) TOF dependence along x, b) TOF dependence along y, c) TOF dependence along z, d) TOF histogram for thermal H$^+$ relative to voltage setting IV.
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Table 4.2. The maximum variation of TOF along each axis (ΔTOF/TOF_{max}) with c=x, y or z), the mean TOF value (<TOF>) and extraction efficiencies (ε) for H2O\(^+\) and H\(^+\). All ions have been considered to have thermal energies.

<table>
<thead>
<tr>
<th>Settings</th>
<th>ION</th>
<th>ΔTOF_x</th>
<th>ΔTOF_y</th>
<th>ΔTOF_z</th>
<th>&lt;TOF&gt; (µs)</th>
<th>ε = N/N_0</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>H_2O(^+)</td>
<td>10%</td>
<td>10%</td>
<td>10%</td>
<td>1.98</td>
<td>17%</td>
</tr>
<tr>
<td></td>
<td>OH(^-)</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>1.92</td>
<td>15%</td>
</tr>
<tr>
<td></td>
<td>H(^+)</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>0.44</td>
<td>14%</td>
</tr>
<tr>
<td>II</td>
<td>H_2O(^+)</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>2.3</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>OH(^-)</td>
<td>14%</td>
<td>14%</td>
<td>14%</td>
<td>2.2</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>H(^+)</td>
<td>16%</td>
<td>16%</td>
<td>16%</td>
<td>0.54</td>
<td>14%</td>
</tr>
<tr>
<td>III</td>
<td>H_2O(^+)</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>2.9</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>OH(^-)</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>2.9</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>H(^+)</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>0.70</td>
<td>14%</td>
</tr>
<tr>
<td>IV</td>
<td>H_2O(^+)</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>3.53</td>
<td>16%</td>
</tr>
<tr>
<td></td>
<td>OH(^-)</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>3.43</td>
<td>16%</td>
</tr>
<tr>
<td></td>
<td>H(^+)</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>0.83</td>
<td>16%</td>
</tr>
<tr>
<td>V</td>
<td>H_2O(^+)</td>
<td>16%</td>
<td>16%</td>
<td>16%</td>
<td>2.56</td>
<td>11%</td>
</tr>
<tr>
<td></td>
<td>OH(^-)</td>
<td>16%</td>
<td>16%</td>
<td>16%</td>
<td>2.5</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>H(^+)</td>
<td>15%</td>
<td>15%</td>
<td>15%</td>
<td>0.62</td>
<td>15%</td>
</tr>
<tr>
<td>VI</td>
<td>H_2O(^+)</td>
<td>45%</td>
<td>45%</td>
<td>45%</td>
<td>15</td>
<td>9%</td>
</tr>
<tr>
<td></td>
<td>OH(^-)</td>
<td>47%</td>
<td>47%</td>
<td>47%</td>
<td>14</td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td>H(^+)</td>
<td>51%</td>
<td>51%</td>
<td>51%</td>
<td>3.63</td>
<td>11%</td>
</tr>
</tbody>
</table>

In figure 4.12a, it can be observed that the maximum variation in the TOF increases with the distance from the axis of the extractor, i.e., for 36≤x<40. However, at the edge of the region of overlap 33≤x<35 the relative ΔTOF\(_x\) diminishes because of the asymmetric overlap. Figure 4.12b illustrates a symmetrical TOF distribution with respect to the axis of the positron beam (y=40) due to the symmetrical geometry of the overlap. Figure 4.12c shows that the ions that start flying close to the positive plate (11≤z<15) arrive earlier than the ions created in the proximity of the negative plate.
(15<z<18) because of the enhanced acceleration experienced along their path between the extraction plates.

The most recurrent TOF and overall spread in the TOF could be inferred from histograms such as that in figure 4.12d. To consider the non-uniform target density, a gaussian distribution (Brinkmann and Trajmar, 1981) has been considered, which introduced in the histogram a variation in the TOF frequency of less than 10% and therefore was neglected.

As can be inferred from Table 4.2, the best time focusing is obtained at higher extraction voltages. The extraction efficiency tends to decrease at low extractor voltages but only by a few percent. None of these settings allows a resolving power large enough to distinguish OH⁺ from H₂O⁺. The voltage settings used in this work (Setting IV) allowed a good time and spatial focusing, whilst minimising pick-up noise on the signal line from the pulsed extraction voltages.

### 4.7.3 Extraction Efficiency

The partial cross-section for the production of H⁺ from the ionising dissociation of water (§5.2.1) has to be corrected for the extraction efficiency of the system, because unlike the parent ions, H₂O⁺, which have mostly thermal energies, the lightest fragment ions, H⁺, have energies ranging from thermal to some eVs. These high kinetic energy fragments are collected less efficiently than the thermal ones (Maerk and Dunn, 1985).

The probability of extracting thermal H⁺ ions, ε, has been investigated from simulations with Simion 7 in the previous sub-section (§4.7.2). However, ε has also been determined for H⁺ as a function of energy from thermal to 7eV. Figure 4.13 shows the probability of extracting fragments, H⁺, of a certain kinetic energy, K, with the working potentials (Setting IV). This probability has been convoluted with the kinetic energy distribution for protons dissociating from water (Fig. 4.14, Cordaro et al., 1986), to find the probability of extracting H⁺ with a given K (Figure 4.15).
Figure 4.13. Probability of extracting fragments, $H^+$, of a certain kinetic energy, $K$, with the present ion extractor and working potentials (Setting IV).

Figure 4.14. Kinetic energy distribution for proton dissociation from water (Cordaro et al., 1986).
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Figure 4.15. Probability of extracting ions of a certain kinetic energy, K.

The area underneath this last curve (Fig. 4.15) represents the overall extraction efficiency (~8.5%) for H⁺.

The mass dependence of the ion detection efficiency, according to Fields et al. (1977), is approximately constant and close to 50% for both H⁺ and H₂O⁺ at the working voltages in this study, therefore no further correction was necessary.

4.8 Energy Dependence of Positron Detection Efficiency

The efficiency of the MCPs, ε_MCP, varies with the mass and the velocity of the incident particle. As will be shown in §5.2.2, the total ion yield should be corrected for the energy dependence of the positron detection efficiency, ε_MCP, which has been determined as follows. The potential difference across the plates, namely front and back, was fixed throughout this study in order to keep the secondary electron gain constant. Initially 15eV positrons are accelerated by ~250V applied to the front. The velocity of the positrons incident upon the MCPs was then varied by changing the potential on the front of the detector, V_F (range from 202 to 1220V), and keeping V_m constant. The number of incident positrons was measured for 10 seconds.

Figure 4.16 shows a linear fit of the relative intensity of incident positrons versus the impact energy.
Figure 4.16. The energy dependence of the positron detection efficiency.

The energy dependence of the relative positron detection efficiency, $\varepsilon_{MCP}$, was determined as follows:

$$\varepsilon_{MCP}(E) = (1.033(\pm 0.008) - 0.00013(\pm 1 \cdot 10^{-5}) \cdot E), \quad (4.4)$$

where the positron impact energy on the plate is $E = eV_i = e(V_m + |V_F|)$.

As the incident energy increases across the working energy range, the MCP efficiency decreases with a maximum variation of $\approx 13\%$.

Finally, the number of positrons detected by the MCPs, $N_\varepsilon$, was corrected for this factor in Eq. 5.7 according to:

$$N_{\varepsilon}^{true} = N_\varepsilon / \varepsilon_{MCP}(E). \quad (4.5)$$

4.9 Summary

In this chapter, the main components of the experimental system used throughout the measurement of the integral cross sections for positron impact ionisation of H₂O have been described. This includes the discussion of the source and moderator configuration, the vacuum system, the positron beam transport, the positron and ion detection system.
The extraction efficiency for ions of different $Q/M$ and the same initial velocities has been obtained by performing ion simulations. The energy dependence of the MCP efficiency for positrons has also been presented.
Chapter 5

Positron Impact Ionisation of Water Molecules

5.1 Overview

Water has a particular significance among polyatomic molecules. It is the third most abundant molecule in the Universe (e.g. Bernath, 2002); it is the principal molecule in comets and is present in the atmospheres of Venus, Mars, giant planets and even in the solar atmosphere (Wallace et al., 1995). Water is the most important greenhouse gas (Taylor, 2002). From a biological point of view, water is the principal component of living cells. Hence, it becomes clear why understanding the complex interactions involved when a water molecule is ionised by electron (ionisation) or positron (ionisation or capture process) impact is important and represents a great challenge for various domains of science (e.g. see the recent review by Itikawa and Mason, 2005).

The main non-dissociative ionisation channels for positron-water collision are expressed by the following reactions:

- \( \text{Ps formation: } e^+ + H_2O \rightarrow Ps + H_2O^+ \) \( (E_{Ps} = 5.8eV) \) (5.1)

- \( \text{Direct ionisation: } e^+ + H_2O \rightarrow H_2O^+ + e^- + z \) \( (l=1.6eV \text{ for } z=1) \) (5.2)

- \( \text{Annihilation: } e^+ + H_2O \rightarrow 2\gamma + H_2O^+ \) \( \text{(exothermic)} \) (5.3)

where threshold energies are indicated between brackets.

The total single ionisation cross-section (§1.4.7) for \( e^+ \) incident on an atom/molecule is given by:

\[
\sigma_i^+ = \sigma_{Ps} + \sigma_{i^+} + \sum HO,
\]  (5.4)
where $\sigma_{Ps}$ is the Ps formation cross-section, $\sigma_i^+$ is the direct single ionisation cross-section ($x=1$ in formula 5.2) and $\sum HO$ is the sum over all higher order processes contributing to ionisation (e.g. multiple ionisation, annihilation) (e.g. Rapp et al., 1965; Laricchia and Moxom, 1993). The total ionisation cross-section for the creation of $\text{H}_2\text{O}^+$ stems mostly from Ps formation (5.1) and direct ionisation (5.2) since $\sum HO$ is considered to be relatively small. In particular, annihilation is considered to give generally a negligible contribution to the total ionisation cross-section (Van Reeth et al., 2005). The $\sigma_{Ps}$ can be extracted from the relation (5.4) by measuring $\sigma_i^+$ and $\sigma_i^+$, independently. This has been proved to be a useful and widely employed technique (e.g. Laricchia et al., 2002 and references therein).

An extensive study has been carried out to determine for the first time both integral and differential single ionisation cross-sections for the interaction of positrons with the water molecule. The (dissociative and non-dissociative) ionisation cross-sections ($\sigma_p^+$, $\sigma_i^+$ and $\sigma_i^+$) have been measured from the threshold up to around 1keV (Pešić et al., 2004, Arcidiacono et al., 2005b, 2007). Moreover, using the technique afore mentioned, $\sigma_{Ps}$ has also been extracted (Murtagh et al., 2006; Arcidiacono et al. 2007). Prior to investigating the positron impact ionisation of water, measurements of $\sigma_i^+$ and $\sigma_i^+$ for Ar were performed to ensure the correct performance of the system. Measurements of $\sigma_i^+$ have been carried out using two techniques: DC and pulsed extraction. In both cases, an electric field was applied across the interaction region and positron-ion coincidences were recorded. The $\sigma_i^+$ has only been determined using the DC extraction method. To investigate further the ionisation of water by positron impact, the energy spectra of positrons scattered in the forward direction $\sim 0^\circ$ (see §2.5) following ionisation in $e^+(100eV)$–$\text{H}_2\text{O}$ collisions have been measured in a coincidence experiment (Arcidiacono et al., 2006). Branching ratios for $\text{OH}^+$/H$_2\text{O}^+$ and H$^+$/H$_2\text{O}^+$ have also been determined.

In the following sections, the techniques used to collect data for the integral and doubly differential ionisation cross-sections are described. Final results are presented and compared with other data where available.
5.2 Integral Ionisation Cross-Sections

5.2.1 Direct Ionisation Cross-Section: Methods

Two operating modes were applied to determine the single direct ionisation cross-section: a pulsed (e.g. Fromme et al., 1986; Knudsen et al., 1990) and a continuous ion extraction (e.g. Laricchia et al., 1993). Both approaches are based upon the extraction and detection of the ion in time correlation with the scattered projectile. This allows higher signal-to-background levels than in the single counting method and also allows identification of the final state ion.

**Pulsed extraction**

A schematic illustration of the timing electronics and the ion detection sequence employed with pulsed extraction is displayed in figure 5.1. The ion extraction was triggered by the detection of a positron at the end of the beamline. A weak electrostatic field (±50V/m at the plates) pointing away from the ion detector was permanently applied across the interaction region to avoid lingering of ions. This, while perturbing the incident positron beam negligibly, reduced effectively the ion lifetime, $\tau$, and the contribution to the gross signal due to random coincidences. The positron signal, as obtained by the MCPs, was amplified by a preamplifier, PA, and passed through the constant-fraction discriminator, CFD2 (Ortec 584). The resulting pulse was inverted and widened using a pulse stretcher to obtain a positive square pulse, 1.5μs in width. For the test measurement with Ar, the pulse was stretched to 4μs to account for the larger mass of argon and thus its longer lifetime in the interaction region. The output of the stretcher initiated an ion extraction pulser that served to apply voltage pulses ($V_{L1}=+17V$ and $V_{L1}=-48V$, see also §4.7.2) to the two extraction electrodes.
Figure 5.1. Schematic diagram illustrating the timing electronics for the direct ionisation cross-section measurements.
The signal from the ion detector was fed to a PA and then into a CFD1 (Ortec 584). This was connected to the start input of a time-to-amplitude converter (TAC, model Ortec 567). The positron signal from the MCPs was delayed and fed into the stop input of the TAC. This inverted timing sequence was employed in order to reduce the acquisition dead time as, during the measurements, the count rate at the MCPs was \(~200-7,000\) s\(^{-1}\), and at the CEM was less than \(2\) s\(^{-1}\). The TAC output was fed directly into a multichannel analyser (MCA) to record the positron-ion coincidences. The SCA output from CFD1 was fed into a multichannel scaler (MCS) to record the number of positrons. Data were collected in several runs consisting of repeated passes of the MCS and MCA. This was done synchronously as a batch mode operated on the MCA. The energy of the beam was set using a PC-controlled digital-analog converter (PMD-1208LS) that ramped the voltage of the moderator power supply \((V_m)\). As \(V_m\) was ramped, the voltages to the Wien Filter and to the analyser grids \(G_2\) (only for the background measurements) were varied synchronously. At the end of each pass, the ramp was automatically reset to zero, thus re-initiating another sweep. In this way, the number of ions could be measured as a function of the incident beam energy for every pass of the MCS. The collection of data in multiple sweeps minimises possible effects of instrumental drift and gas pressure fluctuations.

Figure 5.2 presents a typical TOF spectrum originating from a 98.3eV positron-H\(_2\)O ionising collision. Each peak in the spectrum corresponds to ions of the same charge-to-mass-ratio \((Q/M)\); in this case, peaks corresponding to H\(_2\)O\(^+\) and H\(^+\) ions are discernible. However, the mass resolving power of the detection system was poor for H\(_2\)O\(^+\) \((\Delta m \sim 4\) a.m.u\.), which prevented the separation of H\(_2\)O\(^+\) from OH\(^+\), and O\(^+\), whereas H\(^+\) could have been resolved from H\(_2\)^{+} \((\Delta m \sim 0.25\) a.m.u\.); this latter was not observed. Since the probabilities for formation of O\(^+\) or H\(_2\)^{+} by electron impact are two order of magnitude less than for the production of H\(_2\)O\(^+\), OH\(^+\) and H\(^+\) (Itikawa and Mason, 2005), we were led to the conclusion that, within this experimental resolution, we could limit ourselves to considering only the cross-sections for the production of H\(_2\)O\(^+\), OH\(^+\) and H\(^+\).
Figure 5.2. Time-of-flight spectrum of ions produced in water due to impact of 98.3eV positrons.

The background contribution to the ionisation signal originates from ions created during Ps formation or ionisation by the remaining fast particles in the beam. This was measured by employing a retarder (G₂, see §4.4.2) to prevent detection of positrons that have lost energy via ionisation (as in Kara et al., 1997). Hence, the retarding potential \( V_{\text{ret}} \) applied to G₂ was given by:

\[
eV_{\text{ret}} = \alpha e V_m - I + \delta E,
\]

where \( 1/\alpha \) is the energy resolution of the analyser grids, \( I \) is the ionisation energy and \( \delta E \) is the maximum energy spread of the beam (see §2.3).

The value for \( \alpha \) was measured to be 1.009 (±0.001). Hence, to bias-off the positron beam, the voltage that it was necessary to apply to G₂ (cut-off voltage) was approximately \( V_m + 2V \) at low energies (≈10eV), and \( V_m + 9V \) at high energies (≈1keV).
The beam background consisted mainly of fast particles passing through the Wien filter and was measured in vacuum with a potential of $V_m + 9V$ applied to $G_2$. However, since the attenuation of the beam in gas was less than 1%, the measurements of the beam signal and background in gas were preferentially performed in gas rather than in vacuum as they could be monitored at the same time as the ions.

The ion yield, $Y_i$ at a given energy, is calculated as follows:

$$Y_i = \frac{N_i(0)/p_0 - bN_i(V_{ret})/p_{ret}}{N_+(0) - N_+(V_m + 9V)}, \quad (5.6)$$

where $N_i$ and $N_+$ are the rates of $e^+$ - ion coincidences and $e^+$, respectively; the bracketed terms indicate the value of the potential applied to $G_2$ for the signal or background measurements. $p_0$ and $p_{ret}$ represent the target gas driving pressure during the two measurements and $b$ is the ratio between $N_+$ measured with 0V and $V_{ret}$ applied to $G_2$, with gas added to the interaction region, i.e.

$$b = \frac{N_+(0)}{N_+(V_{ret})}. \quad (5.7)$$

This term corrects for the underestimation of the measured background due to the decreased frequency with which the ion extraction is triggered.

To reduce the effects of possible drifts, the gross signal and background passes were alternated by switching the potential applied to $G_2$ between 0V and $V_{ret}$. The first MCS measurement was usually repeated after each pass to allow capacitance effects to dissipate (~1min). At the beginning and end of each run, the incident positron beam intensity, $N_+$, was also measured in vacuum as a function of the incident energy using the MCS.

The measured ion yield depends on the detection efficiency of the CEM, $\varepsilon_{CEM}$, as $Y_i \propto \varepsilon_{CEM} \sigma_i^+$. However, the detection efficiencies relative to H$_2$O$^+$, OH$^+$ and H$^+$ ions are constant across the energies investigated (Fields et al., 1977) and thus no further correction is required in Eq. 5.6.

A plot of the variation of the positron beam intensity with energy during a gas run is shown in figure 5.3. The curve varies smoothly up to 100eV but a significant drop in
the positron count rate of up to 40% can be observed at the highest energy. Although it was not possible to improve substantially the $e^+$ beam transport at these energies, the ion yields measured with different beam tuning were found to be consistent.

![Figure 5.3. Energy dependence of the $e^+$ beam intensity during a gas run.](image)

**Continuous extraction**

For continuous extraction, ions are collected by applying a sufficiently low DC voltage to the plates such that perturbations on the positron trajectories are negligible across the energy range studied. Two different voltages ($\pm 0.5\,\text{V}$ and $\pm 1\,\text{V}$) have been used in order to check for possible systematic effects. Ion-positron time-reversed coincidences were also recorded in this extraction mode. The electronics used were identical to figure 5.1, apart from the removal of the induced extraction system upon positron detection. One of the benefits of DC extraction is that residual ions are continuously pulled out from the collision region, and, as a result, random coincidences are separated from the true signal. This means that a random coincidence will occur on a flat region of the spectrum, whereas the signal will appear in the ionisation peak.

The background, which arises mostly from fast particle contributions, was measured by biasing off the beam by applying $V_{RFA} = V_m + 9\,\text{V}$ to the retarding field analyser. The yield may be expressed as follows:
\[ Y_i = \frac{N_i(0)/p_0 - N_i(V_m + 9V)/p_{RFA}}{N_+(0) - N_+(V_m + 9V)}, \tag{5.8} \]

where \( N_i \) and \( N_+ \) are the same as in equation (5.6); the bracketed values indicate the voltage applied to the RFA in the run; \( p_0 \) and \( p_{RFA} \) represent the target gas driving pressure during the two measurements.

### 5.2.2 Total Ionisation Cross-Section: Experimental Methods

The total ionisation cross-section has also been determined using two techniques: pulsed and DC extraction. The pulsed technique was applied for the test measurements of ionisation cross-section for Ar and for the preliminary ionisation studies of H\(_2\)O.

**Pulsed extraction**

For pulsed extraction, the ion extraction field was pulsed randomly and the positron beam was stopped while the ion extraction field was on, in order to avoid the perturbing effect of the extraction field on the traversing positrons. A schematic illustration of the beam chopping and random ion extraction is shown in figure 5.4. A schematic representation of the pulses applied to the ion extractor and the Wien filter is shown in figure 5.5.
Figure 5.4. Schematic illustration of the random ion extraction circuit employed for the measurement of the total ionisation cross-section of water vapour.
The entire timing sequence was driven by a homemade variable-frequency signal generator (1kHz), whose TTL output was delayed and stretched to 5μs using a gate & delay generator (Ortec 416A). The pulse was fed from here into another pulser that supplied the positive and negative pulses needed for the ion extraction (5μs; ±100V). The signal generator also fed a pulse widener, which was used to stretch the incoming pulse to 10μs in width. This pulse was then presented to the blocking input of an electronic device, hereafter referred to as the chopper, which acts as a switch that, in response to the blocking pulse, earths the two plates of the Wien filter stopping the passage of positrons. A 1μs delay between the pulses to the chopper and the extractor ensured that all positrons had passed the interaction region prior the ion extraction.
test of the chopping procedure is presented in Appendix V. Coincidences between the timing output from the ion signal and the delayed pulse from the signal generator were established and counted on a MCS. These were also monitored on a MCA.

**DC extraction**

The second technique is based on having low DC voltages applied to the plates, as in §5.2.1. The relevant electronics are shown in figure 5.6. Coincidences between the ion signal and its delayed pulse were retained so that the ion count rate could also be monitored by the MCA.

---

**Figure 5.6.** A schematic illustration of the continuous ion extraction circuit employed for the measurement of the total ionisation cross-section of water vapour.
Similarly to the procedure described in §5.2.1, in both the pulsed and DC techniques for measuring total ionisation, \( V_m \) was ramped. For each value of \( V_m \), the rate of events, \( N_{ion}(V_m) \), was acquired simultaneously by a MCS and a MCA.

The fast particle contribution to the ion signal was measured, as described in §5.2.1, by biasing-off the e\(^+\) beam using the RFA (\( V_{RFA}=V_m+9V \)). Before and after each run, the number of positrons was recorded by the MCS for both \( V_{RFA}=0 \) and \( V_m+9V \) for each value of \( V_m \).

The total ionisation cross-section, \( \sigma_i^+ \), is directly proportional to the total ion yield, \( Y_t \) . This is calculated at a given energy as:

\[
Y_t = \frac{N_{ion}(0)}{p_0} - \frac{B_{ion}(V_m + 9V)}{p_{RFA}} \frac{N_+}{(N_+ - B_+ (V_m + 9V))},
\]

where \( N_{ion} \) and \( N_+ \) refer to the ion and incident beam rates, respectively; \( B_{ion} \) and \( B_+ \) are their associated backgrounds; \( p_0 \) and \( p_{RFA} \) are the target gas driving pressure during the ion signal and background measurements, respectively. The terms in brackets refer to the potential applied to the RFA during the run.

As in §5.2.1, the total ion yield is related to the relative cross-section according to:

\[
Y_t \propto \frac{\varepsilon_{EM}}{\varepsilon_{MKP}} \cdot \sigma_i^+.
\]

The energy dependence of \( \varepsilon_{MCP} \) for positrons was measured and corrected for. This is reported in §4.8.

### 5.2.3 Normalisation

Since the target areal density (i.e. \( n_l \)), the beam transport and detection efficiencies were unknown, the absolute total and direct ionisation cross-sections for positron, \( \sigma_i^+ \) and \( \sigma_i^+ \), have been obtained by normalising their relative ion-yields, \( Y_i \) and \( Y_t \) to the ionisation cross-sections for electron impact, \( \sigma_i^+(e^-) \), at high energies, as was done for the noble gases (Laricchia et al., 2002). The normalisation method relies on the fact that, as expressed by the first Born approximation, at sufficiently high impact energies
the cross-sections for both projectiles merge. In fact, the energy region where the
normalisation is performed is where the ionisation cross-sections for the two projectiles
display a similar energy dependence (Van Reeth et al., 2002). To allow a direct
comparison with the present data, $\sigma^+_i(e^-)$ has been taken as the sum of the partial
ionisation cross-sections for H$_2$O$^+$ and OH$^+$ for electron impact. These are known with
an accuracy of 6% and 7%, respectively (Itikawa and Mason, 2005).

For electron-water collisions, the main process contributing to the total ionisation
cross-section is single ionisation, with double-ionisation processes contributing
negligibly. For example, O$^{++}$ contributes less than 0.1% at 1kV (Itikawa and Mason,
2005). No doubly ionised atoms/molecules were observed in the present work, which
indicates that higher order processes for positron impact are negligible as in the electron
case.

Firstly, to normalise the positron-impact data, a weighted least square fit to a plot of
the electron-data versus energy was performed above 600eV. The fitting curve obtained
is given by the polynomial $f^-(E) = \left[10^{-17} + 5 \cdot 10^{-14}/E - 5 \cdot 10^{-12}/E^2\right] \cdot 10^{-16}$ cm$^2$, where
the energy is expressed in eV. Subsequently, the yields for positron-impact have been
normalised to the electron data by fitting respectively $\sigma^+_i(e^+)$ and $\sigma^+_i(e^+)$:

$$\sigma^+_i(e^+) = C^f f^-, \quad (5.11)$$

where $C^f$ and $C^i$ are the corresponding normalisation factors.

In this work, the region suitable for normalisation has been determined to be above
600eV for the total ionisation cross-section. However, the direct ionisation cross-
section has been normalised above 420eV to include a larger number of points and
reduce the uncertainty in the fitting procedure. It is noted that the two cross-sections,
$\sigma^+_i(e^+)$ and $\sigma^+_i(e^+)$, present slightly different slopes at high energies, which might
arise from the poor transport of the positron beam at these energies.

In the following figures, the experimental uncertainties comprise those arising from
the background subtraction (~15%), counting statistics (~20%) and the normalisation
(3% for $C^f$ and 1% for $C^i$).
5.2.4 Test of the System with Argon

Initial experimentation was carried out with argon to check the measured cross sections against previously published values. This allows sources of systematic errors in the experiment to be identified and eliminated.

Figure 5.7 shows the single ionisation cross-section, which was obtained using the pulsed extraction method, in comparison to the data by Moxom et al. (1996). A fair agreement exists, within the experimental error bars, between the two sets of data.

![Figure 5.7. Direct ionisation cross-section for $e^+ - Ar$ collision: ● Present results; ● Moxom et al. (1996).](image)

![Figure 5.8. Total ionisation cross-section for $e^+ - Ar$ collision: ● Present results; ● Laricchia et al. (2002).](image)
In figure 5.8, the total ionisation cross-section is presented. This has been obtained by taking the weighted mean of the values obtained using both the pulsed and DC extraction techniques. As can be seen, a satisfactory agreement between this and the data of Laricchia et al. (2002) is found demonstrating the reliable performance of the present system.

5.2.5 Direct and Total Ionisation Cross-Sections of Water: Preliminary Results

Figure 5.9a shows that a good agreement exists between the direct ionisation cross-sections for positron–water scattering as determined using the two extraction methods: the pulsed and DC electric fields (see §5.2.1). This suggests that neither technique is introducing significant systematic error into the measurement, therefore, the data have been combined together as presented in figure 5.9b.

![Graph](image)

Figure 5.9. Direct ionisation cross-section of water for $e^+$ impact, $\sigma^+_i (e^+)$:

a) using • pulsed and • DC extraction; b) • weighted mean of the values obtained using the two extraction methods. The solid curve is $\sigma^+_i (e^-)$ by Champion et al. (2002). Partial ionisation cross-sections for $e^-$ impact (Itikawa and Mason, 2005):

- $\sigma^+_i (e^-)$ inclusive of $H_2O^+$ and $OH^+$; • $H_2O^+$; • $OH^+$; • $H^+$. The arrow indicates the ionisation threshold.

As explained in §5.2.2, within the present mass resolution of the system, the measured cross-section is inclusive of both $H_2O^+$ and $OH^+$ ions. Corresponding partial
cross-sections for the production of $\text{H}_2\text{O}^+$, $\text{OH}^+$ and $\text{H}^+$ by electron impact are also illustrated in figure 5.9b for comparison. The cross-section for positrons rises from the ionisation threshold up to a peak value of $(3.0 \pm 0.1) \times 10^{-16} \text{cm}^2$ at around 70eV. Above this value, $\sigma_i^+(e^+)$ decreases smoothly to join with the electron values. The findings show that the ionisation cross-section for positrons is higher than that for electrons by a factor of two around the maximum. This feature has already been encountered for the noble gases (Paludan et al., 1997) where it has been attributed to the effect of the target polarisation, which tends to attract the target electrons towards the positively charged projectile and away from negatively charged projectile. In the case of the water molecule, because of its permanent electric dipole moment, it may be conjectured that the positron projectile is attracted preferentially by the water negative pole, i.e. oxygen, while the electron projectile by hydrogen. The higher electron densities near oxygen rather than hydrogen could thus favour the ionisation process for the positive projectile above that for the negative projectile. Close to the threshold, it can be observed that $\sigma_i^+(e^+)$ tends to fall below $\sigma_i^+(e^-)$, as observed in other targets like Ar and Ne, (Paludan et al., 1997 and references therein), and might in part be attributed to competition from Ps formation. However, trajectory effects (§1.4.7 and references therein) could also contribute in decreasing $\sigma_i^+(e^+)$ near the threshold. The results of the calculations performed by Champion et al. (2002) within the distorted Born approximation for single ionisation of water by electron impact (Fig. 5.9b) are the same in the case of positron impact as the projectile-target interaction is not taken into account (Hervieux et al., 2006). More recent, preliminary calculations, carried out using a Coulomb wave for describing the scattered positron, the ejected electron and the electron-positron interaction and including exchange for electron scattering, have shown nearly undistinguishable differences between the results for electron and positron impact (Champion, 2006).

The partial cross-section for $\text{H}^+$ production from the ionising dissociation of water, $\sigma_{d1}^+(e^+)$, is shown in figure 5.10a.
Figure 5.10. a) Partial ionisation cross section for $H^+$ in the dissociation of water:
• present results, $\sigma_D^{+}(e^+)$; • electron impact, $\sigma_D^{-}(e^-)$ (Itikawa and Mason, 2005);

b) the branching ratio $H^+/(H_2O^+ + OH^+)$ for • electron and • positron impact. Other branching ratios in the $e^-$ case are shown (see label).
The absolute scale on the partial ionisation cross-section has been set by employing the same normalisation factor, \( C^* \), as obtained from the normalisation of \( \sigma^*_i(e^+) \). As explained in §4.7.3, the yield of the H\(^+\) fragment has also been corrected for the relative extraction efficiency of H\(^+\) with respect to H\(_2\)O\(^+\) (~39\%). Figure 5.10a shows that the \( \sigma^*_b(e^+) \) has a similar magnitude and energy dependence to that displayed by the \( \sigma^*_b(e^-) \). The \( \sigma^*_b(e^+) \) has a maximum of \((0.41 \pm 0.03) \times 10^{-16} \text{ cm}^2\) at 98eV. Figure 5.10b displays the branching ratio, \( \sigma^*_b / \sigma^*_i \), for H\(^+\) to H\(_2\)O\(^+\) + OH\(^+\) production by positron impact. In the case of electron impact, the corresponding branching ratio (H\(^+\) / (H\(_2\)O\(^+\) + OH\(^+\))) and the branching ratios for H\(^+\) and OH\(^+\) to H\(_2\)O\(^+\), as obtained from the data in literature (Itikawa and Mason, 2005), are also shown. The H\(^+\) / (H\(_2\)O\(^+\) + OH\(^+\)) branching ratio is comparable, within statistical errors, to that for electron impact from the threshold energy up to around 43eV. Above this value, the branching ratio for e\(^+\) collision rises more slowly than that for e\(^-\) collision, mainly reflecting \( \sigma^*_i(e^+) \) being larger than \( \sigma^*_i(e^-) \).

![Figure 5.11. Total ionisation cross-section for e\(^+\) - H\(_2\)O collisions; direct ionisation cross-section for e\(^+\) - H\(_2\)O collisions; direct ionisation cross-section for e\(^-\) - H\(_2\)O collisions (Itikawa and Mason, 2005). The arrow shows the Ps formation threshold.](image)
The total ionisation cross-section for H$_2$O - e$^+$ collision is displayed in figure 5.11. Non-zero values can be observed below the Ps formation threshold shown by the arrow. The $\sigma_i^+(e^+)$ curve rises sharply with increasing energy reaching a small shoulder between 6.8 and 15eV. This feature is followed by another increase of the $\sigma_i^+(e^+)$ until a broad maximum, $\sim 3.2 \times 10^{-16}$cm$^2$, is reached between 33-62eV, where both positronium formation and direct ionisation are open. Then, $\sigma_i^+(e^+)$ drops as the collision energy increases to reach a small plateau between 79-119eV (just hinted at in the $\sigma_i^-(e^-)$), which is accompanied by a monotonic decrease of the curve up to the highest energies to follow the $\sigma_i^+(e^+)$. The origin of the signals below the Ps threshold has not yet been identified and further investigations are necessary, primarily to rule out a possible miscalibration in the beam energy, possible contributions from fast particles or residual gases. Within the context of positron bound states with molecules (see §1.4.3), it is noted that, e.g. molecular vibrations or virtual Ps have been proposed to lead to large annihilation values near inelastic thresholds (§1.4.5). It is also noted that a small and narrow structure at around 3.5eV was recently reported by Zecca et al. (2006) in the total cross-section (§1.4.1). At present, no physical explanation exists for this structure either.

### 5.2.6 Positronium Formation

On the assumption that the difference $\sigma_i^+ - \sigma_i^- = \sigma_{Ps}$, as discussed in §5.1, the Ps formation cross-section of H$_2$O is obtained and shown in figure 5.12 along with the direct and total ionisation cross-sections from which it is extracted.
The Ps formation cross-section reaches a broad maximum between 6 and 20eV with a magnitude of $\sim 2.4 \times 10^{-16} \text{ cm}^2$. The Ps signal approaches zero at around 60eV, significantly below that for the inert atoms. A slight over-subtraction occurs above this energy up to around 190eV, while an under-subtraction takes place mainly at high energies. These inaccuracies may be attributable to the direct ionisation data (see §5.2.5). As can be observed in Fig. 5.12, the previous estimate by Sueoka et al. (1987) for $\sigma_{Ps}$ at 2eV above the Ps formation threshold (see §1.4.6) is around seven times smaller than present results. The recent results of the calculation performed within the Continuum Distorted-Wave Final State approximation (CDW-FS, Hervieux et al., 2006) for the positronium formation in the 1s ground and 2s excited states, $\sigma_{Ps(1s+2s)}$, are also displayed. The calculation, which accounts for the interaction of the projectile and electron with the residual ion in the final state, yields a cross-section with a very different energy dependence and magnitude to the experimental one, rising very slowly above the Ps formation threshold and following the ionisation cross-section for electron
impact very closely up to its maximum at $\sim 40\text{eV}$. Overall, the theoretical curve seems to be shifted by $\sim 20\text{eV}$ towards higher energies with respect to the present experimental data.

In figure 5.13 the ratios, $\sigma_{Ps}/\sigma_t$, between the present Ps formation cross-section and the total cross-section, $\sigma_t$, by Sueoka et al. (1987) and the revised $\sigma_t$ data of Kimura et al. (2000) are shown. The maximum of $\sigma_{Ps}/\sigma_t$ is $\sim 38\%$ for the Sueoka data (1987), whereas this maximum decreases to $\sim 19\%$ if the forward scattering corrected data are used. It is interesting to compare these ratios for water to those for the noble gases. In helium, the maximum value of $\sigma_{Ps}/\sigma_t$ is $\sim 45\%$ using the data of Murtagh et al. (2005) for $\sigma_{Ps}$ and combining those of Kauppila et al. (1981) and Stein et al. (1978) for $\sigma_t$. The maxima of $\sigma_{Ps}/\sigma_t$ for argon ($\sigma_{Ps}$ by Laricchia et al., 2002 and $\sigma_t$ by Kauppila et al., 1981) and krypton ($\sigma_{Ps}$ by Laricchia et al., 2002 and $\sigma_t$ by Dababneh et al., 1980 and 1982) have similar maximum values to that of helium, i.e. 48% and 43%, respectively. The major contribution from Ps formation, among the noble gases, occurs in xenon ($\sigma_{Ps}$ by Laricchia et al., 2002 and $\sigma_t$ by Dababneh et al., 1980 and 1982) with a maximum of 59%, whereas the minimum occurs in neon ($\sigma_{Ps}$ by Laricchia et al., 2002 and $\sigma_t$ by Stein et al., 1978 and Kauppila et al., 1981) with a maximum of 26%. Hence, the Ps formation probability from water tends to be lower than in the noble gases except for xenon.

Figure 5.13. Ratio between the Ps formation and total cross-section, $\sigma_{Ps}/\sigma_t$, versus excess energy ($E_+-E_{th}$) • water ($\sigma_{Ps}$ by Arcidiacono et al., 2005b, 2007) and $\sigma_t$ by Sueoka et al., 1987); • water ($\sigma_{Ps}$ by Arcidiacono et al., 2005b, 2007) and $\sigma_t$ by Kimura et al., 2000); for the noble gases see legend.
possibly for Ne. Moreover, it is observed that Xe presents a very large onset for $\alpha_{P}/\sigma_{r}$, compared to that for the other inert atoms. A comparable low energy value is found if the original results of Sueoka et al. (1987) are used. However, for the revised water data (Kimura et al. 2000), the value is reduced to that of all noble gases but Xe. Finally, the Ps contribution to total cross-section for water reaches zero at much lower energy than for the inert atoms as mentioned above.

A summary of this work and main conclusions from it are given in §5.4.

5.3 Doubly Differential Ionisation Cross-Sections

5.3.1 Experimental Method
Doubly differential ionisation cross-section measurements for water have been conducted with the electrostatic beam apparatus described in chapter 2 after a few modifications (§2.5.6). Figure 5.14 shows a schematic diagram of the electronics employed.

Figure 5.14. A schematic diagram of the electronics and data collection employed for the doubly differential cross-section.
Coincidences between the residual target ion and the energy-analysed scattered positron were monitored. Positrons exiting the interaction region at 0° and of a given energy, $E_+$, were detected by a single channel-electron-multiplier (CEM1) after passing through the tandem parallel plate analyser (as described in §2.5). The amplified signal from the positron detection was fed into CFD1 (Ortec 584), which in turn started a TAC (Ortec 567). Ions were detected by a second channeltron (CEM2) at the end of the ion extractor. After amplification, the ion signal was processed by CFD2 and fed into the stop input of the TAC. The ion extraction field between the two parallel plates was established by pulses of ±65V and 1.5μs wide as supplied by a multipulser (Carroll&Meynell Ltd). These were applied upon the detection of a positron. Positron-ion coincidences were again collected by a PC-based MCA.

![Figure 5.15. Time-of-flight spectrum of charged water ions for a scattered positron energy of 37.4eV](image)

Ions of the appropriate charge-to-mass ratio could be identified on the MCA by their TOF. The coincidence signals yielded well-resolved peaks for different residual ions (H⁺, OH⁺ and H₂O⁺) as illustrated by the spectrum in figure 5.15. These peaks arise from the following reactions:

\[ e^+ (100eV) + H_2O \rightarrow e^- + e^+ (0°,37.4eV) + H_2O^+ \quad (E_{th}=12.6eV), \]  \( (5.12) \)

\[ e^+ (100eV) + H_2O \rightarrow e^- + e^+ (0°,37.4eV) + OH + H^+ \quad (E_{th}=16.95eV), \]  \( (5.13) \)
where threshold energies are indicated between brackets.

Similarly to the case of the triply differential cross-section (e.g. §3.3), to convert the measured coincidence signal to a quantity directly proportional to the DDCS, the following procedure was used. The areas under the peaks in the TOF spectra were integrated after subtracting the random background to determine the yield:

\[
Y_{DDCS} \propto \frac{C - B}{pN_+E_+},
\]

where \( C \) and \( B \) are the total number of positron-ion coincidences in gas and vacuum, respectively; \( N_+ \) is the positron incident beam; \( E_+ \) corrects for variation of the analyzer transport efficiency and \( p \) is the driving pressure behind the water vapour nozzle. However, \( B \) was generally close to zero and, therefore, in most cases only the random background in each gas spectrum was subtracted. Typical value for the intensity of incident positrons through the PPA was \( \approx 100 \text{s}^{-1} \).

The absolute scale for the DDCSs of water has been set by measuring yields for Ar at the same impact energy and then normalising to previous data of Köver et al. (1993), which were shown in figure 1.27. As the energy dependence of the detection efficiency of the channeltron (CEM2) is approximately constant and close to 50% for all ions, including \( \text{H}^+ \), \( \text{H}_2\text{O}^+ \) and \( \text{Ar}^+ \), at the energies considered in this study (Fields et al., 1977), no further correction were required in the normalisation.

5.3.2 Results and Discussion

The absolute doubly differential ionisation cross-sections at \( 0^\circ \) for the non-dissociative and dissociative reactions for 100eV positron collision energy are presented in figure 5.16.
Figure 5.16. Doubly differential ionisation cross-sections at 0° for $e^+\ (100\, eV) - H_2O$ collisions resulting in the production of the following ions: $\bullet \ H_2O^+$; $\bullet \ OH^+$; $\bullet \ H^+$. The curves represent the theory (Champion, 2006). The arrows indicate the corresponding ionisation limit ($E_+ - E_{\text{th}}$).
The DDCSs for the production of H$_2$O$^+$, OH$^+$ and H$^+$ all exhibit a similar pattern although the precision is much poorer for the OH$^+$ and H$^+$ results. Each DDCS curve is characterised by a slow rise, followed by a steep decrease as the corresponding ionisation limit is approached. The DDCS for the production of the parent ion, H$_2$O$^+$, presents a maximum of around $0.1\times10^{-20}$ m$^2$/sr/eV. This is approximately seven times higher than the maximum for the production of OH$^+$, whilst the magnitude for H$^+$ and OH$^+$ fragments are, within statistical uncertainties, comparable. Champion (2006) has recently performed calculations to determine the DDCS of the same scattering system within a simple model of first Born approximation plus a Coulomb wave to describe the ejected electron. The results of the computations, once convoluted for the experimental energy resolution of the experimental system, are shown for two different scattering angles, $\theta_s$ (0.55° and 1°) in figure 5.16a. These results fail to reproduce the shape and magnitude of the present experimental data.

![Figure 5.16a](image)

Figure 5.16a. Comparison of the doubly differential ionisation cross-section for positrons scattered at $\sim 0^\circ$ after the collision between 100eV positrons and $\bullet$ H$_2$O (this work) and $\bullet$ Argon (Kővér et al., 1993), respectively. The arrows are as in the previous figure.

In figure 5.17, the shape of the DDCS for H$_2$O (Arcidiacono et al., 2006), is seen to be similar to that observed for Ar (Kővér et al., 1993) whilst its magnitude is higher. In fact, the ratio between the area of each DDCS to its corresponding $\sigma_+^i$ at 100eV has been calculated and that for H$_2$O has been found to be approximately 1.5 higher than for Ar, indicating a higher probability for forward inelastic scattering of the projectile at
an acceptance polar angle of $\pm 5^\circ$. These findings could assist in the development of accurate predictions concerning energy deposition by positrons in tissues and organs during e.g. PET.

**Figure 5.18.** The branching ratio for $OH^+/H_2O^+$: • present data. The horizontal line represents the average value of the branching ratio for electron impact. The arrow indicates the ionisation limit ($E_+ - E_{th}$).

**Figure 5.19.** The branching ratio for $H^+/H_2O$: • present data corrected and • uncorrected for the extraction efficiency. The horizontal line and the arrow as in the previous figure.
In figures 5.18 and 5.19, the branching ratios corresponding to OH$^+$/H$_2$O$^+$ and H$^+$/H$_2$O$^+$ are shown. In this study, the ratio for H$^+$/H$_2$O$^+$ has been corrected for the relative probability (~36%) of extracting the H$^+$ fragments from the interaction region in the electrostatic beamline (see §2.6 and §4.7). In the absence of corresponding DDCS data for electron impact, the branching ratios from the integral ionisation cross sections for electrons incident at the same energy (Itikawa and Mason, 2003 and references therein) are also indicated in figure 5.18 and 5.19. These are 32% and 27% for OH$^+$/H$_2$O$^+$ and H$^+$/H$_2$O$^+$, respectively, and are comparable to the corresponding branching ratio maxima for the DDCS in the e$^+$ case.

5.4 Summary

In this chapter, the methodologies and results of a broad investigation of positron-induced ionisation of water have been presented. To date, we are unaware of any previous corresponding data.

It is found that the ionisation probability for positron collisions is larger than for electron by up to a factor of 2 and that, contrary to earlier conjectures (Sueoka et al., 1987; Makochekanwa et al., 2006), Ps formation is non-negligible, making an important contribution to the total ionisation cross-section from the threshold up to around 40eV. In particular, at 2eV above threshold, $\sigma_{Ps}$ is around seven times higher than the value estimated by Sueoka et al. (1987). However, the Ps formation contribution to the total cross-section is lower at (19-38%), than for the inert atoms (except possibly Ne). The dissociative ionisation cross-section for production of hydrogen fragments has also been measured and found to be similar to that for electron impact.

The doubly differential ionisation cross-sections for 100eV positrons colliding with water vapour have also been presented. The data relative to the non-dissociative ionisation show a similar shape to the DDCS of Ar (Kövér et al., 1993). On comparing the integral and differential ionisation for these two targets, it is found that the forward emission of the scattered projectile is higher in water than in Ar, possibly due to the presence of the long-range dipole interaction in the former case as in the case of elastic scattering. The doubly differential cross-section for the production of OH$^+$ and H$^+$ ions in the dissociative ionisation show a similar pattern to that of the parent ion. Their maxima are similar within statistical uncertainties but are a factor of 7 less than that of
H$_2$O$^+$. Finally, the branching ratios of the DDCS for OH$^+$/H$_2$O$^+$ and H$^+$/H$_2$O$^+$ have also been obtained. No corresponding DDCS for electron impact was found in the literature for comparison. These results for DDCSs in dissociative and non-dissociative ionisation represent a sensitive test for theoretical models and useful for the description of the distribution of energy deposits during the slowing down of positrons in living matter through Monte Carlo simulations (Champion and Le Loirec, 2006).

The differences and similarities between the various results raise some interesting questions, especially on the different behaviour between positron- and electron-impact ionisation of water molecule. Some of these questions concern:

1) the role of the permanent electric dipole moment in determining the differences in the single ionisation cross-section for positron and electron impact.

2) The similarity of the dissociative ionisation cross-sections for positron and electron impact. However, the present result is very sensitive to the estimated value of the extraction efficiency of H$^+$. In this respect, it would be useful to determine the extraction efficiency for H$^+$ with another method (see §6.2).

3) The non-zero signals observed in the total ionisation cross-section below the Ps formation threshold. A more careful investigation near the threshold, which allows a better discrimination of background signals (e.g. Moxom et al., 1994; Szluinska and Laricchia, 2004; Szluinska et al., 2005), would be required to establish their origin.

4) The unexplained appearance of a small shoulder/plateau in the total ionisation cross-section between 79-119eV.

5) The total discord between experiment and the only available theory (Hervieux et al., 2006), which would modify significantly the results of Monte Carlo work of Champion and Le Loirec (2006).

6) The role of the permanent dipole moment in explaining the greater forward inelastic scattering of positrons from H$_2$O, as highlighted from the comparison with Ar.

These should provide a stimulus for future theoretical and experimental work.
Chapter 6

Conclusions and Suggestions for the Future Work

6.1 Summary and Conclusions

The work reported in this thesis has been concerned with positron-induced ionisation phenomena. Firstly, an extensive study has been carried out into an outstanding problem that appeared in the ionisation of molecular hydrogen by 50eV positron impact. This was represented by an energy shift of ~1.6eV between the theoretical and measured energy spectrum of ejected electrons in the triply-differential cross-section (TDCS), $\frac{d^3\sigma^+}{dE\,d\Omega\,d\Omega_+}$, reported by Kövér et al. (2001). In order to understand this discrepancy, an absolute energy calibration, two new TDCSs for ejected electrons plus one for scattered positrons have been measured using an electrostatic apparatus. An asymmetric share of the residual kinetic energy between the ejected electron and the scattered positron is unambiguously confirmed by the results of this study. The precise physical origin of this asymmetry however remains presently unclear.

Secondly, absolute total and direct ionisation cross-sections have been measured for the first time for positron impact on water molecules for collisional energies in the range from threshold to ~1keV. This has been done by employing a magnetically guided beamline, which has been set-up for this purpose. The present results for the direct ionisation cross section are up to a factor of two higher than corresponding values for electrons, whilst those for the dissociative ionisation cross-section, $\sigma^+_d(H^+)$, are similar to that for electron impact. Non-zero values appear below the Ps threshold in the total ionisation cross-section, which, as discussed in §5.2.5, must be considered preliminary. The positronium formation cross-section, $\sigma_{Ps}$, has been extracted by taking the difference between $\sigma^+_i$ and $\sigma^+_i$. The preliminary data show that there is a significant contribution to the ionisation channel unlike what had been inferred by previous works (Sueoka et al., 1987; Makochekanwa et al., 2006). The contribution to the total cross-section however is lower than in the noble gases, except perhaps Ne.
Moreover, the experimental results for $\sigma_{ps}$ are inconsistent with a recent theoretical determination (Hervieux, 2006), which has been used to describe the energy depositions in living matter during, e.g. PET (Champion and Le Loirec, 2006 and §6.2) Following modifications of the experimental arrangement of the electrostatic apparatus, first measurements of doubly differential ionisation cross-sections (DDCS), $d^2\sigma_i / dE_i d\Omega_i$, at around zero degrees for 100eV positron impact on water have been reported. The pattern of the DDCS for H$_2$O$^+$ is similar to the one measured for Ar$^+$ (Kővér et al., 1993). The comparison with this latter target reveals a greater degree of forward inelastic scattering of the projectile by approximately a factor of 1.5, possibly due to the presence of a long-range dipole interaction in water. The simple model proposed by Champion (2006) is not able to reproduce the present findings. The DDCS for the dissociative ionisation with the production of H$^+$ and OH$^+$ fragments have also been obtained. Corresponding peak values are found to be comparable and a factor of 7 less than in the DDCS for non-dissociative ionisation. Further studies are planned.

6.2 Outlook and Future Work

As stated in chapter 3, considering the discrepancy between the experimental TDCSs (Kővér et al., 2001; Arcidiacono et al., 2005a) and the results of the theory (Fiol et al., 2001), an ab initio calculation would seem necessary to progress in understanding of the dynamics of positron induced ionisation in simple systems, such as H$_2$, D$_2$ and He. Experimentally, a new apparatus is planned at UCL (Laricchia, 2006) for this type of studies using a reaction microscope (Ullrich et al., 2003).

Further work is required to finalise the integral ionisation cross-sections for water vapour and to explain the non-zero signals that have been observed in the total ionisation cross section below Ps formation. The widespread interest in this molecular target confirms the necessity for a detailed experimental work (Champion, 2006). Moreover, to improve the time-of-flight resolution of the system, a longer drift tube or better pulsing units could be employed. This would aid in resolving the various water fragments emerging from dissociative ionisation upon positron collision. It may be worthwhile to measure the extraction efficiency of the system for this target. Indeed, a possible uncertainty in the present data remains the determination of the ion extraction efficiency correction that could be overcome by repeating the measurements using the
same apparatus and a beam of electrons and compare with the values in the literature. Finally, it would be interesting to investigate other polar molecules, such as NH₃, SO₂ and H₂S.

In future investigations, and in line with current trends, it would be of interest to study biomolecules and the angular and energy distribution of low energy electrons in positron-induced ionisation of water. This latter is highly relevant because of the genotoxic effect (e.g. single and double strand break in DNA) of ionising radiation in cells that is not only due to the impact of the primary radiation but also induced by secondary species (e.g. in cancer treatment methods). The most abundant among these secondary radiation species are free secondary electrons with energies between 1-20eV (e.g. Boudaiffa et al., 2000). Knowledge of the cross-section differential with respect to the energy and/or angle of the secondary electrons would help to quantify the extent of the tissue and DNA damage, e.g. through Monte Carlo tracks simulations (Champion and Le Loirec, 2006).
APPENDIX I

Positron Beam Transport in the Electrostatic Beam

A description of the design and operational characteristics of the lens arrangement, which provides the electrostatic fields used to focus a beam of positrons, follows.

Figures 1 a) and b) show the employed double and triple cylinder lenses respectively. These are two of the most common lens geometries in electron/ion optics (Harting and Read, 1976).

![Diagram of double and triple cylinder lenses]

\textit{Figure 1. a) A double element cylindrical lens; b) a triple element cylindrical lens.}

The double element cylindrical lens consists in two cylindrical electrodes with a diameter D held at voltages $V_1$ and $V_2$ and separated by a gap G. Its resulting effect is the focusing of the traversing particles and a change in their energy. The focal lengths of this lens depend on the ratio $V_2/V_1$. With respect to this kind of lens, the triple element cylindrical lens, shown in figure 1 b), has the advantage of changing the acceleration ratio of the flying charged particles without varying their image position. Practically, it works as a zoom lens characterized by the ratios $G/D$ and $A/D$, where A is the distance between the midpoints of the gaps between the inner and outer cylinders along the cylinder axis. The focusing properties of a triple element lens depend on the voltage ratios $V_3/V_1$ and $V_2/V_1$.

To focus the quasi-monoenergetic positrons once emitted from the moderator and accelerated by the grid, a modified Soa Gun (Canter, 1986) is employed. This lens system, shown in figure 2, is essentially constituted by three electrodes: E1, E2 and E3, having internal diameters 10, 19 and 35mm, respectively. The first two lenses, E1 and
E2, are held at the same potential and separated by a distance 2.5mm, while the last one, E3, with a separation distance of 0.5mm from E2, is held independently at a certain voltage.

---

**Figure 2. The modified Soa Gun (Canter, 1986).**

The transport lens follows the Soa Gun (Fig. 3). This consists of three cylindrical elements: E4, E5 and E6 (A/D=1, G/D=0.1, with D=30mm). Electrodes E4 and E6 are always held at the ground potential of the chamber; hence the lens assembly works as an Einzel lens. This means that there is no change in the beam energy, but only a focusing effect. The potential applied to the mid-electrode, E5, is varied according to the energy of the beam. Two apertures with 6mm of internal diameter, located at each end of the transport lens, provide a reduction in the angular spread of the beam.

---

**Figure 3. Schematic of the transport lens.**
The double cylindrical condenser, E7 and E8, illustrated in figure 4, is employed as a deflector. This separates the monoenergetic positron beam from the high energy $\beta^-$ particles and $\gamma$ radiation. The working principle of this deflector is to apply the same negative potential to E7 and E8 in order to deflect the positron beam upwards by 20mm and then parallel to its original trajectory towards the interaction region.

Finally, the exit lens in figure 5 is a combination of an aperture E9, with an internal diameter of 6mm, an electrode E10, usually grounded, and a three element lens system (E11, E12 and E13, with $A/D=1$, $G/D=0.1$, $D=20$mm). This last is used to provide a final focusing of the beam before entering the interaction region. The potential at which E12 is kept depended on the energy of the beam.

---

**Figure 4. Schematic of the deflector.**

**Figure 5. Schematic of the exit lens.**
The diameter of the positron beam at the centre of the collision chamber is estimated to be less than 4mm.
APPENDIX II

Second Order Focusing in a Parallel Plate Analyser

Using a Taylor expansion for $L$ in terms of the angle variation $\Delta \Theta$:

$$ L = L_0 + \sum_{i=1}^{n} \frac{1}{i!} \frac{\partial^i L}{\partial (\Delta \Theta)^i} \ (\Delta \Theta)^i, \quad (1) $$

which explicitly is:

$$ L - L_0 = \frac{\partial L}{\partial (\Delta \Theta)} (\Delta \Theta) + \frac{1}{2} \frac{\partial^2 L}{\partial (\Delta \Theta)^2} (\Delta \Theta)^2 + \frac{1}{6} \frac{\partial^3 L}{\partial (\Delta \Theta)^3} (\Delta \Theta)^3 + \text{higher order terms.} \quad (2) $$

This can be re-written as:

$$ \Delta L = \frac{2h}{c} \left[ \frac{2(\Delta \Theta)^2 \cos 3\Theta}{\sin \Theta} - \frac{2}{3} \left( \frac{3 \sin 3\Theta + \cos 3\Theta \cos \Theta}{\sin^3 \Theta} \right) \right] (\Delta \Theta)^3 + \text{HO.} \quad (3) $$

By setting the first and second order partial derivatives to zero:

$$ \frac{\partial L}{\partial (\Delta \Theta)} = 0 \quad \text{and} \quad \frac{\partial^2 L}{\partial (\Delta \Theta)^2} = 0, \quad (4) $$

It is found that the condition is satisfied when $\Theta=30^\circ$ and $\frac{h}{cd} = 2$. 
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APPENDIX III

Time-of-Flight in the Tandem Parallel Plate Analyser

The time-of-flight of a particle from the starting point to the focal point in the first PPA is:

\[ T(\Theta, c) = \frac{L(\Theta, c)}{v_z} = \frac{d \cot(\Theta) + (2 / c)d \sin(2\Theta)}{\sqrt{2E / m \cos(\Theta)}} = \frac{d}{\sqrt{2E / m}} \left( \frac{1}{\sin(\Theta)} + \frac{4}{c} \sin(\Theta) \right) , \quad (1) \]

where \( v_z \) is the velocity of the particle along the z axis and \( m \) is the mass of the focused particles.

For the present design parameters (see §2.5.1), the starting point of the particle trajectory of the second stage is on the baseplate of the first analyser. Hence, the focal length of the second analyser is:

\[ L_2(\Theta, c) = \left[ d - (L_1(\Theta, c) - L_0) \sin(60^\circ) \right] \cot(\Theta_2) + \frac{2h}{c} \sin(2\Theta_2) , \quad (2) \]

where \( L_0 \) is the focal length in the first analyser, with \( \Theta = 30^\circ, \ c = 0.5 \).

The corresponding time of flight in the second stage of the PPA is:

\[ T_2(\Theta, c) = \frac{L_2(\Theta, c)}{v_z} = \frac{d}{\sqrt{2E / m}} \left( \frac{1 - (L_1(\Theta, c) - L_0) \sin(60^\circ) / d}{\sin(\Theta_2)} + \frac{4}{c} \sin(\Theta_2) \right) . \quad (3) \]

The total time of flight of the twin analyser is:

\[ T = T(\Theta) + T(\Theta_2) . \quad (4) \]
APPENDIX IV

Source holder

Figure 1 shows a schematic layout of the source arrangement: the source capsule is mounted via a M3 rod to an Al plug, which is externally isolated from the ground by a cylindrical PTFE block. In turn, the PTFE is attached to a linear motion manipulator. This enables the source to be withdrawn from the moderator, thus allowing the safe removal of the central lead plug on which the moderator is mounted.

Moderator holder

The W mesh moderator is held between two brass washers (10mm internal diameter) fixed on an Al plug. These washers are electrically isolated from the moderator by a set of PTFE washers. Holes are tapped around the edge of these washers so that they may be fixed in place with 3 PTFE screws. A PTFE cylinder surrounds the moderator assembly into the Al plug hole. The lead plug ensures that the moderator meshes are vertically located in front of the radioactive source and provides shielding from the source radiation. Electrical contact to the moderator is achieved by a wire soldered to one of the brass washers reaching a feedthrough on the top flange of the vertical housing.
Figure 1. Section through the source holder designed for the experiment. The dimensions are indicated in mm (not drawn to scale).
APPENDIX V

Chopping Procedure

The operation of the beam chopper was tested by measuring the beam intensity as a function of time. For this purpose, the pulse train triggering the beam chopper was used to start a TAC as shown in figure 1. The stop pulses were provided by the ion detector (CEM). The output from the TAC was recorded on a MCA. The resulting variation of the beam intensity with time is displayed in figure 2.

![Figure 1. The circuit employed to measure the beam intensity as a function of time.](image)

![Figure 2. The beam intensity as a function of time.](image)
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Energy-Sharing Asymmetries in Ionization by Positron Impact

C. Arcidiacono, 1 Á. Kövér, 2 and G. Laricchia 1

1Department of Physics and Astronomy, University College London, Gower Street, London, WC1E 6BT, United Kingdom
2Institute of Nuclear Research of Hungarian Academy of Science (ATOMKI), Debrecen, POB 51, H-4001, Hungary

(Received 13 May 2005; published 23 November 2005)

The triply differential cross section of molecular hydrogen for ionization by 50 eV positrons has been determined, for the first time, for both the ejected electron in coincidence with the remnant ion and for the scattered projectile. Asymmetries in the energy sharing between the two light particles in the final state are observed, with the electron spectrum being shifted to significantly lower (and the scattered positron to correspondingly higher) energies than expected. A similar shape is observed in the case of the ejected electron spectrum from a helium target at the same excess energy.
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The correlated dynamics of few interacting particles is a fundamental physics problem that may be exemplified through the process of ionization. Despite the tremendous progress in its theoretical description during the past decade or so (e.g., [1,2]), concomitant experimental investigations remain essential in assessing the accuracy of the various approaches and in guiding further developments. In this respect, particularly sensitive are studies in which there are two or more light particles (e.g., an electron and a positron) in the final state and which yield cross sections which are differential in the energy and/or angular distribution of the ejected electron(s) and/or scattered projectile. The most stringent among these is the triply differential cross section (TDCS) in which all the kinematic parameters are determined. A significant body of data has been gained using the \((e,2e)\) method (e.g., [3]) and, more recently, the COLTRIM technique (e.g., [4]), which has been applied to electron, photon, proton, and ion impact. Differential studies with positrons, mainly confined to doubly differential investigations (e.g., [5–7]), remain scarce but are desirable both intrinsically and for comparison with equivelocity electrons or protons to probe the role of the projectile charge or mass on the collision dynamics (e.g., [8,9]). In this Letter, we report experimental TDCS results for positron impact ionization of simple molecular and atomic targets that reveal major discrepancies with current quantum-mechanical treatments and should thus provide new insights into the understanding of three-body correlated dynamics.

Over the past decade, sophisticated distorted wave calculations have been developed based on the 3-Coulomb-wave final-state wave function (3C) of Brauner et al. [10] which approximates the strictly inseparable many-body system in terms of pairs of interacting particles. At lower energies, the use of the eikonal approximation for the initial state has been found to improve agreement with experiments (e.g., [11]). While such methods have been successful with a variety of projectiles and over a wide energy range, nonperturbative approaches remain superior at lower energies. Particularly noteworthy in this respect are the exterior complex scaling (ECS) method (e.g., [2]), which yielded the first accurate TDCS for e−−H+ ionization for the case of equal energy-sharing kinematics [12], and close-coupling techniques which have been used for electron and photon collisions with various atoms and ions (e.g., [13]). In the case of integrated cross sections, also for collisions with positrons (e.g., [14,15]) and positronium (e.g., [16]).

A special case of ionization is electron capture, where the ejected electron is captured by the projectile to a bound or low-lying continuum state [17,18]. This latter process, often referred to as electron capture to the continuum (ECC), arises from the dominance of the final-state Coulomb attraction between the scattered projectile and the ionized electron. It is well known in ion-atom ionizing collisions and easily observable in the energy spectrum of electrons ejected around the direction of the scattered ion which, owing to its mass, suffers little deflection through the collision [19]. Positrons, on the other hand, are light and easily deflected. For this reason, the observation of ECC with these projectiles had to await the first kinematically complete experiment where increased sensitivity was achieved by detecting the projectile scattered near 0° in coincidence with the electron ejected in the same direction [20]. In that study, the TDCS was determined for positrons at an incident energy of 100 eV in collision with a H2 target, namely \(e^+(100 \text{ eV}) + \text{H}_2 \rightarrow e^+(\theta \sim 0°) + e^-(\theta \sim 0°, E_\text{e}) + \text{H}_2^+\). The ECC process was manifest by a small peak at half of the residual kinetic energy \((E_r/2)\) where \(E_r = E_i - I\), \(I\) being the positron incident energy and \(I\) the target ionization energy). The results were well described by the calculations [21,22] employing 3C wave functions for the final state. More recently, however, in an experiment at 50 eV incident energy, a significant shift of almost 2.5 eV from \(E_r/2 = 17.3 \text{ eV}\) has been observed in the electron TDCS peak towards lower energies [23]. In comparison with the calculations of Fiol et al. [22], convoluted with the angular and energy resolutions, the experimental TDCS was shifted by around 1.6 eV. Although in [23], an error in the energy calibration was deemed...
During this measurement, the positron beam was stopped while pulses ± 50 V high and 2 ns long, from a generator operating at ~10 kHz, were applied to the ion-extractor plates in Fig. 1.

To investigate the possibility of dissociation, the charge-to-mass ratio \((Q/M)\) of the ion in the final state was measured. For this purpose, a triple coincidence system has been set up between the ejected electron, the remnant ion and the scattered positron. Detection of an electron of a given energy triggered the application of the voltage pulses to the capacitor plates to extract possible ions present in the scattering region. In this measurement, \(D_2\) was used as the target gas to increase the lifetime of the ion in the extraction region and to distinguish it from possible contributions from background gases. The correlated detection of an electron-ion pair has then been used to initiate a second measuring sequence stopped by a positron. From the time-of-flight spectra obtained from the delayed coincidence between CEM1 and CEM2, the ion \(Q/M\) has been determined.

In these measurements, no \(D^+\) has been observed but this is not a conclusive proof that dissociative ionization is not responsible for the shift, as the extraction efficiency of the dissociation products may be significantly suppressed by their relatively large speed. However, as shown in Fig. 2(a), the energy dependence of the triply coincident \(D_2^+\) signal has been found to be the same as that observed in [23]. It is this observation that excludes the involvement of dissociative ionization. In the figure, the triply differential electron spectrum for \(D_2\) has been normalized to the theoretical calculation of Fiol et al. [22], as it was done in [23]. The most conspicuous feature of the comparison with the theory is the displacement of the experimental distribution towards lower energies: the theory of [22] peaks at 16.5 eV, while both sets of experimental data rise to a maximum at ~15 eV. Both theoretical and experimental data decrease with a similar slope above their respective peaks. Also shown in the figure are the CTMC calculations of Fiol and Olson [24]. As mentioned earlier, this approach failed to describe the 100 eV data of Kövér and Laricchia.
residual interaction of the electron with the remnant target relations by the same authors indicate that the long-range position around the projectile velocity [27], CTMC calculation around 0° has been found to be shifted below its standard position. At 10 and 20 keV impact energy, the ECC cusp formation around 0° has been found to be shifted below its standard position around the projectile velocity [27]. CTMC calculations by the same authors indicate that the long-range residual interaction of the electron with the remnant target is responsible for the shifts that manifest the pull of the target on the ejected electron.

Although we note that recent experimental and theoretical results [28] do not support the findings of [27], the interpretation of Shah et al. [27] might be compatible with the findings by Sarkadi [29], who investigated the fragmentation of positronium (Ps) in Ps-He collision also with the CTMC method and compared the results with the experimental data of Armitage et al. [30]. While good agreement has been found with the shape of the measured longitudinal energy distribution of the positron, he has predicted that the maximum of the electron peak should be shifted to lower energies due to the dynamical polarization of the target. While this prediction awaits experimental verification, the effect may reasonably be conjectured to be more pronounced in the case of a charged final state for the target.

Alternatively, it has been suggested that competition from the Ps formation channel might strongly influence the shape of the distributions at the lower energies [31]. Clearly, further work is needed in order to understand the observations.

In conclusion, the triply differential ionization cross section of molecular hydrogen has been determined for both ejected electrons and scattered positrons. Investigations have also been performed with a helium target. An unexpected asymmetry in the energy sharing between the two light particles in the final state has been observed around half of the residual energy: the electron spectrum is shifted to lower energies than predicted by perturbative calculations by around 1.5 eV while the positron distribution exhibits a shift of similar magnitude, but opposite sign from the equal energy-sharing value. From these studies, a significant factor in the shift appears to be the final-state kinetic energy and, in particular, perhaps, the low velocities of the light particles in the final state.

At present, the data have no consistent description by quantum-mechanical theoretical treatments and, in this respect, might be a suitable testing ground for recently developed ab initio approaches.
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[20], but it reproduces the main features of the 50 eV data of Kövér et al. [23] and of the present data.

The measured energy spectrum of the scattered positrons is shown in Fig. 2(b). The positron data have been normalized around the maximum to the peak value of the electron data. A close correspondence is observed between the energy distributions of the ejected electrons, TDCS ($E_-$), and that of scattered positrons, TDCS($E_+$), with $E_+ = E_+ - E_-$, as expected from energy conservation. This establishes that the shift does not arise from an energy loss to the target as, for example, through molecular excitations.

Finally, the TDCS ($E_+$) obtained by positron impact ionization of helium at the same residual energy, $E_r = 34.6$ eV, can also be seen in Fig. 2(a) to follow the same shape as for hydrogen, implying that the significant parameter for the shift is the final-state kinetic energy.

Recently, a study has been performed with $\text{H}^+$ incident on $\text{H}_2$ and $\text{He}$ resulting in electrons being ejected with velocities comparable with those of the present study. At 10 and 20 keV impact energy, the ECC cusp formation around 0° has been found to be shifted below its standard position around the projectile velocity [27]. CTMC calculations by the same authors indicate that the long-range residual interaction of the electron with the remnant target
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