Investigation of the essential role of *S. cerevisiae* *MEC1*

Caroline Louise Earp

A thesis submitted to University College London in fulfilment of the requirements for the degree of Doctor of Philosophy

May 2008

Division of Stem Cell Biology and Developmental Genetics
National Institute for Medical Research
The Ridgeway
Mill Hill
London
NW7 1AA
Declaration

“I, Caroline Earp, confirm that the work presented in this thesis is my own. Where information has been derived from other sources, I confirm that this has been indicated in the thesis”

Signed __________ Date 28/05/08
Abstract

*S. cerevisiae* Mecl is an essential, chromosome-based, signal transduction protein, which is involved in DNA replication, repair, and recombination. The Mecl-dependent checkpoint response to genotoxic stress has been widely investigated. However the essential role, which is believed to be to upregulate dNTP synthesis for DNA replication, remains less well understood. I have used two independent approaches to investigate the essential role of *MEC1* further.

Firstly, the possibility that Mecl controls local dNTP synthesis at the replication fork was examined. It is known that in the absence of Mecl function, chromosome breakage occurs in specific regions of the genome called “replication slow zones”. Given the importance of Mecl in upregulating dNTP synthesis, this phenotype could be explained by an essential requirement for Mecl to couple dNTP synthesis with replication fork progression in these regions. This possibility was examined using chromatin immunoprecipitation to look for association of Mecl with the DNA during S-phase. Although Mecl recruitment to the DNA in response to replication stress was observed, no recruitment was seen during unchallenged S-phase.

Secondly, a novel multicopy suppressor of the lethality of the temperature sensitive *mecl* alleles, *mecl-4* and *mecl-40*, was characterised. This suppressor, *GIS2*, encodes a retroviral-like zinc-finger protein, homologous to mammalian CNBP. *GIS2* has been previously suggested to be a negative regulator of the RAS-cAMP-PKA signalling pathway, which is important for coupling growth and cell cycle progression. Therefore, other conditions expected to downregulate PKA activity were tested for their ability to suppress lethality of *mecl-4*. As predicted, both deletion of *RAS2* and growth on alternative carbon sources can suppress the lethality of *mecl-4*. The only known mechanism of suppressing the loss of *MEC1* function is to increase dNTP levels. However, increased *GIS2* expression did not have any significant effects on the known mechanisms of upregulating dNTP synthesis.

Overall, I describe a novel genetic interaction between *mecl-4* and *GIS2*. Possible mechanisms for this interaction are also discussed.
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<td>proliferating cell nuclear antigen</td>
</tr>
<tr>
<td>PCR</td>
<td>polymerase chain reaction</td>
</tr>
<tr>
<td>PDS</td>
<td>post diauxic shift</td>
</tr>
<tr>
<td>PEG</td>
<td>polyethylene glycol</td>
</tr>
<tr>
<td>PFGE</td>
<td>pulsed-field gel electrophoresis</td>
</tr>
<tr>
<td>PIKK</td>
<td>phosphatidylinositol-3-OH kinase-like kinase</td>
</tr>
<tr>
<td>PKA</td>
<td>protein kinase A</td>
</tr>
<tr>
<td>PMSF</td>
<td>phenylmethylsulphonyl fluoride</td>
</tr>
<tr>
<td>pre-RC</td>
<td>pre-replicative complex</td>
</tr>
<tr>
<td>R1</td>
<td>RNR large subunit</td>
</tr>
<tr>
<td>R2</td>
<td>RNR small subunit</td>
</tr>
<tr>
<td>rDNA</td>
<td>ribosomal DNA</td>
</tr>
<tr>
<td>RFC</td>
<td>replication factor C</td>
</tr>
<tr>
<td>RNA</td>
<td>ribonucleic acid</td>
</tr>
<tr>
<td>RNase</td>
<td>ribonuclease</td>
</tr>
<tr>
<td>RNR</td>
<td>ribonucleotide reductase</td>
</tr>
<tr>
<td>rp</td>
<td>ribosomal protein</td>
</tr>
<tr>
<td>RPA</td>
<td>replication protein A</td>
</tr>
<tr>
<td>rpm</td>
<td>revolutions per minute</td>
</tr>
<tr>
<td>RSZ</td>
<td>replication slow zone</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>S</td>
<td>DNA synthesis</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td><em>Saccharomyces cerevisiae</em></td>
</tr>
<tr>
<td><em>S. pombe</em></td>
<td><em>Schizosaccharomyces pombe</em></td>
</tr>
<tr>
<td>SBF</td>
<td>SCB-binding factor</td>
</tr>
<tr>
<td>SC</td>
<td>synthetic complete</td>
</tr>
<tr>
<td>SCB</td>
<td>Swi4/Swi6-dependent cell cycle box</td>
</tr>
<tr>
<td>SD</td>
<td>synthetic dextrose</td>
</tr>
<tr>
<td>SDS</td>
<td>sodium dodecyl sulphate</td>
</tr>
<tr>
<td>SPB</td>
<td>spindle pole body</td>
</tr>
<tr>
<td>SPM</td>
<td>sporulation media</td>
</tr>
<tr>
<td>ssDNA</td>
<td>single-stranded DNA</td>
</tr>
<tr>
<td>SSPE</td>
<td>sodium chloride sodium phosphate EDTA</td>
</tr>
<tr>
<td>STRE</td>
<td>stress response element</td>
</tr>
<tr>
<td>TAE</td>
<td>Tris-acetate EDTA</td>
</tr>
<tr>
<td>TBE</td>
<td>Tris-borate EDTA</td>
</tr>
<tr>
<td>TBS</td>
<td>Tris-buffered saline</td>
</tr>
<tr>
<td>TCA</td>
<td>trichloroacetic acid</td>
</tr>
<tr>
<td>TE</td>
<td>Tris-EDTA</td>
</tr>
<tr>
<td>TEMED</td>
<td>N,N,N',N'-tetramethyl-ethylenediamine</td>
</tr>
<tr>
<td>TOP</td>
<td>terminal oligopyrimidine</td>
</tr>
<tr>
<td>tRNA</td>
<td>transfer RNA</td>
</tr>
<tr>
<td>ts</td>
<td>temperature sensitive</td>
</tr>
<tr>
<td>UV</td>
<td>ultra violet</td>
</tr>
<tr>
<td>WCE</td>
<td>whole cell extract</td>
</tr>
<tr>
<td>wt</td>
<td>wild type</td>
</tr>
<tr>
<td>YEP</td>
<td>yeast extract peptone</td>
</tr>
<tr>
<td>YPD</td>
<td>yeast extract peptone dextrose</td>
</tr>
<tr>
<td>YPG</td>
<td>yeast extract peptone glycerol</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 The eukaryotic cell cycle

1.1.1 Overview

The survival of any organism depends on the ability of its cells to proliferate. Individual cells grow in size by taking up nutrients from the extracellular environment and converting these into biological macromolecules (Hartwell, 1974). This growth can only occur if the essential nutrients are supplied in sufficient quantities. If this condition is met, a population of cells will expand by individual cells undergoing the mitotic cell division cycle. Successful passage through the cell cycle requires accurate and timely completion of two key events: genome duplication followed by segregation of the two copies of the cell’s genetic material (Hartwell, 1974). Progression through the cell cycle follows a highly ordered sequence of events and is tightly coupled to cell growth (Hartwell & Weinert, 1989; Johnston et al., 1977). If anything goes wrong in the cellular machinery that co-ordinates these processes then cell viability and genome stability will be compromised; in multicellular organisms this can lead to tumourigenesis (Lengauer et al., 1998).

A considerable amount of the understanding of the eukaryotic mitotic cell cycle has come from detailed genetic studies of the yeasts Saccharomyces cerevisiae (S. cerevisiae) and Schizosaccharomyces pombe (S. pombe) (Hartwell et al., 1970; Nurse & Thuriaux, 1980). The cell division cycle is simply viewed in four main phases: G1 (gap 1), S (DNA synthesis), G2 (gap 2) and M (mitosis) (Hartwell, 1974). Progression through the cell cycle is driven by cyclin-dependent kinases (CDKs), whose activity is controlled by the periodic transcription of the regulatory cyclin subunits (Mendenhall & Hodge, 1998).
1.1.2 Initiation of the cell cycle

In each cell cycle there is a decision point that determines a commitment for that cell to undergo an entire cell division cycle. This point is called START in *S. cerevisiae* and the restriction point in mammalian cells (Blagosklonny & Pardee, 2002; Hartwell, 1974). Three conditions must be met for an *S. cerevisiae* cell to pass START (Johnston *et al.*, 1977): i) cells must reach a critical size, ii) there must be sufficient nutrients available, and iii) for haploid cells, there must be no mating factor present. Exactly how a cell senses the critical size threshold remains unclear, but Cln3 protein levels are an important factor. Cln3 is one of three G1 cyclins that control Cdc28, which is the only CDK in *S. cerevisiae* (Mendenhall & Hodge, 1998). Cln3 protein levels do not vary during the cell cycle (Tyers *et al.*, 1993). But, expression of *CLN3* is strongly downregulated, at both the transcriptional and translational level, under poor nutrient conditions (Hall *et al.*, 1998; Polymenis & Schmidt, 1997). Since Cln3 is a potent activator of START (Tyers *et al.*, 1993), downregulating *CLN3* expression in poor nutrient conditions prevents entry into the cell cycle when cells cannot grow in size. There are also nutrient sensing pathways that communicate information on nutrient status to the cell cycle machinery independently of Cln3. One of these pathways, the Ras-cAMP-PKA pathway, is covered in more detail in Section 1.6.

The third condition, the absence of mating factor, is a condition that is regularly used during experimental investigations of the *S. cerevisiae* cell cycle. *S. cerevisiae* has two mating types, a and α, which are determined by the allele encoded at the mating type (*MAT*) locus (reviewed by Herskowitz, 1988). Haploid cells sense the presence of the opposite mating type by a secreted mating pheromone. So, a-cells secrete α-factor, which is sensed by α-factor receptors expressed by α-cells, and vice versa (Herskowitz, 1988). Mating factor receptor stimulation by mating factor activates a signal transduction cascade that causes arrest in G1 before START, and polarised cell growth in anticipation of cell fusion to make a diploid cell (Herskowitz, 1988; Zhao *et al.*, 1995). Experimentally, a culture of a-cells can be arrested in G1 by adding chemically synthesised α-factor (αF). Then, assuming the other growth conditions are sufficient to pass START, the cells will progress synchronously through the cell cycle upon removal of the αF.
If growth conditions are not good enough to support proliferation then cells will enter a more specialised, non-dividing, resting state called stationary phase (reviewed by Herman, 2002). Cells at low density in rich media progress rapidly from one cell cycle to the next, generating energy by fermenting glucose to ethanol. This is called log phase growth and in this case G1 is very short. As the glucose supply in the media is exhausted, cells switch to respiratory growth and now use the ethanol produced during fermentative growth as a carbon source. This switch is called the post-diauxic shift. During the post-diauxic phase, growth rate is significantly slowed. Cells also start to show some stationary phase characteristics, such as stress resistance and accumulation of storage carbohydrates. Complete entry into stationary phase follows the post-diauxic phase. Growth rate is shut down further; ribosome production ceases and protein degradation and organelle turnover increases.

1.1.3 The G1/S transition

The G1/S transition is the period after START when cells prepare to initiate DNA replication (reviewed by Toone et al., 1997). It is characterised by an increase in CDK activity, controlled by the G1 cyclins. Firstly, passage through START requires a threshold level of Cln3-Cdc28 kinase activity to be reached. The Cln3-Cdc28 complex activates two transcription factors SCB-binding factor (SBF) and MCB-binding factor (MBF) (Mendenhall & Hodge, 1998). These transcription factors are dimeric complexes that both contain a Swi6 subunit, along with a Swi4 subunit for SBF and a Mbp1 subunit for MBF (Dirick et al., 1992; Koch et al., 1993). SBF (Swi4-Swi6) and MBF (Mbp1-Swi6) bind to Swi4/Swi6-dependent cell cycle box (SCB) promoter elements and MluI cell cycle box (MCB) promoter elements respectively.

SBF activates the transcription of the other G1 cyclins, CLN1 and CLN2 (Nasmyth & Dirick, 1991). This generates a positive feedback loop by activating the Cin1/2-Cdc28 kinase, which in turn further activates SBF/MBF-dependent transcription and promotes other START events (Cross & Tinkelenberg, 1991; Dirick & Nasmyth, 1991). SBF also activates genes required for bud formation, and membrane and cell wall biosynthesis. Experimentally in S. cerevisiae, passage through START can be monitored by the formation of cells with small buds. MBF activates the transcription
of the S-phase cyclins, \textit{CLB5} and \textit{CLB6}, and other genes required for DNA replication, such as the ribonucleotide reductase subunit \textit{RNRI} and the polymerase subunit \textit{POL1} (Koch \textit{et al.}, 1993; Lowndes \textit{et al.}, 1991).

1.1.4 S-phase

1.1.4.1 Defining replication origins

Replication in eukaryotes initiates from multiple origins. In \textit{S. cerevisiae} there are around 300-400 active replication origins (Toone \textit{et al.}, 1997). In mammalian cells there can be thousands of replication origins, but they are not defined by specific cis-acting sequences as in \textit{S. cerevisiae}. Replication origins in \textit{S. cerevisiae} are defined by autonomously replicating sequence (\textit{ARS}) elements, which were initially shown to confer the stable maintenance of a selectable plasmid (Newlon & Theis, 1993). However, \textit{ARS} elements that function in the plasmid context do not always function in the chromosomal context, showing that additional levels of regulation are required to form an active replication origin. All \textit{ARS} elements share an 11 bp \textit{ARS} consensus sequence (ACS), which is bound by a six subunit complex called the origin recognition complex (ORC) (Bell & Stillman, 1992). In \textit{S. cerevisiae} ORC binds to \textit{ARS} elements throughout the cell cycle (Liang & Stillman, 1997).

ORC binding also defines replication origins in mammalian cells and \textit{S. pombe}, despite the lack of sequence specificity (Chuang & Kelly, 1999; Schaarschmidt \textit{et al.}, 2004). Instead of \textit{ARS} elements, A/T rich DNA seems to be important for ORC binding in other organisms. The cell cycle regulation of ORC binding is less well understood in mammalian cells, but Orc1 (at least) dissociates from the DNA at the end of S-phase and rebinds in G1 (Natale \textit{et al.}, 2000).

Interestingly, in yeast and mammalian cells, the function of ORC extends beyond defining replication origins: additional roles for ORC in gene silencing, sister chromatid cohesion, and ribosome biogenesis have been suggested (Du & Stillman, 2002; Foss \textit{et al.}, 1993; Shimada & Gasser, 2007).
1.1.4.2 The dynamics of replication origin firing

In general, the mechanisms that control the dynamics of replication origin firing are poorly understood. Some understanding comes from experimental observations on the behaviour of specific replication origins. For example, the nature of the surrounding chromatin structure is known to be important in controlling the timing of origin firing. So, origins located near actively transcribing genes tend to fire early in S-phase, whereas origins located near telomeres or regions of heterochromatin fire late in S-phase (Friedman et al., 1997; Reynolds et al., 1989). There are also differences in the efficiency of origin firing: some origins fire almost every cell cycle, whereas others only fire very occasionally (Raghuraman et al., 2001). How the subset of origins that fire in any one cell cycle are selected is unclear.

Replication origin firing in *S. cerevisiae* occurs in a continuum throughout S-phase (Raghuraman et al., 2001), although a practical distinction is often made between early- and late-firing origins. So, some replication origins, such as ARS305, reproducibly fire early in S-phase (Reynolds et al., 1989). Others, such as ARS501, only fire later in S-phase. Under conditions where DNA replication is inhibited, firing of these late origins is delayed (Santocanale & Diffley, 1998). Thus, temporal patterns of replication origin firing can be clearly defined in *S. cerevisiae*. However, this temporal pattern is unlikely to reflect a set temporal program of replication origin firing. Single molecule DNA combing techniques were used to look at the timing of replication origin firing on single chromosome fibres. At this level, significant variation was seen in the temporal pattern of origin firing, suggesting there is no strictly controlled temporal program (Czajkowsky et al., 2008). Thus, the observed temporal pattern of replication origin firing is most likely to be based on the averaged effects of the probability of origin firing across a population.

1.1.4.3 Building the replication fork

Stable association of the replicative polymerases with the replication origin requires several highly regulated transitional stages (reviewed by Sclafani & Holzen, 2007; Toone et al., 1997) (Figure 1.1). The first stage is to build a pre-replicative complex (pre-RC) on the ORC-bound replication origin, which is composed of Cdc6, Cdt1
and MCM2-7 (Toone et al., 1997). The association of these proteins with the replication origin is controlled by CDK activity so that pre-RC formation can only occur in a very specific time window: as cells enter G1 after mitotic exit, but before START (Piatti et al., 1996). Restricting pre-RC formation to this specific time window in G1 ensures that once cells have passed START no origin can initiate replication twice. This regulation is critical to ensure genomic stability by preventing any hazardous re-replication.

So, the pre-RC is built in G1 before the decision to enter the cell cycle is taken. After cells have passed START, a larger initiation complex containing several essential replication factors, is built around the pre-RC (reviewed by Sclafani & Holzen, 2007). These replication factors include Sld2, Sld3, Dpb11, Cdc45, Mcm10 and the GINS complex (Kamimura et al., 2001; Ricke & Bielinsky, 2004; Takayama et al., 2003). The assembly of the initiation complex is controlled by CDK activity. The CDK-dependent phosphorylation of Sld2 and Sld3 is essential for the stable association of the other replication factors with the initiation complex (Tanaka et al., 2007; Zegerman & Diffley, 2007). The components of this initiation complex ultimately form an integral part of the active replication fork. So, they are required for both the establishment and progression of replication forks.

The next stage is to initiate origin firing and to assemble the replicative machinery. First, Dbf4-Cdc7 kinase activity is required to initiate local unwinding of the DNA duplex (Lei et al., 1997). One known target of the Dbf4-Cdc7 kinase is the MCM2-7 complex, which is assumed to be the helicase that unwinds the DNA duplex during DNA replication. Experimental evidence to show that MCM2-7 has helicase activity has been elusive. Recently however, helicase activity was observed for the larger MCM-Cdc45-GINS complex purified from Drosophila (Moyer et al., 2006). Presumably therefore, Dbf4-Cdc7 phosphorylates MCM2-7, which activates the MCM2-7 helicase activity in the context of the initiation complex and promotes local unwinding of the DNA duplex. The single-stranded DNA that is exposed at the replication origin upon unwinding is bound by the heterotrimeric replication protein A (RPA) (reviewed by Bell & Dutta, 2002). RPA binding promotes further unwinding and is important for the association of DNA polymerase α (pol α). DNA pol α is the only enzyme that can initiate DNA synthesis de novo, and does so by
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synthesising an RNA primer for the replicative polymerases, pol δ and pol ε, to extend (reviewed by Bell & Dutta, 2002). The processive polymerase machinery is then built around the initial RNA primer. The replication factor C (RFC) clamp-loader binds to the primer-DNA duplex and then loads the proliferating cell nuclear antigen (PCNA) heterotrimeric clamp. PCNA is a processivity factor for pol δ. PCNA also forms a scaffold for many other proteins, such as DNA repair factors, that may need to interact with the replication fork (Moldovan et al., 2007).

This multi-protein replication complex that promotes the polymerisation of the new DNA strands is called the replisome. The replicative polymerases can only catalyse DNA synthesis in a 5'-3' direction. However, as the two DNA template stands are of opposite polarity, only the strand that is of the same polarity as the polymerisation process can be synthesised in a continuous manner. This strand is called the leading strand. The other strand is called the lagging strand and new DNA must be synthesised as short fragments as the DNA duplex is unwound. These fragments are called Okazaki fragments are subsequently ligated together to form a continuous DNA strand (reviewed by Waga & Stillman, 1998).

The two replication forks that are assembled at the origin then synthesise the new DNA strands, bi-directionally away from the replication origin. DNA synthesis at several replication forks is co-ordinated spatially and temporally in replication factories, and these can be seen as nuclear foci that contain replisome proteins (Kitamura et al., 2006). Thus, once assembled, the replisome eventually forms part of this larger, fixed, replication structure, into which the template DNA is fed, and out of which come the newly synthesised strands (Falaschi, 2000).
1.1.4.4 Replication fork progression

During DNA synthesis the replication fork has to cope with many different obstacles that can potentially block fork progression. In an unchallenged S-phase spontaneous fork pausing is common, for example at non-nucleosomal protein-DNA complexes. An initial estimate put the number of these types of pause sites in the *S. cerevisiae* genome at ~1400 (Ivessa *et al.*, 2003), but this is likely to be a conservative estimate (Azvolinsky *et al.*, 2006). These pause sites include the ribosomal DNA (rDNA) locus, telomeres, centromeres, inactive replication origins, regions of heterochromatin such as the *MAT* locus, tRNA genes, and RSZs (Cha & Kleckner, 2002; Deshpande & Newlon, 1996; Ivessa *et al.*, 2000; Ivessa *et al.*, 2002; Ivessa *et al.*, 2003).

Replication fork pausing in the rDNA locus depends on the rDNA binding protein Fob1 (Kobayashi & Horiuchi, 1996). The Fob1-dependent pause sites are there specifically to act as a polar replication fork barrier to block fork progression in one direction. Replication termination then occurs at this site as another fork progressing in the opposite direction meets the blocked fork.

In other pause sites, like centromeres and inactive origins, replication forks need to progress past the block and this requires the Rrm3 helicase (Ivessa *et al.*, 2003). So, Rrm3 is thought to associate with the replication fork and remove such protein-DNA complexes ahead of the fork (Azvolinsky *et al.*, 2006). Initially it was assumed that fork pausing in these regions was simply a consequence of a physical block to fork progression. However, more recent evidence suggests that fork pausing at these sites is an active process requiring the replisome components Tof1 and Csm3 (Calzada *et al.*, 2005; Hodgson *et al.*, 2007). It has been proposed that Tof1 and Csm3 can impose this active replication fork arrest by counteracting the helicase activity of Rrm3 (Mohanty *et al.*, 2006).

1.1.4.5 Sister chromatid cohesion

The two copies of each chromosome, called sister chromatids, which were produced during DNA replication, are held together by the cohesin complex (Michaelis *et al.*, 2003).
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1997). The cohesin complex is composed of four subunits, Smc1, Smc3, Sccl and Scc3 (Haering et al., 2002). The cohesin complex is loaded onto chromosomes in G1, before DNA replication (Ciosk et al., 2000). As DNA replication proceeds a physical connection is established between sister chromatids, dependent on the cohesin complex (Uhlmann & Nasmyth, 1998). However, the precise molecular mechanism of how the cohesin complex joins sister chromatids remains unclear (Gregan & Rumpf, 2006). This physical connection between sister chromatids is essential for ensuring each daughter cell receives a complete and single copy of the genome.

1.1.5 Mitosis

G2 marks the period after the completion of DNA replication as cells prepare to segregate the replicated chromosomes. Mitosis is the whole process of nuclear division and cytokinesis, which comprises several sub-stages (reviewed by Zachariae & Nasmyth, 1999).

1.1.5.1 Nuclear division

Firstly the replicated chromosomes condense, although in S. cerevisiae chromosome condensation is not as extensive as in mammalian cells (Vas et al., 2007). The condensed sister chromatids then align perpendicular to the axis of the mitotic spindle in preparation for segregation (Zachariae & Nasmyth, 1999). The microtubules, which make up the mitotic spindle, nucleate from spindle pole bodies (SPBs) that are positioned on opposite sides of the nucleus (reviewed by Winey & O'Toole, 2001). These microtubules attach to the chromosomes, through a multi-protein complex called the kinetochore, so that one sister chromatid of each pair is attached to the mitotic spindle from opposite SPBs (Zachariae & Nasmyth, 1999).

Separation of the sister chromatids occurs during anaphase, and it depends on two processes (Zachariae & Nasmyth, 1999). First, the dissolution of the cohesion between sister chromatids allows their physical separation. Second, the elongation of the mitotic spindle spatially segregates the separated sister chromatids into the mother and daughter cells.
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After nuclear division the cell needs to exit mitosis and undergo cytokinesis.

### 1.1.5.2 Progression through mitosis

Progression through mitosis is controlled by a large multi-subunit complex, the anaphase promoting complex or cyclosome (APC/C), which promotes the ubiquitin-mediated proteolysis of key cell cycle regulators (reviewed by Morgan, 1999). There are two regulatory co-factors, Cdc20 and Cdh1, that activate the APC/C and control its substrate specificity (Visintin et al., 1997). Temperature sensitive mutations in APC/C subunits cause a cell cycle arrest before anaphase onset (Kramer et al., 1998), showing that this is the first transition regulated by the APC/C. So, what are the protein(s) that need to be targeted for destruction at this stage?

It is the cleavage of the Scc1 cohesin subunit that promotes the segregation of sister chromatids to opposite poles, dependent on the pulling force of the mitotic spindle (Uhlmann et al., 1999). Scc1 is cleaved by Esp1 (separase) and the separase activity of Esp1 is inhibited by Pds1 (securin) (Ciosk et al., 1998). Degradation of Pds1 is mediated by APC/C\(^{Cdc20}\), which then releases Esp1 to cleave Scc1 (Ciosk et al., 1998).

### 1.1.5.3 Mitotic exit

In molecular terms, mitotic exit marks the completion of one cell cycle and the transition into G1 of the next cell cycle (Zachariae & Nasmyth, 1999). Essentially, mitotic exit requires inactivation of mitotic CDK activity to allow events in G1 of the next cell cycle, such as pre-RC formation, to occur. There are two mechanisms to inactivate mitotic CDK activity. One is upregulation of the CDK inhibitor, Sic1 (Knapp et al., 1996). The second is APC/C\(^{Cdh1}\)-dependent destruction of mitotic cyclin, Clb2 (Schwab et al., 1997). Both of these events depend upon the phosphatase activity of Cdc14 (Visintin et al., 1998). From G1 to late mitosis Cdc14 is sequestered in the nucleolus, by its inhibitor Net1, to keep it inactive (Visintin et al., 1999). Release of active Cdc14 from the nucleolus depends on two tightly regulated networks: the CDC fourteen early anaphase release (FEAR) network and the mitotic exit network (MEN).
The FEAR network is a non-essential signalling cascade that contributes to an initial release of Cdc14 from the nucleolus at the onset of anaphase (reviewed by Stegmeier & Amon, 2004). The FEAR network includes the separase Esp1, the protein kinase Cdc5, the kinetochore protein Slk19, and Spo12 (Stegmeier et al., 2002). The role of Esp1 in the FEAR network is independent of its protease activity that is used to cleave Scc1 (Sullivan & Uhlmann, 2003). How these components of the FEAR network function together is currently poorly understood.

The MEN is essential for mitotic exit and it promotes the sustained and irreversible release of Cdc14 from the nucleolus (reviewed by Stegmeier & Amon, 2004). The MEN genes include TEM1, LTE1, CDC15, CDC5, and DBF2 (Jaspersen et al., 1998). The MEN is a GTPase signalling cascade (reviewed by Stegmeier & Amon, 2004). A two-component GTPase activating protein (GAP), Bub2-Bfa1, maintains Tem1 in an inactive state until mitotic exit. After nuclear division, Tem1 is activated by Lte1. Lte1 was initially assumed to be a guanine nucleotide exchange factor (GEF) for Tem1, although there are no data to support this assertion (Geymonat et al., 2002; Yoshida et al., 2003). Therefore, how Lte1 activates Tem1 remains unclear. Tem1 then activates the Cdc15 kinase, which in turn activates the Dbf2 kinase. Dbf2 then promotes the release of Cdc14, although the molecular details of how this is achieved are not clear. Cdc5 is also considered a MEN gene; it does activate MEN in multiple ways, although it is not a core component of the signalling cascade.

1.2 The role of MEClATR

*Saccharomyces cerevisiae* MECl, and the closely related *TEL1*, are members of the phosphatidylinositol-3-OH kinase-like kinase (PIKK) super-family (Abraham, 2004). Despite the similarity of their C-terminal kinase domain to the phosphatidylinositol-3-OH lipid kinases, the PIKKs are protein kinases. Homologs of MECl include mammalian ATR (ataxia telangiectasia and Rad3 related) and *S. pombe* rad3+. Homologs of *TEL1* include mammalian ATM (ataxia telangiectasia mutated) and *S. pombe* tel1+. Mutations in ATR or ATM in humans cause the rare genetic disorders Seckel syndrome and ataxia telangiectasia (A-T) respectively (Chun & Gatti, 2004;
O’Driscoll et al., 2003). These disorders are characterised by neurological defects and a predisposition to cancer. Human cell lines that are compromised in ATR or ATM function show defects in the DNA damage response and are sensitive to genotoxic stress (Jeggo et al., 1998; O’Driscoll et al., 2003). Overall, numerous studies have shown that the critical role of Mec1\(^{ATR}\)/Tel1\(^{ATM}\) is to maintain genomic integrity (Casper et al., 2002; Craven et al., 2002). So, in response to lesions that compromise DNA integrity, these PIKKs initiate a protein kinase cascade that can reversibly arrest the cell cycle and promote repair of damaged DNA (Figure 1.2).

In higher eukaryotes, both ATR and ATM are important in responding efficiently to genotoxic stress. In *S. cerevisiae*, Tel1 plays a secondary role to Mec1 in maintaining genomic integrity and the main role of Tel1 is maintaining telomere length (Greenwell et al., 1995; Morrow et al., 1995). Deletion of *TEL1* alone does not confer sensitivity to genotoxic stress. However, deletion of *TEL1* in a strain lacking Mec1 function causes increased sensitivity to genotoxic stress (Craven et al., 2002; Morrow et al., 1995). Conversely, over-expression of *TEL1* rescues the lethality, and partially rescues the DNA damage sensitivity, of *mec1Δ* (Morrow et al., 1995). Therefore, as for ATM and ATR, there is partial functional overlap between *MEC1* and *TEL1*, although Mec1 is the more dominant of the two.
Figure 1.2 MEC1 is essential for maintaining genomic stability. *S. cerevisiae* Mec1 is required to maintain DNA integrity during normal DNA replication, under conditions of replication stress and following DNA damage. In each case Mec1 co-ordinates different downstream responses that are appropriate to the initial stimulus. During DNA replication (green arrows) Mec1 promotes the degradation of the RNR inhibitor Sml1, promotes replication fork progression through areas of the genome that are difficult to replication (such as RSZs) and promotes that extension of shortened telomeres. Under conditions of replication stress (black arrows) Mec1 initiates a checkpoint response that promotes the stabilisation of stalled replication forks and inhibits late origin firing. In response to DNA damage (red arrows) Mec1 initiates a checkpoint response that promotes cell cycle arrest, promotes DNA repair and activates DNA damage-induced transcription. For clarity these responses are depicted and described as separate pathways. However, in the context of a living cell some temporal overlap between these stimuli and the Mec1-dependent response is expected (grey arrows). Precisely how Mec1 co-ordinates differential downstream responses, depending on the initial stimulus/stimuli, is not currently understood.
1.2.1 How are Mec1\textsuperscript{ATR} and Tell\textsuperscript{ATM} activated?

In simple terms, the key signal for Mec1 and ATR activation is binding to RPA-coated single-stranded DNA (ssDNA) (Zou & Elledge, 2003). To function efficiently, Mec1 and ATR both require a partner protein, called Ddc2 or ATRIP (ATR Interacting Protein) respectively (Cortez et al., 2001; Paciotti et al., 2000). Ddc2 and ATRIP are phosphorylated by their partner kinase, Mec1 or ATR, although the functional relevance of this modification is not clear (Cortez et al., 2001; Paciotti et al., 2000).

A physiological PIKK-dependent response to genotoxic stress requires the recruitment of the kinase to the site of the DNA lesion, so that efficient phosphorylation of downstream targets can occur. Ddc2 and ATRIP are important for the localisation of their partner kinase to RPA-coated ssDNA (Rouse & Jackson, 2002; Zou & Elledge, 2003). In \textit{S. cerevisiae} deletion of \textit{DDC2} is lethal and shows the same phenotype as deletion of \textit{MEC1}, therefore suggesting that Mec1 needs to be recruited to the DNA to perform its essential function (Paciotti et al., 2000; Rouse & Jackson, 2002; Wakayama et al., 2001). Mec1 kinase activity, although essential for viability, is not required for Mec1 recruitment to the DNA. So, a kinase-dead allele rescued by a suppressor mutation can be recruited to the DNA in a Ddc2-dependent manner (Nakada et al., 2005). Mec1 kinase activity is not dependent on its binding to Ddc2, and it is not stimulated by genotoxic stress (Wakayama et al., 2001). This suggests that that the recruitment of Mec1 to the DNA is required solely to bring Mec1 into contact with its substrates

In vertebrates a stable ATR-ATRIP-RPA interaction is also an important part of an efficient, physiological response to genotoxic stress. However, reports do differ on the requirement for ATRIP or RPA for ATR function. For example, one report has shown that human ATR can bind RPA-coated ssDNA \textit{in vitro} with similar affinity in the presence or absence of ATRIP (Unsal-Kacmaz & Sancar, 2004). However, another report has shown that in \textit{Xenopus} egg extracts DNA binding by ATR is dependent on ATRIP (Kim et al., 2005). Other studies have shown that the ATR-ATRIP complex can be recruited to the DNA by proteins other than RPA, such as the mis-match repair machinery (Bomgarden et al., 2004; Yoshioka et al., 2006). Unlike
**Chapter 1 Introduction**

*S. cerevisiae* Mec1, ATR kinase activity can be stimulated by DNA binding in *Xenopus* egg extracts (Guo *et al.*, 2000). Additionally, the vertebrate Dpb11 homolog, TopBP1, which is a component of the replisome, has been shown to strongly stimulate ATR kinase activity (Kumagai *et al.*, 2006).

Experimentally, different methods can be used to induce Mec1 or ATR activation, but as a general rule these all work by generating ssDNA. For example, damage to DNA bases caused by ultra violet (UV) irradiation is recognised and repaired by the nucleotide excision repair (NER) pathway (Sancar *et al.*, 2004). In wild type *S. cerevisiae* cells, UV irradiation in G1 activates Mec1 and induces a G1/S cell cycle arrest. But, this only happens if there is an intact NER pathway that processes the damaged DNA to generate ssDNA (Neecke *et al.*, 1999). A similar requirement for NER to generate a PIKK-dependent response to UV stress has been shown in human fibroblasts (Marti *et al.*, 2006). In a *rad14Δ* mutant, which is not proficient for NER, there is no Mec1-dependent G1/S cell cycle arrest. Instead there is a Mec1-dependent response in S-phase, when Mec1 senses ssDNA accumulation at stalled replication forks caused by replication of a damaged template (Neecke *et al.*, 1999).

Tell and ATM also require a partner protein complex, the Mre11-Rad50- Xrs2/Nbs1 complex (*S. cerevisiae* MRX or vertebrate MRN), to respond efficiently to genotoxic stress (Usui *et al.*, 2001; Uziel *et al.*, 2003). The recruitment of Tell or ATM to DNA lesions depends on a C-terminal motif in Xrs2 or Nbs1 respectively (Falck *et al.*, 2005). The MRN complex stimulates ATM kinase activity, and is thought to do so by facilitating stable substrate binding (Lee & Pauli, 2004).

In humans, hypomorphic alleles of MRE11 or NBS1 cause similar genetic disorders to A-T, which is caused by loss of ATM (Chun & Gatti, 2004). Experimentally, A-T cell lines are sensitive to DNA damaging agents, like ionizing radiation (IR), that induce double-strand breaks (DSBs) (Jeggo *et al.*, 1998). Likewise, *S. cerevisiae* Tell can initiate a signalling response to DSBs. However, its role is less prominent than that of ATM, due to the dominance of the Mec1 response. For example, if ssDNA formation is prevented at the site of a DSB using a *rad50S* mutant where the ends of the DNA are not resected, there is a Mec1-independent but Tell-dependent response (Usui *et al.*, 2001). Also, UV irradiation in G1 in *mec1Δ* cells does not
cause a cell cycle arrest in G1 or S-phase, but does activate a G2/M cell cycle arrest dependent on Tel1 and the MRX complex (Clerici et al., 2004). It is inferred that replication of a damaged template generates DSBs which, in the absence of Mec1, can be detected after replication by Tel1.

Overall, the simple picture is that in mammalian cells ATR responds to replication stress and other forms of damage that generate ssDNA, whilst ATM responds primarily to DSBs. In *S. cerevisiae*, although a similar functional division applies, Mec1 is more dominant than Tel1. In reality Mec1\textsuperscript{ATR} and Tel1\textsuperscript{ATM} probably respond to genotoxic stress in a more co-ordinated fashion. For example, in mammalian cells IR can activate ATR in an ATM-dependent manner (Jazayeri et al., 2006). So, following IR, ATM and the MRN complex are recruited to the site of a DSB. ATM then stimulates the nuclease activity of Mre11 and the resultant resection of the DNA ends produces the RPA-coated ssDNA required for ATR activation.

Also, the nature of the signals that activate Mec1\textsuperscript{ATR} and Tel1\textsuperscript{ATM} are probably more complex than the simple ssDNA/DSB picture described above. For example, ATM can be activated by changes in chromatin structure, independently of DSB formation (Bakkenist & Kastan, 2003). Additionally, the chromatin structure in the DNA flanking the break site has been shown to be important for ATM activation (You et al., 2007). The authors of this study suggested that it is histone modifications or changes in nucleosome structure around the break site that are actually the direct signal for ATM activation.

ATM is also regulated by autophosphorylation. So, in its inactive form ATM is found as a dimer (Bakkenist & Kastan, 2003). DNA damage induces intermolecular phosphorylation on serine 1981 (S1981) and dimer dissociation (Bakkenist & Kastan, 2003). Serine 1981 phosphorylation is often used as a marker for ATM activation. However, full ATM activation is dependent on the MRN complex and recruitment to the DNA (You et al., 2005) and ATM S1981 autophosphorylation is separable from its stable recruitment to DNA damage sites (Falck et al., 2005). Currently, the precise relationship between ATM autophosphorylation, recruitment to the DNA and ATM activation is not clear (Lee & Paull, 2005; You et al., 2005).
1.2.2 The essential role of \textit{MEC1^{ATR}}

\textit{MEC1} and its mammalian homolog, ATR, are both essential genes (Brown \& Baltimore, 2000; Cortez \textit{et al.}, 2001; Kato \& Ogawa, 1994; Zhao \textit{et al.}, 1998). \textit{TEL1} and its mammalian homolog, ATM, are not essential (Chun \& Gatti, 2004; Greenwell \textit{et al.}, 1995). Cells lacking Mecl function, either \textit{mec1A} cells rescued by a suppressor mutation or cells with a hypomorphic \textit{mec1} allele, are highly sensitive to genotoxic stress (Weinert \textit{et al.}, 1994; Zhao \textit{et al.}, 1998). However, the essential role of \textit{MEC1} is not its ability to respond to genotoxic stress. In addition to co-ordinating the response to genotoxic stress, Mecl is required for upregulating intracellular dNTP levels for DNA replication (Zhao \textit{et al.}, 1998). It is this role of regulating dNTP levels that is believed to be the essential role of \textit{MEC1}. So, mutations that increase dNTP levels, such as over-expression of the ribonucleotide reductase (RNR) subunit \textit{RNR1} or deletion of the RNR inhibitor \textit{SML1}, rescue the lethality of \textit{mec1A} (Desany \textit{et al.}, 1998; Zhao \textit{et al.}, 1998). Increasing dNTP levels enables \textit{mec1A} cells to proliferate with wild type kinetics in unstressed conditions, albeit with increased rates of genomic instability (Craven \textit{et al.}, 2002). The \textit{S. pombe} \textit{MEC1} homolog, \textit{rad3+}, is a non-essential gene (Bentley \textit{et al.}, 1996). \textit{S. pombe rad3+} is required to co-ordinate the cellular response to genotoxic stress (Bentley \textit{et al.}, 1996), but there is currently no known role for \textit{rad3+} in upregulating intracellular dNTP levels for DNA replication (Liu \textit{et al.}, 2003).

In contrast, there is an essential requirement for the genotoxic stress response of metazoan ATR (Brown \& Baltimore, 2000; Cortez \textit{et al.}, 2001; Garcia-Muse \& Boulton, 2005). The exact reason for the difference between metazoan and yeast cells in the essential requirement for a functional genotoxic stress response is not clear. It could be due to the more complex nature of a higher eukaryotic genome, which has regions, such as repetitive sequences that are especially difficult to replicate (Callahan \textit{et al.}, 2003; Dart \textit{et al.}, 2004). In this case, the genotoxic stress response of ATR would be required during unchallenged DNA replication (see Section 1.4 for a discussion on the roles of Mec1 and ATR in maintaining replication fork stability). In support of this idea, studies in \textit{Xenopus} suggest that ATR can associate with the replication fork (Dart \textit{et al.}, 2004). No equivalent association of Mec1 with the replication fork has been shown for \textit{S. cerevisiae}. 
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1.2.3 MEC1\textsuperscript{ATR} and fragile site stability

In mammalian cells common fragile sites are regions of the genome that are prone to forming gaps or breaks in metaphase chromosomes after being cultured under conditions of replication stress (reviewed by Schwartz et al., 2006). Common fragile sites are hotspots of genomic instability and these regions often show translocations or deletions in tumour cells (Schwartz et al., 2006). This genomic instability is thought to arise from DNA features in these regions, such as the tendency to form secondary structure, which makes them difficult to replicate and prone to break formation. ATR is important for maintaining genomic stability at fragile sites, presumably by regulating replication through these difficult-to-replicate regions (Casper et al., 2002).

\textit{S. cerevisiae} replication slow zones (RSZs) are used as a model for mammalian fragile sites (Cha & Kleckner, 2002). Replication proceeds slower in RSZs than in other regions of the genome in wild type cells, suggesting these regions are intrinsically difficult to replicate. DNA DSBs form in RSZs when cells expressing a temperature sensitive allele of \textit{mec1}, \textit{mec1-4} or \textit{mec1-40}, undergo replication at the restrictive temperature (Cha & Kleckner, 2002). RSZs are relatively large regions of the genome (~10kb) and, where break points have been mapped on chromosome III, they occur between highly active replication origins (Cha & Kleckner, 2002). RSZs are genetically defined regions, since altering the pattern of replication by deleting replication origins does not alter the pattern of break formation (Cha & Kleckner, 2002).

Deletion of \textit{SML1} suppresses the temperature sensitivity of \textit{mec1-4} and \textit{mec1-40} and also suppresses break formation in RSZs (Cha & Kleckner, 2002). This suggests that in strains expressing the \textit{mec1-4} or \textit{mec1-40} alleles the replication stress induced by the altered regulation of dNTP synthesis contributes to the eventual formation of DSBs in RSZs. However, the nature of the chromosomal break formation in RSZs is different to that which occurs following replication stress induced by exogenous dNTP depletion. In the latter situation DSBs can form due to the processing of unprotected, stalled replication forks by the homologous recombination (HR) machinery (Section 1.3.5.1). Chromosomal break formation in RSZs does not require
the cell to have functional HR machinery (N. Hashash and R. Cha, unpublished data). Instead, break formation in RSZs follows a prolonged period of replication fork pausing and depends on currently unidentified events that happen in the G2/M transition. Replication forks paused in RSZs before break formation are competent to resume replication, as mecl-4 and mecl-40 cells retain viability if they are returned to the permissive temperature. This suggests that Mec1 function is required to promote continued replication through these regions. Whether this function is simply to ensure a sufficient supply of dNTPs to complete replication, or if it reflects another role of Mec1 is unclear.

1.2.4 Telomeres

Telomeres are specialised nucleoprotein structures that protect the end of linear chromosomes (Smogorzewska & de Lange, 2004). They consist of a unique repeat sequence that, due to the difficulty of replicating the end of a linear structure, is synthesised by a reverse transcriptase called telomerase. In the absence of telomerase or protective telomere binding proteins, telomeres shorten. Unstable telomeres ultimately lead to cellular senescence, where a cell loses its capacity to proliferate (Smogorzewska & de Lange, 2004). The DNA structures at telomeres closely resemble those recognised by DNA damage sensors. Therefore it is not surprising that many proteins involved in maintaining genomic integrity also play a role in telomere maintenance. Tel1 is important for maintaining telomere length, and in a tel1Δ strain telomeres are short, but stable (Ritchie et al., 1999). The Tel1 homolog ATM has also been shown to have a role in maintaining telomere length in mammalian cells (Pandita, 2002). In the absence of Mec1 and Tel1 function however, telomeres become unstable and cells senesce (Ritchie et al., 1999). Therefore S. cerevisiae Mec1 can contribute to maintaining telomere length.

1.3 The DNA damage response

1.3.1 Cell cycle checkpoints

Problems may arise during the cell cycle where control mechanisms, additional to the cell cycle machinery described in Section 1.1, are required to ensure genomic
stability. These control mechanisms are called cell cycle checkpoints (Hartwell & Weinert, 1989). Hartwell and Weinert initially defined a checkpoint as a process that promoted cell cycle arrest or delay, presumably to allow time to correct the initial problem. For example, a checkpoint exists to arrest the cell cycle in G2/M to prevent anaphase onset with damaged DNA (Gardner et al., 1999). Further study of checkpoint function has shown that checkpoint proteins are also involved in additional processes to maintain cell viability under stressful conditions (Harrison & Haber, 2006). These include the recruitment and activation of proteins that carry out DNA repair and the induction of an altered transcriptional program. All checkpoint responses to DNA damage or replication stress are dependent on Mec1ATR/ATM. There are other cell cycle checkpoints, for example the spindle assembly checkpoint that responds to defects in the mitotic spindle, which are not dependent on Mec1ATR/ATM.

Failure to delay cell cycle progression in the presence of DNA damage poses the risk of cell death or transmitting mutations to future generations. In multicellular organisms failure to respond efficiently to DNA damage can cause accumulation of mutations that is linked with tumourigenesis (Motoyama & Naka, 2004).

1.3.2 Checkpoint sensors

The checkpoint sensors are the proteins that recognise abnormal DNA structures and initiate the checkpoint response (Figure 1.3). Mec1ATR and Tel1ATM both fall into this category and their roles in sensing DNA damage were discussed previously in Section 1.2.1. Checkpoint activation additionally requires the heterotrimeric PCNA-like clamp, Mec3-Rad17-Ddc1 (or the 9-1-1 complex, Rad9-Rad1-Hus1, in mammalian cells) and the RFC-like Rad24Rad17-RFC2-5 clamp loader (Harrison & Haber, 2006). Recruitment of the checkpoint clamp and clamp-loader to DNA damage sites requires RPA-coated ssDNA (Lucca et al., 2004; Zou et al., 2003), but does not require extensive resection of the DNA ends (Nakada et al., 2004). Thus, the clamp and clamp-loader, like the PIKK sensors, are recruited to DNA damage sites early in the DNA damage response.

The PIKKs and the clamp/clamp-loader are recruited independently to the DNA damage site (Melo et al., 2001). Once localised to the DNA damage site they then
co-operate in relaying the downstream checkpoint signal. So, phosphorylation of downstream Mec1 targets depends on the presence of the clamp and clamp-loader (Emili, 1998; Paciotti et al., 1998). The clamp and clamp-loader most likely recruit the Mec1 substrates to the damage site, where they come into contact with the independently recruited Mec1 kinase. Having two independent sensor systems in this way guards against inappropriate checkpoint activation.

The PIKKs and the checkpoint clamp and clamp-loader complex are important for initiating the DNA-damage-signalling cascade. However, whether they truly detect the initial DNA damage is more difficult to determine. Recently a role for chromatin remodeling complexes as an early sensor of DSBs has been described. The \textit{S. cerevisiae} RSC chromatin remodeling complex is required for the recruitment of Mec1 and Tel1 to the DNA damage site (Liang et al., 2007). Mutations of RSC subunits impair the loss of core histones at the break site, impair the association of Mre11 with the break site, and delay the nucleolytic processing required to form 3' ssDNA tails (Liang et al., 2007). These observations suggest a model where early chromatin remodeling is required for DNA processing enzymes and checkpoint proteins to associate with the damage site and initiate a timely DNA damage response.

### 1.3.3 Checkpoint transducers

The checkpoint transducers are the proteins that amplify and transmit the checkpoint signal to the downstream effectors (Figure 1.3). There are two key transducer kinases, Rad53\textsuperscript{Chk2} and Chkl\textsuperscript{Chk1}, that function downstream of Mec1. Adaptor proteins, such as Rad9, are required to bring Rad53 and Chkl into contact with Mec1. Rad9 is hyperphosphorylated by Mec1, which is the stimulus to recruit Rad53 (Schwartz et al., 2002).
Binding of Rad53 to phospho-Rad9 serves two purposes. Firstly it brings Rad53 into contact with the Mec1 kinase. Phosphorylation of Rad53 by Mec1 is thought to be initially important to activate the Rad53 kinase at low concentrations (Ma et al., 2006). Secondly it creates a local increase in Rad53 concentration, which promotes in trans Rad53 autophosphorylation (Gilbert et al., 2001). Chkl activation is also dependent on Rad9, but it does not require MECL-dependent Rad9 hyperphosphorylation (Schwartz et al., 2002). Instead, the N-terminus of Rad9 is specifically required for Chkl, but not Rad53, phosphorylation and activation (Blankley & Lydall, 2004). Therefore the Rad9 adaptor promotes the activation of two independent branches of the MECL-dependent DNA damage response.

1.3.4 Checkpoint effectors

The checkpoint effectors are the proteins that respond to the checkpoint signal, and carry out the required response. The key checkpoint effectors that are involved in instigating a G1/S or G2/M cell cycle arrest are described below.

1.3.4.1 G1/S checkpoint effectors

The DNA damage-induced cell cycle arrest at G1/S in S. cerevisiae is relatively weak. The short arrest that does occur depends on RAD9 and RAD17 and induces Rad53 phosphorylation (Gerald et al., 2002; Siede et al., 1993). Activated Rad53 phosphorylates the SBF/MBF transcription factor component Swi6 (Section 1.1.3). This leads to a reduction in the transcription of the G1 cyclins, CLN1 and CLN2, which then delays entry into S-phase (Sidorova & Breeden, 1997). The DNA damage-induced G1/S cell cycle arrest in mammalian cells is much stronger (reviewed by Sancar et al., 2004). In response to DSBs, ATM-dependent phosphorylation of p53 and Chk2 promotes G1/S cell cycle arrest. Phosphorylation stabilises the p53 transcription factor. This then induces expression of p21 that directly inhibits the S-phase-promoting Cdk2-cyclin E complex. Activated Chk2 contributes to the G1/S cell cycle arrest by promoting the degradation of the Cdc25 phosphatase, thus preventing the removal of inhibitory phosphorylation on Cdk2.
1.3.4.2 G2/M checkpoint effectors

In *S. cerevisiae*, Rad53 and Chkl act in parallel pathways downstream of Mec1 to execute the G2/M cell cycle arrest (Gardner *et al.*, 1999; Liang & Wang, 2007). Chkl phosphorylates the anaphase-inhibitor Pds1, which prevents APC/C\(^{Cdc20}\)-dependent ubiquitination of Pds1 and consequently reduces Pds1 proteolysis (Agarwal *et al.*, 2003; Wang *et al.*, 2001). Stabilisation of Pds1 prevents the release of active Esp1, which has two independent effects on the G2/M cell cycle arrest. Firstly, maintaining Esp1 in an inactive state inhibits anaphase by preventing cleavage of the cohesin subunit Scc1 and therefore separation of sister chromatids (Section 1.1.5.1). Secondly, it blocks activation of the FEAR pathway to inhibit the release of Cdc14 from the nucleolus (Liang & Wang, 2007).

Rad53 activation contributes to Pds1 stabilisation by inhibiting the interaction of Pds1 with the APC/C co-factor Cdc20 (Agarwal *et al.*, 2003). Currently it is not known whether Cdc20 is a direct target of the Rad53 kinase. Another effect of Rad53 activation is to block mitotic exit by inhibiting the MEN (Section 1.1.5.3). The precise mechanism by which Rad53 blocks MEN activation remains unclear, but phosphorylation of Bfa1 is a likely target (Hu *et al.*, 2001; Liang & Wang, 2007). Additionally the polo-like kinase Cdc5 is phosphorylated in a Rad53-dependent manner, although this does not inhibit the role of Cdc5 in promoting mitotic exit (Cheng *et al.*, 1998). Instead, phosphorylation of the cohesin subunit Scc1 by Cdc5 is required for efficient degradation of Scc1 by Esp1 (Alexandru *et al.*, 2001). So, Rad53-dependent phosphorylation of Cdc5 probably contributes to the inhibition of anaphase onset. Therefore both Chkl and Rad53, through different downstream signalling pathways, contribute to the inhibition of anaphase onset and the inhibition of mitotic exit.

In mammalian cells, the DNA-damage-dependent G2/M cell cycle arrest is achieved by inhibiting the mitosis-promoting Cdc2-Cyclin B complex (reviewed by Sancar *et al.*, 2004). Inhibitory phosphorylation of the mitotic CDK, Cdc2, is promoted by Chk1- and Chk2-dependent upregulation of the Wee1 kinase. Activated Chk1 and Chk2 also promote inhibition of Cdc25 phosphatase activity, which prevents the removal of the inhibitory phosphorylation on Cdc2. The DNA damage-dependent
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G2/M cell cycle arrest in *S. pombe* is also achieved by activation of equivalent pathways to inhibit mitotic CDK activity (Rhind & Russell, 1998).

### 1.3.5 Promoting DNA repair

One of the earliest detectable responses to checkpoint activation is the phosphorylation of the histone H2A (or the histone variant, H2AX, in higher eukaryotes) by Mec1<sup>ATR</sup> or Tel1<sup>ATM</sup> (Downs *et al.*, 2000; Paull *et al.*, 2000; Rogakou *et al.*, 1998). The phosphorylated species is referred to as γH2AX and can be detected in large regions around a DSB site. So, in *S. cerevisiae* γH2AX covers regions up to at least 10 kb adjacent to a DSB site (Downs *et al.*, 2004), and in mammalian cells it can cover megabase length regions adjacent to a DSB site (Rogakou *et al.*, 1999). The formation of γH2AX is important for the stable recruitment of proteins that promote the repair process (Paull *et al.*, 2000). For example, Nbs1 binds directly to γH2AX and this is important for the stable recruitment of the MRN complex to a DNA lesion (Kobayashi *et al.*, 2002).

In *S. cerevisiae* chromatin modifying enzymes, such as the NuA4 histone acetyltransferase complex and the ATP-dependent chromatin remodeling complexes INO80 and SWR1, are recruited to a DSB via the binding of a common Arp4 subunit to γH2AX (Downs *et al.*, 2004). The recruitment of these chromatin modifying activities to the damaged DNA is thought to be important for regulating access of the repair machinery to the damaged DNA, and for restoring normal chromatin structure after DNA repair (Peterson & Cote, 2004). Also in *S. cerevisiae*, the de novo association of cohesin around the DSB site depends on γH2AX formation (Unal *et al.*, 2004), and this is important for promoting repair by homologous recombination between sister chromatids (Xie *et al.*, 2004).

In accordance with the important role played by γH2AX in promoting DNA repair, mammalian cells that lack H2AX show increased levels of genomic instability (Bassing *et al.*, 2002; Celeste *et al.*, 2002).
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1.3.5.1 Homologous recombination

There are two main pathways by which a DSB can be repaired, non-homologous end-joining (NHEJ) and homologous recombination (HR). In NHEJ the two DNA ends are religated, with minimal processing (reviewed by Lieber et al., 2003). In this case there will be some loss of DNA sequence information from the damaged DNA ends and this pathway is therefore considered an error-prone repair pathway. HR on the other hand uses a homologous template to ensure accurate repair of the DSB break (reviewed by West, 2003). In diploid cells this template can either be a homologous chromosome or a sister chromatid. During proliferation the sister chromatid is the preferred template, as it prevents potential loss of heterozygosity where there are mutant gene alleles, and so repair of a DSB by HR is therefore favoured in late S/G2.

For repair by HR to take place, the ends of the DSB must be resected by nucleases. At a DSB site the Mre11 and Exo1 exonucleases co-operate in this process to generate 3' ssDNA tails (Nakada et al., 2004). These 3' ssDNA tails are initially bound by RPA, but the Rad51 recombinase later replaces RPA (West, 2003). Rad52 is another essential HR protein that promotes Rad51 binding and stimulates the HR process (West, 2003). The Rad51-DNA filament promotes homologous pairing and DNA strand exchange with another DNA duplex, most commonly the sister chromatid (West, 2003). The repair process then requires DNA synthesis using the homologous DNA as a template, followed by separation of the repaired duplexes (West, 2003).

In response to DNA damage the homologous recombination machinery, along with other repair proteins, is rapidly relocalised to repair foci that are built around the DNA lesions (Lisby et al., 2004; Paull et al., 2000). Thus, HR is important for the accurate repair of DSBs. But, the HR process must be carefully regulated, as unscheduled HR can contribute to genomic instability (Admire et al., 2006; Lambert & Carr, 2005; Lemoine et al., 2005). This idea is discussed further in Section 1.4.5.
1.3.6 Maintaining checkpoint activation

The presence of RPA-coated ssDNA activates the Mec1\textsuperscript{ATR}-dependent checkpoint response (Section 1.2.1). However, the presence of RPA-coated ssDNA alone is not sufficient to generate a sustained checkpoint response (Byun \textit{et al.}, 2005; Ira \textit{et al.}, 2004). Instead, continued ssDNA generation and Mec1 activation are required to ensure checkpoint signalling is not turned off prematurely (Pellicioli \textit{et al.}, 2001; Vaze \textit{et al.}, 2002).

1.3.7 Turning off the checkpoint

Once the problem that initially caused cell cycle arrest has been successfully addressed, the cell needs to be able to re-enter the cell cycle. To do this checkpoint signalling needs to be shut down. The process of switching off the checkpoint is not as well understood as that of activating it. What is understood however suggests that reversal of some of the activation processes is important. For example, the PP2C-type phosphatases, Ptc2 and Ptc3, can bind to activated Rad53, which presumably results in Rad53 dephosphorylation and inactivation (Leroy \textit{et al.}, 2003). A human PP2C-type phosphatase, Wip1, can also reverse ATM/ATR-dependent phosphorylation of p53 and Chk1 (Lu \textit{et al.}, 2005). Another important target for checkpoint recovery is γH2AX. In \textit{S. cerevisiae}, dephosphorylation of γH2AX by the Pph3 phosphatase is important for checkpoint recovery (Keogh \textit{et al.}, 2005). In mammalian cells, the PP2A phosphatase is important for dephosphorylating γH2AX, although the equivalent defect in checkpoint recovery in the absence of this dephosphorylation has not been shown (Chowdhury \textit{et al.}, 2005).

1.3.8 Gene expression response

One of the less well characterised aspects of the DNA damage response is the major change in gene expression that occurs. Microarray analysis has shown that treatment with DNA damaging agents alters the transcription of hundreds of genes in \textit{S. cerevisiae} (Gasch \textit{et al.}, 2001; Jelinsky & Samson, 1999). The Dun1 kinase is activated in a Mec1- and Rad53-dependent manner (Zhou & Elledge, 1993). Dun1 is an important mediator of some, but not all, of the DNA-damage-induced transcriptional response (de la Torre Ruiz & Lowndes, 2000). Important targets of
the Dun1-controlled transcriptional response that have been investigated in detail are the genes encoding subunits of the RNR enzyme (Section 1.5.2).

Gene expression at the post-transcriptional level is regulated in response to DNA damage, by modulating the activity of mRNA deadenylase enzymes that regulate mRNA polyA tail length and mRNA stability (Hammet et al., 2002; Traven et al., 2005; Woolstencroft et al., 2006).

Finally, post-translational regulation of Sml1, an inhibitor of RNR, is another important response to DNA damage in *S. cerevisiae*. This response is covered in more detail in Section 1.5.3.

### 1.4 Responding to replication stress

There are many factors, both exogenous and endogenous, that can impede replication fork progression during the replication process (Lambert & Carr, 2005). Challenges to replication fork progression such as encountering protein-DNA complexes and DNA secondary structure, or collisions with RNA polymerases happen routinely every S-phase (Section 1.1.4.4). Also, various genotoxic insults can impede replication fork progression in different ways (Lambert & Carr, 2005). So, limiting the supply of dNTP precursors, for example by inhibiting RNR with hydroxyurea (HU), can block DNA synthesis. Similarly, inhibition of polymerase α by aphidicolin will also block DNA synthesis. Genotoxic agents that cause DNA inter-strand cross-links will block the DNA helicase, and therefore progression of the whole replisome. Genotoxic agents that cause damage to DNA bases, such as the alkylating agent methyl methanesulphonate (MMS) or UV irradiation, can inhibit the polymerisation of the new DNA strand. Exogenous genotoxic agents, such as HU, MMS or UV irradiation, are commonly used to study the replication stress response. This replication stress response is dependent on a Mec1<sup>ATR</sup> and Rad53<sup>Chk2</sup> signalling cascade and is commonly referred to as the S-phase checkpoint (Longhese et al., 2003).

When faced with a block to progression, several things can happen to the replication fork (Lambert & Carr, 2005) (Figure 1.4). Firstly, the fork can pause, in a state
competent to continue DNA replication, and in *S. cerevisiae* this does not require activation of the S-phase checkpoint. This type of physiological fork pausing was described in Section 1.1.4.4. Secondly, a replication fork can stall when DNA synthesis is prevented in a non-physiological manner, for example by genotoxic stress-inducing chemicals. In this case the S-phase checkpoint is required to maintain the replication fork in a state competent to continue DNA replication (Lopes *et al.*, 2001; Sogo *et al.*, 2002). The worst-case scenario is when the replication fork collapses and the polymerase dissociates from the DNA (Cobb *et al.*, 2003; Lucca *et al.*, 2004). In *S. cerevisiae* there is no essential requirement for a system to guard against replication fork collapse, or to promote replication fork restart during unchallenged replication (Desany *et al.*, 1998; Lisby *et al.*, 2004; Zhao *et al.*, 1998). However, in higher eukaryotes there is an essential requirement for the S-phase checkpoint and the ability to restart collapsed replication forks (Trenz *et al.*, 2006). Presumably therefore, replication fork stalling and collapse during unchallenged replication is more prevalent in higher eukaryotes than in yeast.

The consequences of failing to ensure the accurate completion of DNA replication in the face of all these potential problems are very serious (Myung *et al.*, 2001). This is because any genetic mutations that are acquired during S-phase will be transmitted directly to daughter cells. Therefore, the response to replication stress is particularly important in ensuring cellular survival and genome stability (Tourriere & Pasero, 2007). In the first instance, the cell needs to be able to detect any replication stress problems (Section 1.4.1). Next, the cell needs to ensure that DNA replication can be completed with minimal errors. Often there is a trade-off here, so that the cell allows reduced DNA replication accuracy in the interests of continuing and completing replication. The cell also needs to ensure that there are a sufficient number of replication forks to complete replication.
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The most important aspect of this response is to stabilise stalled replication forks, which have not yet collapsed, so they are competent to restart replication (Section 1.4.4). Additionally, inhibiting late origin firing prevents the generation of new replication forks under conditions of replication stress (Section 1.4.3). Lastly, in some cases, replisome components can be re-loaded onto collapsed forks to restart replication, although when this occurs and how the process is regulated is currently poorly understood in eukaryotes (Section 1.4.5).

1.4.1 Activation of the S-phase checkpoint

Mec1 or ATR detect replication stress by the accumulation of RPA-coated ssDNA at stalled replication forks (Sogo et al., 2002; Zou & Elledge, 2003). Accordingly, extensive ssDNA is not generated at replication forks that do not activate the checkpoint, such as physiologically paused forks at the rDNA locus (Gruber et al., 2000). The precise mechanism of ssDNA generation at a stalled replication fork remains unclear. In S. cerevisiae, UV lesions induce uncoupling of leading and lagging strand synthesis, which can be seen by electron microscopy as large regions of ssDNA on one side of the fork (Lopes et al., 2006). In Xenopus egg extracts however, uncoupling of the helicase and polymerase activities has been shown to be important for ssDNA generation, and consequently for S-phase checkpoint activation in response to UV irradiation (Byun et al., 2005). In this case inhibition of the helicase activity prevents checkpoint activation. Probably both mechanisms of generating ssDNA can contribute to checkpoint activation, depending on the nature of the replication stress.

The idea that there is a threshold amount of ssDNA needed to activate the S-phase checkpoint has been suggested (Shimada et al., 2002; Sogo et al., 2002). Presumably this is important to prevent unnecessary checkpoint activation during normal DNA replication. In S. cerevisiae, the amount of ssDNA present at a HU-stalled fork in a wild type cell is ~320 bases, which is ~100 bases more than at a normal replicating fork (Sogo et al., 2002). In this case, the threshold level of ssDNA required to activate the checkpoint is estimated to correspond to roughly 100 HU-stalled forks (Sogo et al., 2002). In Xenopus egg extracts the extent of ssDNA generation, which
can be thousands of bases at a stalled fork, correlates with the level of ATR activation, as measured by Chk1 phosphorylation (Byun et al., 2005).

1.4.2 S-phase checkpoint proteins

Many of the proteins required for the S-phase checkpoint response, like Mec1, Rad53, the PCNA-like clamp and the 9-1-1 clamp loader, overlap with those required for the DNA damage response (Section 1.3). However, Mrc1, a component of the replisome, takes the place of Rad9 as an S-phase specific adaptor to activate Rad53 (Osborn & Elledge, 2003). Additionally other components of the replisome are required for an efficient S-phase checkpoint response. For example, mutations in pol α, RPA, pol ε and Dpb11 all show an impaired S-phase checkpoint response (Araki et al., 1995; Longhese et al., 1996; Marini et al., 1997; Wang & Elledge, 1999), suggesting the replisome itself plays a role in activating the replication stress response.

1.4.3 Inhibition of late origin firing

Activation of the S-phase checkpoint slows down, but does not stop, progression through S-phase. So, in S. cerevisiae replication at 23°C in 200 mM HU proceeds at a steady rate over at least 6 hours, whereas replication at 23°C in the absence of HU is complete within 1 hour (Alvino et al., 2007). This increase in the length of time spent in S-phase is achieved by delaying origin firing. In an unperturbed S-phase at 25°C the late origin ARS501 fires about 15 minutes after the early origin ARS305 (Alcasabas et al., 2001; Feng et al., 2006; Santocanale & Diffley, 1998). In wild type cells challenged with 200 mM HU, replication intermediates can be detected from the ARS305, but not from ARS501, 90 minutes after release from α-factor (Santocanale & Diffley, 1998). No such delay in origin firing is observed in checkpoint mutants. So, rad53 mutants undergoing replication in 200 mM HU show the same relative timing of origin activation of ARS305 and ARS501 as in an unperturbed wild type S-phase (Alcasabas et al., 2001; Feng et al., 2006; Santocanale & Diffley, 1998).
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The molecular mechanism for delaying origin firing is thought to require Rad53-dependent phosphorylation of Dbf4 (Weinreich & Stillman, 1999). So, phosphorylation of Dbf4 reduces the kinase activity of the S-phase promoting Dbf4-Cdc7 complex to prevent origin firing (Section 1.4.3). A similar mechanism of regulating the timing of replication origin firing has been suggested to occur during unchallenged replication in *Xenopus* egg extracts (Marheineke & Hyrien, 2004; Shechter *et al.*, 2004). In this model, limited activation of ATR, by RPA-coated ssDNA at active regions of replication, feeds back to inhibit late origin firing. Thus, suggesting that the temporal pattern of replication origin firing is a self-regulatory process, mediated by ATR-dependent feedback.

Although checkpoint mutants do not delay origin firing under conditions of replication stress, there is still some, checkpoint-independent, slowing of S-phase (Paulovich & Hartwell, 1995; Tercero & Diffley, 2001). In wild type cells treated with 200 mM HU forks progress at roughly 50 base pairs (bp)/min (Sogo *et al.*, 2002) and in 0.03% MMS at roughly 300 bp/min (Tercero & Diffley, 2001). This is compared with an estimated average fork rate during unchallenged DNA replication of 2.9 kb/min, although this average does represent a dramatic variation in fork rates across the genome (Raghuraman *et al.*, 2001). These slower fork rates presumably reflect the physical impediment to the replisome caused by limiting dNTPs in the case of HU treatment and alkylation damage in the case of MMS treatment.

1.4.4 Stabilisation of stalled replication forks

In the absence of a functional S-phase checkpoint replication stress induces replication fork collapse, defined as the loss of the association of the replicative polymerases with the DNA (Cobb *et al.*, 2003; Lucca *et al.*, 2004). In this situation abnormal DNA replication structures, such as extensive single stranded gaps and hemi-replicated bubbles, can be observed (Lopes *et al.*, 2001; Sogo *et al.*, 2002). This type of unprotected, stalled replication fork is a substrate for recombination events that can contribute to genomic instability (Admire *et al.*, 2006; Lambert & Carr, 2005; Lemoine *et al.*, 2005). During replication stress, the S-phase checkpoint is important to prevent the dissociation of the replisome from the DNA at the fork.
This ensures that replication can later be resumed and also protects the fork from undesirable DNA processing events (Cotta-Ramusino et al., 2005).

Precisely how the S-phase checkpoint stabilises the replisome in wild type cells is unknown. Though presumably checkpoint-dependent phosphorylation of replisome components, such as Mrc1, plays a role (Katou et al., 2003; Osborn & Elledge, 2003). Mrc1 and Tofl also contribute to replisome stability independently of the S-phase checkpoint (Katou et al., 2003). So, in mrc1Δ or toflΔ cells treated with HU, the replisome does not dissociate from the DNA as it does in cells lacking Mec1 or Rad53 function. Instead, it becomes uncoupled from the site to DNA synthesis.

The stabilisation of stalled replication forks is the most important factor for maintaining viability under conditions of replication stress. This is illustrated by the mec1-100 hypomorph mutant, which cannot slow S-phase progression, but is still viable in MMS (Paciotti et al., 2001). As no MMS-induced slowing of S-phase is seen, the mec1-100 mutant presumably cannot inhibit late origin firing. However, mec1-100 cells do retain some ability to stabilise stalled replication forks (Cobb et al., 2005), which will therefore allow them to resume replication and minimise loss of viability.

1.4.5 Replication fork restart

Recombination-mediated replication fork restart is essential in bacteria (reviewed by Cox, 2002). Bacteria initiate replication of their circular chromosome from a single replication origin. The two replication forks then progress in opposite directions until they meet at a defined termination site on the opposite side of the chromosome. The irreversible collapse of either of the two replication forks would be lethal and so having a mechanism to restart collapsed replication forks is essential. This process of replication fork collapse and recombination-mediated restart are considered a normal part of bacterial replication.

The extent to which similar mechanisms of recombination-mediated replication fork restart are employed in eukaryotic cells is less clear. HR is essential in mammalian cells, but not in S. cerevisiae cells. However, S. cerevisiae cells with mutations that cause defects in DNA synthesis become dependent on the recombination machinery
for viability (Merrill & Holm, 1998; Merrill & Holm, 1999). So, there is indirect
evidence that in eukaryotes, as in bacteria, recombination can be important for
promoting replication fork restart.

In *S. cerevisiae* Rad52 foci are observed in *mec1Δ smllΔ* or *rad53Δ smllΔ* cells, and
not in wild type cells, treated with HU (Lisby et al., 2004). In S-phase checkpoint
mutants under conditions of replication stress replication forks collapse to form
abnormal DNA structures (Section 1.4.4). Therefore, the HR machinery is recruited
to collapsed replication forks, presumably because they are recognised as DSBs.
However, HR has also been proposed to play a role in replication fork stabilisation in
wild type cells, for example by protecting the nascent DNA strands from degradation
(Lambert et al., 2005). This proposed role of HR in protecting replication forks could
be important even in the absence of promoting strand exchange and undergoing the
complete HR process.

In higher eukaryotes the restart of collapsed replication forks is also thought to be
essential for viability. In *Xenopus* egg extracts ATM- and ATR-dependent repair and
restart of collapsed replication forks is essential to prevent the accumulation of DSBs
during replication (Trenz et al., 2006). This process is dependent on the Mre11
subunit of the MRN complex (Trenz et al., 2006). Though, whether this ATM/ATR-
and MRN-dependent promotion of replication fork restart requires recombination or
not was not addressed in this study.

Previously it was described how unscheduled recombination at the replication fork
can contribute to genomic instability (Admire et al., 2006; Lambert et al., 2005;
Lemoine et al., 2005). However, the specific circumstances in which recombination
can contribute to viability, and how this process is regulated remains unclear.
Recombination during replication is therefore viewed as a “double-edged sword”: it
can help promote viability, but at the expense of genomic stability (Lambert et al.,
2005).
1.5 dNTP synthesis

The ability of a cell to synthesise balanced amounts of the four deoxyribonucleotide triphosphate (dNTP) precursors (dATP, dGTP, dCTP and dTTP) is essential for replication and maintenance of the genome (Reichard, 1988). If dNTP levels are too low there is a risk of cell death due to an inability to complete DNA replication or repair (Zhao et al., 1998). On the other hand, dNTP levels must not be too high as this increases the risk of spontaneous mutations (Chabes et al., 2003a). For example, mammalian cell lines that have undergone oncogenic transformation contain dNTP pools that are 3-4 fold higher than normal diploid cells, and this results in an increased mutation rate (Martomo & Mathews, 2002). Defects in nucleotide metabolism have also been shown to be the underlying cause of human genetic diseases that affect mitochondrial function (Bourdon et al., 2007; Mathews, 2006). Therefore, there are rigorous control mechanisms to ensure that the amount of dNTPs synthesised correctly meets the cells needs.

The rate-limiting step in the formation of deoxyribonucleotides is the reduction of the 2'-OH in the ribose sugar of ribonucleotides and the reaction is catalysed by ribonucleotide reductase (RNR) (reviewed by Nordlund & Reichard, 2006). *E. coli* RNR is the archetypal RNR enzyme and is a tetrameric complex composed of two large R1 subunits and two small R2 subunits (Mathews et al., 1987). In *S. cerevisiae* there are four RNR genes. *RNR1* and *RNR3* encode the large R1 subunits (Elledge & Davis, 1990), and *RNR2* and *RNR4* encode the small R2 subunits (Elledge & Davis, 1987; Huang & Elledge, 1997; Wang et al., 1997). *RNR3* expression is induced in response to cellular stress (Elledge & Davis, 1990; Tadi et al., 1999). Therefore under normal growth conditions, when *RNR3* is not expressed, Rnrl is the only large subunit. *RNR2* and *RNR4* are both expressed under normal growth conditions and function as an Rnrl2-Rnrl4 heterodimer (Perlstein et al., 2005). The precise functional stoichiometry of the eukaryotic RNR enzyme is not clear (Kashlan & Cooperman, 2003).

Most of the control mechanisms for regulating the availability of dNTPs converge on the activity of RNR (Figure 1.5). These are described in the following sections.
1.5.1 RNR catalytic activity

The R1 and R2 subunits both form the enzyme's active site (Nordlund & Reichard, 2006). R1 contributes a redox active cysteine pair, which provides the electrons for ribonucleotide reduction. R2 contributes an iron-tyrosyl free radical centre, which initiates the radical transfer chain important for the catalytic reaction. In *S. cerevisiae* thioredoxin reduces the oxidised, di-sulphide bonded form of the R1 cysteine pair to regenerate the active RNR enzyme (Camier *et al.*, 2007). Deletion of both thioredoxin-encoding genes, *TRX1* and *TRX2*, reduces the rate of DNA replication (Koc *et al.*, 2006). Hydroxyurea (HU) is an anticancer drug that reversibly inhibits RNR and consequently disrupts DNA synthesis by limiting the supply of dNTPs (Slater, 1973). HU is widely used to experimentally induce DNA replication stress.

1.5.2 Transcriptional control

Every time a cell replicates its DNA there is a large increase in the demand for dNTPs. Accordingly, dNTP synthesis is upregulated at the G1/S transition and transcriptional control of the RNR subunits is one mechanism to do this. In *S. cerevisiae* *RNRI* transcription is controlled by MBF and is therefore part of the G1/S transcription program induced as cells go through START (Section 1.1.3). Other genes required for dNTP synthesis, such as *CDC21* (thymidylate synthetase) and *CDC8* (thymidylate kinase), are also regulated by MBF (White *et al.*, 1987). Cell cycle fluctuation in *RNRI* transcript levels is more significant than that of other RNR genes (Elledge & Davis, 1990). This had led to the suggestion that Rnrl is the rate-limiting component in forming the active RNR complex (Wang *et al.*, 1997). However, there is no significant change in Rnrl protein levels with the increased *RNRI* transcript levels (L. Johnston, personal communication). In mammalian cells there is no cell cycle fluctuation in R1 protein levels either, despite both the R1 and R2 subunits being transcriptionally upregulated in the G1/S transition (Bjorklund *et al.*, 1990). On the other hand, R2 protein levels do vary (Engstrom *et al.*, 1985) and the R2 protein is degraded in mitosis by APC/C^Cdh1^-mediated proteolysis (Chabes *et al.*, 2003b). No equivalent degradation of Rnrl occurs in *S. cerevisiae*, which would explain the constant Rnrl protein levels in log phase cells. In *S. cerevisiae* dNTP levels do fluctuate during the cell cycle: between 4-9 fold depending on the dNTP
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(Koc et al., 2003; Koc et al., 2004). The fluctuation in dNTP levels depends mostly, but not entirely, on MCB-dependent gene induction (Koc et al., 2003).

The ability to upregulate dNTP synthesis is also important for survival following genotoxic stress in yeast and mammalian cells (Chabes et al., 2003a; Hakansson et al., 2006b; Tanaka et al., 2000). This requirement is presumably to provide dNTPs for the repair of damaged DNA. Additional transcriptional mechanisms are required to increase dNTP synthesis following genotoxic stress. In S. cerevisiae RNR2, RNR3 and RNR4 are coordinately induced upon activation of the Mec1-Rad53-Dun1 signalling cascade, which targets the Crt1 transcriptional repressor (Huang et al., 1998). Dun1-dependent phosphorylation of Crt1 leads to removal of Crt1 from the chromatin and increases the expression of Crt1-controlled genes (Huang et al., 1998). In mammalian cells, activation of p53 leads to transcription of an alternative R2 protein, p53R2 (Tanaka et al., 2000).

1.5.3 Post translational control

S. cerevisiae RNR is inhibited by Sml1 (Chabes et al., 1999). Sml1 is a small protein that binds to R1 large subunit and inhibits the catalytic cycle by preventing regeneration of the reduced cysteine pair (Zhang et al., 2007). Sml1 protein levels are cell cycle regulated, being degraded as cells enter S-phase and reappearing after the completion of DNA replication (Zhao et al., 2001). Therefore removal of Sml1 presumably contributes to the increase in dNTP levels as cells enter S-phase. The fluctuation in Sml1 protein levels is dependent on the Mec1-Rad53-Dun1 signalling cascade (Zhao et al., 2001) and Sml1 is the only direct substrate of Dun1 that has been identified to date (Uchiki et al., 2004; Zhao & Rothstein, 2002). The essential role of Mec1 is believed to be to upregulate dNTP synthesis for DNA replication by removing Sml1-dependent RNR inhibition (Zhao et al., 1998). Deletion of Sml1 results in 2.5-fold higher dNTP levels in log phase cells and this can rescue the lethality of a meclΔ strain (Zhao et al., 1998). There is also a rapid decrease in Sml1 protein levels after exposure to DNA damage, again dependent on the Mec1-Rad53-Dun1 signalling cascade (Zhao et al., 2001).
There is no known equivalent protein inhibitor of RNR in mammalian cells. The *S. pombe* Spd1 protein is an inhibitor of *S. pombe* RNR activity (Hakansson et al., 2006a). Therefore, there appears to be a functional equivalent to *S. cerevisiae* Sm11 in *S. pombe*, although it is not an ortholog of Sm11. Like Sm11, Spd1 is degraded during S-phase and in response to DNA damage (Liu et al., 2003; Woollard et al., 1996). Unlike Sm11 however, Spd1 degradation is only dependent on Rad3^{Mec1} in response to DNA damage (Liu et al., 2003). Instead, Spd1 degradation, both during S-phase and in response to DNA damage, is dependent on the COP9 signalosome, which activates the ubiquitin ligase that targets Spd1 for degradation (Liu et al., 2003).

### 1.5.4 Sub-cellular location

Deoxyribonucleotide synthesis is thought to take place in the cytoplasm, with the dNTPs then being supplied to the site of DNA polymerisation by diffusion (Reichard, 1988). In *S. cerevisiae*, under normal growth conditions the R1 subunit, Rnr1, is primarily located in the cytoplasm, whereas the R2 subunits, Rnr2 and Rnr4, are located in the nucleus (Huang & Elledge, 1997; Yao et al., 2003). After genotoxic stress there is a Mec1-Rad53-Dun1-dependent relocalisation of the small subunits from the nucleus to the cytoplasm (Yao et al., 2003). Yao et al. (2003) also showed a similar relocalisation upon S-phase entry, although this effect is less pronounced. The compartmentalisation of the R1 and R2 subunits into different cellular locations is achieved by active transport of the R2 subunits into the nucleus (An et al., 2006) followed by Wtm1-dependent nuclear sequestration (Lee & Elledge, 2006; Zhang et al., 2006).

A similar model of nuclear sequestration of the R2 subunit, dependent on Spd1, has been proposed in *S. pombe*: Spd1 degradation is required for relocalisation of the *S. pombe* R2 subunit from the nucleus to the cytoplasm (Liu et al., 2003). Therefore two roles have been proposed for proposed for Spd1: one as an RNR inhibitor (equivalent to *S. cerevisiae* Sm11) and one as an R2 nuclear anchor (equivalent to *S. cerevisiae* Wtm1). These roles are not mutually exclusive, and degradation of Spd1 before S-phase and in DNA damage conditions could upregulate dNTP synthesis by both relocalisation of the R2 subunit and removal of the inhibition of the R1 subunit.
Most analyses of the subcellular localisation of mammalian RNR show it to be cytoplasmic (Engstrom et al., 1984; Engstrom & Rozell, 1988). However translocation of the R1 and R2 subunits to the nucleus is thought to be important for the synthesis of dNTPs following genotoxic stress (Tanaka et al., 2000; Xue et al., 2003).

1.5.5 Allosteric feedback

A model for how allosteric feedback influences RNR activity has been described in detail by Reichard and Thelander (Reichard et al., 2000; Thelander & Reichard, 1979). Binding of dNTP products to sites in the R1 subunit can influence the preference of RNR for different types of nucleotide. This specificity control is therefore important for maintaining balanced dNTP pools. The overall enzymatic activity of RNR is regulated positively by ATP and negatively by dATP. The model described by Reichard and Thelander has more recently been extended by the discovery that the activity of RNR is also regulated by changes in the oligomeric state of R1, induced by nucleotide binding to the allosteric binding sites (Kashlan & Cooperman, 2003).

For mammalian RNR, physiological levels of dATP (~20μM) inhibit its activity (Reichard et al., 2000). Therefore mammalian RNR activity will only increase as dATP levels fall, for example as it is used in DNA replication or repair. The threshold for inhibitory dATP feedback is higher in S. cerevisiae (~50μM) (Domkin et al., 2002), but it still contributes to the control of RNR activity: an rnr1-D57N mutant, where this dATP binding site has been mutated, shows 1.6-2.0 fold higher dNTP levels in a log phase culture (Chabes et al., 2003a). This difference in the dATP feedback threshold might explain why S. cerevisiae has Smll as an RNR inhibitor, whereas no equivalent inhibitor has been identified in mammalian cells.

1.6 The Ras-cAMP-PKA pathway

The Ras-cyclic AMP-protein kinase A (Ras-cAMP-PKA) pathway is one of the cellular signalling pathways that couples cell growth with nutrient availability (Thevelein et al., 2000). The amount of cAMP synthesised by the cell needs to reach
a certain threshold level for the cell to enter the cell cycle. So, under conditions of nutrient limitation cAMP synthesis is downregulated and cells arrest in G1 before START (Hubler et al., 1993). Upon prolonged nutrient starvation cells will enter stationary phase (Section 1.1.2). Genetic mutants that decrease signalling in the Ras-cAMP-PKA pathway mimic the effects of nutrient starvation (Tatchell et al., 1985; Toda et al., 1987b). For example, by showing stationary phase characteristics, such as heat shock resistance and the accumulation of storage carbohydrates, during mitotic growth. Conversely genetic mutants that increase signalling in the Ras-cAMP-PKA pathway prevent the acquisition of stationary phase characteristics (Toda et al., 1987a). These cells show decreased viability under conditions of nutrient limitation, presumably due to their defect in accumulating storage carbohydrates.

1.6.1 Core components of the *S. cerevisiae* Ras-cAMP-PKA pathway

Signalling through the Ras-cAMP-PKA pathway ultimately regulates the activity of the cAMP-dependent PKA (Figure 1.6). PKA is a tetrameric complex of any two of the three PKA catalytic subunits (Tpk1, Tpk2, or Tpk3) and two inhibitory Bcy1 subunits (Cannon & Tatchell, 1987; Toda et al., 1987a; Toda et al., 1987b). The three TPK genes have overlapping functions, as only one of them is required for normal growth (Toda et al., 1987b). However phenotypic differences are seen in their ability to complement other mutants in the Ras-cAMP-PKA pathway (Toda et al., 1987b). Binding of cAMP to the PKA inhibitory subunit, Bcy1, reduces its affinity for PKA and therefore increases PKA activity (Johnson et al., 1987; Taylor et al., 1990; Toda et al., 1987a). Cellular levels of cAMP are controlled by adenylate cyclase (Cyr1), which synthesises cAMP from ATP (Casperson et al., 1985). Cyclic AMP is broken down to AMP by the phosphodiesterases Pde1 and Pde2 (Nikawa et al., 1987; Sass et al., 1986).
Figure 1.6 The core components of the *S. cerevisiae* Ras-cAMP-PKA pathway. Inactive PKA is a heterotetramer composed of two Tpk subunits and two inhibitory Bcy1 subunits. The inhibitory Bcy1 subunits dissociate upon binding of cAMP to release the active Tpk subunits. Adenylate cyclase (Cyr1) synthesises cAMP from ATP. The phosphodiesterases, Pde1 and Pde2 break down cAMP into AMP. Cyr1 activity is stimulated by the small GTP-binding proteins, Ras1, Ras2 and Gpa2. The guanine nucleotide exchange factors, Cdc25 and Gpr1, activate Ras1,2 and Gpa2 respectively. The GTPase activating proteins Ira1,2 and Rgs2 convert the active GTP-bound from of Ras1,2 and Gpa2 into the inactive GDP-bound form.
The Ras proteins were the first identified activators of Cyr1 (Toda et al., 1985). In *S. cerevisiae* there are two Ras proteins, Ras1 and Ras2, which are homologous to the mammalian Ras oncogenes (Kataoka et al., 1984). Ras2 is the more dominant, due to its higher expression levels (Mosch et al., 1999), and therefore Ras2 has been the more widely used Ras gene in genetic analyses of the Ras-cAMP-PKA pathway (Engelberg et al., 1994; Tatchell et al., 1985; Xue et al., 1998). Single ras1Δ or ras2Δ mutants are viable, but ras1Δ ras2Δ haploid spores either fail to germinate or arrest as single unbudded cells (Kataoka et al., 1984; Tatchell et al., 1985). A tpk1Δ tpk2Δ tpk3Δ mutant is viable but it has a very long generation time, which is caused by prolonged G1 arrest (Toda et al., 1987b). This suggests that the Ras proteins have other functions in addition to regulating PKA. Subsequently PKA-independent roles for Ras, in promoting mitotic exit (Morishita et al., 1995) and regulating filamentous growth via Cdc42 (Mosch et al., 1996), have been shown. *S. cerevisiae* Cyr1 is also controlled by the Gprl-Gpa2 G-protein coupled receptor (GPCR) (Colombo et al., 1998). Gpa2 is homologous to the mammalian heterotrimeric Gα-proteins that control adenylate cyclase (Nakafuku et al., 1988).

### 1.6.2 Upstream activating signals

The core components of the Ras-cAMP-PKA pathway, described in the previous section, are well understood. However, the upstream signals that control their activity are not so well understood. The Ras2 and Gpa2 small G proteins are both activated by glucose (Colombo et al., 2004; Kraakman et al., 1999). The GEF that activates Gpa2 is the transmembrane receptor protein Gprl, which is thought to interact directly with extracellular glucose (Kraakman et al., 1999). In contrast, the GEF for Ras2 is Cdc25 (Jones et al., 1991), which can be activated by intracellular phosphorylated glucose (Rolland et al., 2000). Phosphorylation of glucose is the first step in the glycolysis pathway. To date, no upstream activator of Cdc25 that could couple its activity to intracellular glucose levels has been identified.

In addition to responding to glucose levels, PKA activity can also be modulated by other nutrients (Thevelein et al., 2005). In rich media with glucose as a carbon source, yeast cells grow rapidly by fermenting the glucose to ethanol. The absence of
any essential nutrient, such as nitrogen, will stop fermentative growth (Hirimburegama et al., 1992). Addition of nitrogen to cells starved of nitrogen in glucose media will restore fermentative growth and activate PKA (Hirimburegama et al., 1992). In this situation, PKA activation is independent of cAMP (Durnez et al., 1994).

1.6.3 Downstream effectors

The phenotypic effects of variations in PKA activity are well known. For example, high PKA activity promotes glycolysis, promotes the synthesis of ribosomal protein genes and reduces stress resistance (Klein & Struhl, 1994; Martinez-Pastor et al., 1996; Pernambuco et al., 1996). On the other hand, low PKA activity increases the level of storage carbohydrates and increases stress resistance (Charizanis et al., 1999; Engelberg et al., 1994; Tatchell et al., 1985). Despite having a good understanding of these phenotypic effects, specific targets of the PKA kinase are less well known. For many of the clearly identified targets, phosphorylation by PKA directly modulates their enzymatic activity. For example, phosphorylation of trehalase by PKA promotes the break down of the storage carbohydrate trehalose (Uno et al., 1983), and phosphorylation of phosphofructokinase-2 by PKA promotes glycolysis (Francois et al., 1984).

Variations in PKA activity also cause large changes in the transcriptional profile of the cell (Thevelein & de Winde, 1999). A reduction in PKA activity promotes the expression of genes required for stress resistance and entry into stationary phase. These genes fall into two large transcriptional regulons: the post diauxic shift (PDS) regulon and the stress response element (STRE) regulon (Boorstein & Craig, 1990; Marchler et al., 1993). Expression of PDS genes is dependent on the Gis1 transcription factor and is induced at the diauxic shift (Pedruzzi et al., 2000). Expression of STRE genes is dependent on the Msn2 and Msn4 transcription factors and can also be induced independently of PKA by cellular stresses such as oxidative or osmotic stress (Martinez-Pastor et al., 1996; Smith et al., 1998).
1.6.4 PKA-dependent control of cell cycle progression

PKA activity can influence the major cell cycle transitions at G1/S and G2/M. Cells arrest in G1 if the level of cAMP is too low and this correlates with inhibition of CLN1 and CLN2 transcription (Hubler et al., 1993). So, addition of exogenous cAMP to cells arrested in G1, which are unable to synthesise cAMP, causes induction of CLN1 and CLN2 expression (Hubler et al., 1993). The signalling pathway by which cAMP causes CLN1 and CLN2 expression is not known. However, it must be more complex than just direct transcriptional activation by PKA, as inhibition of CLN1 and CLN2 expression can also occur upon increased PKA activity (Baroni et al., 1994; Tokiwa et al., 1994). This is a specific response seen in cells growing in raffinose to the addition of glucose. Cells have a larger critical cell size for cell cycle entry when grown in rich media (Johnston et al., 1979). So, delaying CLN1 and CLN2 transcription serves to increase the length of G1, allowing a longer period of growth to increase the cell size.

PKA is a negative regulator of APC/C in mammalian cells and fission yeast via inhibitory phosphorylation of APC/C subunits (Kotani et al., 1998; Yamada et al., 1997). Negative regulation of APC/C by PKA in S. cerevisiae has not been shown directly, but it is inferred, as reducing PKA activity can rescue the lethality of some APC/C temperature sensitive mutants (Anghileri et al., 1999; Bolte et al., 2003; Irniger et al., 2000). In mammalian cells cAMP levels and PKA activity contribute to cell cycle progression. So, PKA activity decreases at the onset of mitosis to allow APC/C activation (Grieco et al., 1994). PKA activity then increases in late mitosis, and this is required for transition into the subsequent interphase (Grieco et al., 1996). This peak in PKA activity going into G1 is required for efficient DNA replication in the following cell cycle (Costanzo et al., 1999).

1.6.5 Ras and PKA in other systems

S. cerevisiae is unique in that the Ras proteins regulate Cyr1 activity (Toda et al., 1985). Mammalian PKA controls cellular proliferation in response to hormone signals and is activated by a GPCR, similar to Gpr1-Gpa2 in S. cerevisiae (Gilman, 1984). Mammalian Ras activity is also important for cellular proliferation and there
are four different mammalian Ras proteins, which are classical oncogenes (Bos, 1989). Over-expression of mammalian H-ras can substitute for S. cerevisiae Ras deficiency (Kataoka et al., 1985). S. pombe is more similar to the mammalian system, so S. pombe Cyr1 is controlled by a GPCR and not by Ras (Byrne & Hoffman, 1993). There is only one Ras protein in S. pombe, Ras1. Like S. cerevisiae Ras2, it signals to two different effector pathways. One pathway signals through Byr2 to control mating (Wang et al., 1991). The other pathway signals through Cdc42 to control cellular morphology (Chang et al., 1994), and this pathway is equivalent to the S. cerevisiae Cdc42 pathway that is controlled by Ras2 (Mosch et al., 1996).

1.7 Aims of this project

Mec1 prevents genomic instability through its involvement in many different cellular processes. The Mec1-dependent checkpoint response to genotoxic stress has been widely investigated. However its essential role, thought to be in upregulating dNTP synthesis for DNA replication, remains less well understood. For example, although it is known that mec1Δ lethality can be suppressed by increasing dNTP levels, it is only assumed that cells lacking Mec1 function die because they have insufficient dNTP levels. I have used two independent approaches to investigate further the essential role of S. cerevisiae MEC1. Firstly, the possibility that Mec1 controls local dNTP synthesis at the replication fork was examined. Secondly, the mechanism of suppression of the lethality a temperature sensitive allele of MEC1 by a novel multicopy suppressor, GIS2, was characterised.
Chapter 2

Materials and Methods

2.1 Commonly used buffers and solutions

The details of commonly used buffers and solutions are given in Table 2.1. All chemicals were purchased from Sigma unless otherwise indicated.

<table>
<thead>
<tr>
<th>Buffer/Solution</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBS (1x)</td>
<td>137 mM NaCl, 2.7 mM KCl, 10 mM Na₂HPO₄, 1.8 mM KH₂PO₄</td>
</tr>
<tr>
<td>PCR² buffer (1x)</td>
<td>2.25 mM MgCl₂, 50 mM KCl, 10 mM Tris-HCl pH 8.4</td>
</tr>
<tr>
<td>Phosphate buffer pH6.5 (1M stock)</td>
<td>685 mM NaH₂PO₄, 315 mM Na₃HPO₄</td>
</tr>
<tr>
<td>SSPE (20x stock)</td>
<td>3 M NaCl, 200 mM NaH₂PO₄, 20 mM EDTAᵃ</td>
</tr>
<tr>
<td>TAE (1x)</td>
<td>40 mM Tris base, 40 mM acetic acid, 1 mM EDTA</td>
</tr>
<tr>
<td>TBE (1x)</td>
<td>45 mM Tris base, 45 mM boric acid, 1 mM EDTA</td>
</tr>
<tr>
<td>TBS (1x)</td>
<td>20 mM Tris-HCl pH 7.6, 150 mM NaCl</td>
</tr>
<tr>
<td>TE (1x)</td>
<td>10 mM Tris-HCl pH 8.0, 1 mM EDTA</td>
</tr>
</tbody>
</table>

ᵃ polymerase chain reaction (PCR)
ᵇ ethylene-diaminetetra-acetic acid (EDTA)

2.2 Bacterial techniques

2.2.1 Bacterial strains

_Eschericia coli (E. coli)_ strain DH5α (F' endA1 hsdR17 [rK' mK' ] supE44 thi-1 recA1 gyrA [Nal]relA1 Δ[lacZYA-argF]U169 deoR [φ80dlacΔ(lacZ)MI5]) was used for all bacteriological work.
2.2.2 *E. coli* media and growth conditions

*E. coli* were grown in Luria-Bertani (LB) broth (1% [w/v] bacto-tryptone, 0.5% [w/v] yeast extract, 1% [w/v] NaCl pH 7.5) supplemented with 100 μg/ml ampicillin (LB-Amp) for plasmid selection. Liquid cultures were grown at 37°C in a gyratory shaker at 300 rpm. For solid LB media, 1.5% (w/v) bacto-agar was added to LB-broth. *E. coli* were grown on LB-agar plates in a constant temperature incubator at 37°C. For long-term storage at -80°C, stock cultures were made by adding 1 ml of an overnight *E. coli* culture grown in LB-Amp to 1 ml of 2x LB/glycerol (2x LB-broth, 50% [v/v] glycerol).

2.2.3 *E. coli* transformation

To make chemically competent *E. coli* cells for transformation, DH5α cells were grown overnight with shaking in 2 ml of LB broth (no selection) at 37°C. The following morning, 100 ml of LB broth (no selection) was inoculated with 0.5 ml of the overnight culture and grown to an OD$_{600}$ of 0.5. The culture was chilled on ice before the cells were pelleted (10,000 rpm, 1 min, 4°C). The cells were resuspended in 30 ml of filter-sterilised ice-cold buffer 1 (10 mM potassium acetate, 50 mM MnCl$_2$, 100 mM RbCl, 10 mM CaCl$_2$, 15% [v/v] glycerol, adjusted to pH 5.8 with dilute acetic acid) and left on ice for 90-120 min at 4°C. The cells were pelleted (5000 rpm, 1 min, 4°C) and gently resuspended in 4 ml of filter-sterilised ice-cold buffer 2 (10 mM MOPS, 75 mM CaCl$_2$, 10 mM RbCl, 15% [v/v] glycerol, adjusted to pH 7.0 with HCl). After addition of 60 μl dimethyl sulphoxide (DMSO) to the cells in buffer 2, the mixture was divided into aliquots of 100 μl in pre-chilled microfuge tubes and stored at -80°C.

To transform *E. coli* cells, 50 μl of chemically competent cells was added to DNA (either 5 μl of a ligation mix or 10-100 ng of plasmid DNA) and incubated on ice for 20 minutes. The mixture was subjected to heat shock at 42°C for 1 minute. Then 1 ml of LB-broth was added and the cells were incubated at 37°C in a hot-block for 1 h to recover. Aliquots of 100 μl and 900 μl were plated onto LB-Amp agar and grown overnight at 37°C.
2.2.4 Purification of *E. coli* plasmid DNA

Plasmid DNA was extracted from a 2 ml overnight culture using a QuantumPrep Plasmid Miniprep kit [BioRad] according to the manufacturer's instructions.

2.3 Yeast techniques

2.3.1 Yeast media and growth conditions

Details of the yeast media used in this study are described in Table 2.2.

**Table 2.2 Yeast growth media**

<table>
<thead>
<tr>
<th>Medium</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>YEP</td>
<td>1% (w/v) yeast extract, 2% (w/v) bacto-peptone</td>
</tr>
<tr>
<td>YPD</td>
<td>1% (w/v) yeast extract, 2% (w/v) bacto-peptone, 2% (w/v) glucose</td>
</tr>
<tr>
<td>YPG agar</td>
<td>1% (w/v) yeast extract, 2% (w/v) bacto-peptone, 3% (v/v) glycerol, 2% (w/v) bacto-agar</td>
</tr>
<tr>
<td>Minimal</td>
<td>0.67% (w/v) yeast nitrogen base, with either appropriate amino acid supplements at 40 μg/ml or 0.8 g/L amino acid dropout mix</td>
</tr>
<tr>
<td>SD</td>
<td>0.67% (w/v) yeast nitrogen base, with either appropriate amino acid supplements at 40 μg/ml or 0.8 g/L amino acid dropout mix, 2% (w/v) glucose</td>
</tr>
<tr>
<td>Amino acid dropout mix</td>
<td>800 mg adenine, 800 mg arginine, 800 mg histidine, 2400 mg leucine, 1200 mg lysine, 800 mg methionine, 2000 mg phenylalanine, 8000 mg threonine, 800 mg tryptophan, 1200 mg tyrosine, 800 mg uracil (with the appropriate amino acid dropped out)</td>
</tr>
<tr>
<td>SPM</td>
<td>1% (w/v) potassium acetate, 2% (w/v) bacto-agar</td>
</tr>
</tbody>
</table>

Routinely, yeast strains were grown either in YPD rich media or, for auxotrophic selection, in synthetic dextrose (SD) media (Table 2.2). SD media supplemented with all the amino acids listed in the dropout mix in Table 2.2 (i.e. with no amino acid dropped out) is referred to as synthetic complete (SC) media. Where non-glucose carbon sources (raffinose, galactose or glycerol) were used, the indicated carbon source was added to YEP or minimal media (Table 2.2). Liquid cultures were grown in a gyratory shaker [New Brunswick] at 175 rpm. For growth on solid media 2% (w/v) bacto-agar was added to the media. Yeast strains were incubated on agar plates.
in a constant temperature incubator. The standard growth temperature for wild type strains was 30°C. Temperature sensitive strains were grown at the permissive temperature of 23°C and the restrictive temperature as indicated.

Overnight growth on YPG agar (Table 2.2) was used to select against petite mutants.

To select for drug resistance, 200 μg/ml G-418 [GIBCO] or 300 μg/ml Hygromycin B was added to YPD agar.

Growth on 5'-fluoro-orotic acid (5’FOA) [Apollo] containing solid media (SD- or SC-media, 3% [w/v] bacto-agar, 1 mg/ml 5’FOA) was used to select against URA3 gene expression.

To induce DNA replication stress or DNA damage, cells were grown in the presence of hydroxyurea (HU) or methyl methanesulphonate (MMS) respectively at the indicated concentration.

For long-term storage, yeast strain stocks were stored at -80°C. Stocks were made by adding freshly grown cells from an agar plate to 1.8 ml of 25% (v/v) glycerol.

2.3.2 Mating yeast strains

To generate diploid strains two haploid strains of opposite mating types were mixed in a patch on a YPD agar plate and incubated overnight at 23°C or 30°C, depending on the strain genotype.

Where possible diploids were isolated by auxotrophic selection. If auxotrophic selection was not possible, cells from the mating patch were streaked for single colonies on a YPD agar plate and diploids were selected by microscopic screening (Section 2.3.11) and their ability to sporulate.

2.3.3 Tetrad dissection

Diploid strains were incubated on minimal sporulation media (SPM; Table 2.2) at 23°C or 30°C for a minimum of 24 hours. Tetrad were digested for 30 minutes with 50 μl of 5 mg/ml Zymolyase-20T [ICN Biomedicals] in SCE buffer (1 M sorbitol,
100 mM sodium citrate, 60 mM EDTA) at 37°C. Tetrads were dissected using a Singer MSM micromanipulator.

The genotype of the resulting haploid strains after tetrad dissection was determined by replica plating onto the appropriate SD-dropout media.

The mating type of the resulting haploid strains after tetrad dissection was determined by their ability to mate with mating type tester strains (RCY313 and RCY314; Table 2.7) to produce a prototrophic diploid.

### 2.3.4 Determination of cell density

The cell density of yeast cultures was determined either by counting cell numbers or by the optical density at 600 nm (OD<sub>600</sub>).

To obtain a cell count, 50 µl of liquid culture was diluted into 10 ml Casyton [Scharfe System] solution and sonicated using a Status US200 sonicator [Philip Harris Scientific] for 3 seconds at 20% power to separate the cells. Cell numbers were counted using a CASY1 (model TT) particle counter [Scharfe System] according to the manufacturer’s instructions.

The OD<sub>600</sub> of a culture was measured in a CO8000 cell density meter [WPA], using a cuvette [Fisherbrand] containing 1 ml of liquid culture (diluted up to 10x if necessary).

### 2.3.5 Logarithmic growth

To obtain a log phase culture, first a 5 ml liquid starter culture was inoculated with cells freshly grown on an agar plate from the strain stock. This culture was grown for a minimum of 8 hours, in selective media where strains carried a 2µm plasmid, and then the cell density was measured. The appropriate volume of starter culture was diluted into the required volume of YPD to reach mid-log phase (2-4 x 10<sup>6</sup> cells/ml or an OD<sub>600</sub> of 0.05-0.15) after overnight growth (14-16 hours).
2.3.6  **Growth synchronisation**

To obtain a synchronous culture for cell cycle analysis, 5 μg/ml α-factor [Polypeptide synthesis lab, NIMR] was added to a mid-log phase culture and cells were arrested for 3-4 hours. To release from the G1 block, the cells were pelleted (3000 rpm, 2 min), washed twice with saline and resuspended in fresh pre-warmed YPD.

2.3.7  **Fluorescence activated cell scan (FACS) analysis**

Cells from 1 ml of a mid-log phase or synchronous culture were pelleted (13,000 rpm, 1 min) and resuspended in 1 ml of fixative (40% [v/v] ethanol, 0.1 M sorbitol). After a minimum of 3 hours in fixative, cells were pelleted (13,000 rpm, 1 min), resuspended in 250 μl ribonuclease (RNase) solution (50 mM Tris-HCl pH 7.5, 100 μg/ml RNaseA) and incubated overnight at 37°C. The next day the cells were pelleted (13,000 rpm, 1 min), resuspended in 500 μl pepsin solution (50 mM HCl, 5 mg/ml pepsin) and incubated for a minimum of 5 minutes at room temperature. The cells were then pelleted (13,000 rpm, 1 min), resuspended in 1 ml SYTOX solution (50 mM Tris-HCl pH 7.5, 1 μM SYTOX Green nucleic acid stain [Invitrogen Molecular Probes]) and incubated overnight at 4°C.

The samples were analysed using a FACScan fluorescence activated cell analyser [Becton Dickinson] according to the manufacturer’s instructions.

2.3.8  **Drug and temperature sensitivity assays**

Yeast cultures were grown overnight to saturation. The following morning they were diluted to an OD<sub>600</sub> of 0.5, and then used to make 10-fold serial dilutions. The growth media was used to make dilutions, except where dilutions were to be spotted onto agar plates containing a different carbon source. In this case growth media with no carbon source was used to make the dilution series. The dilution series was spotted (4-5 μl) onto solid media (type as indicated in the figure legends). Once dry, the agar plates were incubated at the indicated temperature for 1-5 days as necessary. All drug and temperature sensitivity assays were repeated at least twice, using independent
clones of each strain. One representative experiment is shown in each case in the Results chapters.

2.3.9 Yeast transformation

Yeast strains were transformed by a standard lithium acetate method as described in (Gietz & Woods, 2002). To prepare competent cells, a 50 ml culture was grown to mid-log phase. The cells were pelleted (3000 rpm, 2 min) and washed once with 25 ml sterile H$_2$O. The cells were resuspended at $10^9$ cells/ml in sterile H$_2$O and 100 $\mu$l of this cell suspension was used per transformation. The cells were pelleted (13,000 rpm, 1 min) and resuspended in 360 $\mu$l of transformation mix (30% [w/v] polyethylene glycol (PEG)$_{3350}$, 100 mM lithium acetate, 100 $\mu$g single-stranded carrier DNA, 1-10 $\mu$g of transforming DNA). The cells were incubated in the transformation mixture at 42°C for 40 minutes. For auxotrophic selection, cells were pelleted (6000 rpm, 1 min) after the heat shock treatment and resuspended in 500 $\mu$l sterile H$_2$O. Aliquots of 200 $\mu$l were plated directly onto SD-dropout agar plates. To select for drug resistance, the cells were pelleted (6000 rpm, 1 min) after the heat shock treatment, resuspended in 1 ml YPD rich media and allowed to recover for 2-3 hours before plating onto selective media as before.

2.3.10 Isolation of yeast genomic DNA

Cells from a 2 ml overnight culture were pelleted (13,000 rpm, 1 min), washed with 500 $\mu$l H$_2$O, and resuspended in 100 $\mu$l breakage buffer (50 mM Tris-HCl pH 7.6, 20 mM EDTA, 1% [w/v] sodium dodecyl sulphate [SDS]). Glass beads (0.5 mm) [BioSpec Products] were added to the level of the liquid and the cells were lysed by two 10 second pulses at speed setting 4 in a RiboLyser [Hybaid] with 1 minute on ice between pulses. The lysate was collected by piercing the bottom of the tube with a red-hot needle, placing this tube inside a clean 1.5 ml tube supported by a 15 ml tube, and centrifuging for 30 seconds at 3000 rpm. The lysate was then incubated for 10 minutes at 70°C in a hot block. After mixing briefly using a vortex, 200 $\mu$l of 5 M potassium acetate and 150 $\mu$l of 5 M NaCl were added to the lysate and the mixture was incubated on ice for 20 minutes. The cell debris was removed by centrifugation.
(13,000 rpm, 20 min, 4°C). The supernatant was transferred to a clean 1.5 ml tube and 150 μl 30% (w/v) PEG<sub>6000</sub> was added. The mixture was incubated on ice for 10 minutes and then the DNA was recovered by centrifugation (13,000 rpm, 10 min, 4°C). The supernatant was removed and the DNA pellet resuspended in 40 μl of nuclease-free H<sub>2</sub>O.

2.3.11 Microscopy

An Eclipse E200 phase-contrast microscope [Nikon] with a 40x objective was used to routinely view yeast cultures. An Olympus DP12 [Olympus Optics] digital camera was used to capture images.

2.4 DNA manipulations

2.4.1 Agarose gel electrophoresis

Routine agarose gel electrophoresis was carried out in 1% (w/v) agarose gels (electrophoresis grade) [Invitrogen] with TBE electrophoresis buffer (Table 2.1). Use of alternative percentage agarose gels is indicated in the Figure legends. Where the DNA fragments were to be subsequently purified, low melting point (LMP) agarose [Invitrogen] and TAE electrophoresis buffer (Table 2.1) were used.

DNA was loaded with 1/6 volume 6x DNA loading buffer (0.2% [w/v] bromophenol blue, 30% [v/v] glycerol) and run with a constant voltage of 75 volts. DNA was stained using 0.05% (w/v) ethidium bromide [GIBCO] (which was added directly to the molten agarose before pouring the gel) and visualised under short wave ultraviolet radiation using a BioDoc-It System transilluminator [UVP]. The size of DNA fragments was estimated by comparison to the DNA markers in a 1 kilo base pair (kb) DNA ladder [Invitrogen].

2.4.2 Recovery of DNA fragments from agarose gels

DNA fragments were extracted from TAE agarose gels using a Wizard PCR Preps DNA purification system [Promega] according to the manufacturer’s instructions.
2.4.3 Pulsed-field gel electrophoresis (PFGE)

Chromosome-sized-DNA containing agarose plugs were prepared for PFGE from cell pellets (~10^9 cells) collected and stored in 1 ml 50 mM EDTA. The cell pellet was weighed and the amount of cells adjusted to the same amount for each sample to be analysed. For each plug 0.1 g cells was used. To the cell pellet, 25 μl of solution I (1 M sorbitol, 100 mM sodium citrate, 60 mM EDTA, 5% [v/v] β-mercaptoethanol, 5 mg/ml zymolyase-20T) per plug (i.e. per 0.1 g cells) was added and stirred into the cell pellet. Next 75 μl of melted 1.5% (w/v) LMP agarose [Invitrogen] was added per plug and mixed into the cell pellet. The mixture was placed into plug moulds and left to set for 30 minutes. Plugs were removed from the mould into a 2 ml plastic tube. To the plugs, 1 ml of solution II (0.45 M EDTA, 10 mM Tris-HCl pH 7, 7.5% [v/v] β-mercaptoethanol, 10 μg/ml RNaseA) was added and incubated at 37°C for a minimum of 6 hours. The tube was incubated on ice for 10 minutes, before removing solution II and replacing it with 1 ml solution III (0.25 M EDTA, 10 mM Tris-HCl pH 7, 1% [w/v] sarkosyl, 1 mg/ml Proteinase K [Roche]). The plugs were incubated overnight in solution III at 37°C. The next day the tube was incubated on ice for 10 minutes, before removing solution III and replacing it with 1 ml storage solution (50 mM EDTA, 50% [v/v] glycerol). The prepared agarose plugs were stored at −20°C.

Electrophoresis was performed using 1/3 plug per lane at 14°C in a Bio-Rad CHEF Mapper with the following conditions: a voltage gradient of 5.5 V/cm², switch times of 5- to 30-sec, a switch angle of 120%, in a 1% (w/v) agarose gel (Pulsed Field Certified Agarose) [Bio-Rad] in 0.5x TBE for 24 hours.

2.4.4 Southern blot analysis

The agarose gel to be blotted was rinsed in water for 10 minutes, followed by depurination in 0.25 M HCl for 20 minutes. The gel was then rinsed again in water and denatured in 0.4 M NaOH for 30 minutes. The gel was blotted overnight in 0.4 M NaOH onto Hybond-N+ positively charged nylon transfer membrane [GE Healthcare].

The blotted membrane was rinsed with 50 mM sodium phosphate buffer pH 6.5 for 15 minutes. The membrane was then placed in a hybridisation tube [Hybaid] with 15
ml of prehybridisation buffer (7% [w/v] SDS, 0.5 M sodium phosphate buffer pH 6.5, 1 mM EDTA) rotating at 65°C for a minimum of 10 minutes. DNA probes were made either by restriction enzyme digest (Sections 2.4.2 and 2.4.5) or by PCR (Section 2.4.7). The DNA probe was labelled with $^{32}$P-dCTP [GE Healthcare] using a Prime-It RmT Random Primer Labeling kit [Stratagene] according to the manufacturer’s instructions. Before addition to a fresh 15 ml of prehybridisation buffer, the $^{32}$P-labelled probe was denatured by incubation in a hot block at 95°C for 5 minutes. The prehybridisation buffer containing the denatured $^{32}$P-labelled probe was then transferred to the hybridisation tube with the membrane. The membrane was incubated with the $^{32}$P-labelled probe overnight, rotating at 65°C.

To remove non-specific signal the membrane was washed twice for 20 minutes in ~300 ml wash buffer (1% [w/v] SDS, 40 mM sodium phosphate buffer, 1 mM EDTA) before being wrapped in Saran wrap and exposed to a storage phosphor screen [Kodak] for 1-3 days.

The screen was scanned using a Storm 860 Phosphorimager and band intensity was quantified with ImageJ software [NIH].

See Table 2.4 for a list of DNA probes used in this study.

2.4.5 Restriction endonuclease digestions

DNA was incubated with the required restriction endonuclease enzyme(s) [New England Biolabs or Roche] in the appropriate restriction endonuclease buffer according to the manufacturer’s instructions at 37°C for a minimum of 2 hours.

2.4.6 DNA ligations

Following restriction enzyme digestion (Section 2.4.5), plasmid vector DNA to be used for ligation was incubated with 1 U calf intestine alkaline phosphatase [Roche] at 37°C for 1 hour.

Ligation of DNA fragments was carried out in a 20 µl reaction mixture containing 1x T4 DNA ligase buffer [Promega], 1.5 U T4 DNA ligase [Promega] and a 1:5 molar...
ratio of vector:insert DNA (roughly estimated from an ethidium bromide stained agarose gel). A control reaction without any insert DNA was carried out alongside. Ligation reactions were incubated overnight at 18°C and 5 µl of the reaction mix was transformed into competent *E. coli* cells (Section 2.2.3) the following day.

### 2.4.7 Polymerase chain reaction (PCR)

Polymerase chain reactions were carried out in a Biometra T3 thermocycler [Thistle Scientific].

DNA fragments for genomic modifications were made by PCR (as described in (Longtine *et al*., 1998) in a 100 µl reaction containing 1x PCR buffer, 2 µM of each primer, 200 µM dNTPs [GE healthcare], 5 U Taq polymerase [Abgene] and 100 ng template plasmid DNA. The PCR program was an initial denaturation at 94°C for 5 minutes, followed by 20 cycles of 94°C (1 min), 55°C (30 sec), 72°C (1 min), and a final elongation step at 72°C for 10 minutes.

DNA probes for Northern blot or Southern blot analysis were made as above except with 1 µl of a genomic DNA prep from a wild type yeast strain (Section 2.3.10) as the template DNA.

Diagnostic colony PCR was carried out in 50 µl reactions containing 1x PCR buffer, 1 µM of each primer, 100 µM dNTPs, 2.5 U Taq polymerase. The yeast colony was smeared onto the bottom of the PCR tube and microwaved for 1 minute on full power (900 W), before being resuspended in the reaction mixture. The colony PCR program was an initial denaturation at 94°C for 5 minutes, followed by 30 cycles of 94°C (1 min), 50°C (30 sec), 72°C (1 min), and a final elongation step at 72°C for 10 minutes.

PCR analysis of DNA from chromatin immunoprecipitation (ChIP) experiments (Section 2.7) was carried out in 25 µl reactions containing 1x PCR buffer, 0.5 µM of each primer, 100 µM dNTPs, 1.25 U Taq polymerase and 2.5 µl of purified DNA. The ChIP PCR program was an initial denaturation at 94°C for 5 minutes, followed
by 40 cycles of 94°C (1 min), 58°C (30 sec), 72°C (1 min), and a final elongation step at 72°C for 10 minutes.

Details of the primers [Eurogentec] used in this study are shown in Table 2.3. All primers were supplied desalted.

Table 2.3 Primers used in this study

<table>
<thead>
<tr>
<th>Name</th>
<th>Sequence 5'-3'</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>P521</td>
<td>AGCTGCATCAGGTCGAGGAC</td>
<td>Cha lab</td>
</tr>
<tr>
<td>P531</td>
<td>TTTCAGAGCCTCTTCTTGGAG</td>
<td>Kamimura, 2001</td>
</tr>
<tr>
<td>P532</td>
<td>CAAACTCCGTITTATAGCCCC</td>
<td>Kamimura, 2001</td>
</tr>
<tr>
<td>P533</td>
<td>GAAGATGCTAAGAAATGCAG</td>
<td>Kamimura, 2001</td>
</tr>
<tr>
<td>P534</td>
<td>AGTTCAGGCGCAAGATCCCA</td>
<td>Kamimura, 2001</td>
</tr>
<tr>
<td>P537</td>
<td>TCGACGTACTGACCAACCC</td>
<td>This study</td>
</tr>
<tr>
<td>P539</td>
<td>GTGACAAAGCTACGCAAGTC</td>
<td>This study</td>
</tr>
<tr>
<td>P540</td>
<td>TTCGCTGAAATGAGTAAG</td>
<td>Kamimura, 2001</td>
</tr>
<tr>
<td>P541</td>
<td>CAGCTATGAAAGATCGTAG</td>
<td>Kamimura, 2001</td>
</tr>
<tr>
<td>P586</td>
<td>AGAAACTATTCTATTCCAACG</td>
<td>This study</td>
</tr>
<tr>
<td>P587</td>
<td>CACCTCAATCTGCTTCAAG</td>
<td>This study</td>
</tr>
<tr>
<td>P590</td>
<td>TTCGACTCTTCTTGATATCGAAGTTGACCATACGA AAGCACCAGATCCCTCGGATCCCCCGGTGAATTAATTA</td>
<td>This study</td>
</tr>
<tr>
<td>P591</td>
<td>CATATTGCATCGAATAGTAATTACATAGCAATAAA TAGCAACAACATGAATTCGAGCTCGTTTCTG</td>
<td>This study</td>
</tr>
<tr>
<td>P592</td>
<td>GCGCAGGTGGCAAGCTTGC</td>
<td>This study</td>
</tr>
<tr>
<td>P593</td>
<td>CTCTTTCCAATGCTCAATAAATTTCCCGCTATGC AAAATAGGGAACAAAAAGCTTG</td>
<td>This study</td>
</tr>
<tr>
<td>P594</td>
<td>TTGGTGGTTGCTACGAGCGAGTTTGGAGCGGTAATAAG TAGCTTGCTCCGACTGGGCGGCGAATTGGG</td>
<td>This study</td>
</tr>
<tr>
<td>P595</td>
<td>GAGCTCTCTCTACAAAAC</td>
<td>This study</td>
</tr>
<tr>
<td>P596</td>
<td>GGAACATCGCCCGTTTCGCC</td>
<td>This study</td>
</tr>
<tr>
<td>P636</td>
<td>ATCCCGATGCTGTACTTG</td>
<td>This study</td>
</tr>
<tr>
<td>P637</td>
<td>ATGCTCTTTCTCTGCTTTTGCGGGCACTTGAGGATTTG TATTATTTAAACGGATCCCGGTTTAAAATTA</td>
<td>This study</td>
</tr>
<tr>
<td>Name</td>
<td>Sequence 5'-3'</td>
<td>Source</td>
</tr>
<tr>
<td>------</td>
<td>---------------</td>
<td>----------------</td>
</tr>
<tr>
<td>P639</td>
<td>CATGATAAGTGATGTGTTCTTTGTTTTTTTCAGTG GATGTTTCACGAAATTCCGAGCTCGTTTAAAC</td>
<td>This study</td>
</tr>
<tr>
<td>P643</td>
<td>CGCAAGTGATGTTGTAACC</td>
<td>This study</td>
</tr>
<tr>
<td>P645</td>
<td>TATGCTCCGCAATGGTCTTG</td>
<td>This study</td>
</tr>
<tr>
<td>P648</td>
<td>AGGATGCTAGCCATATGAC</td>
<td>This study</td>
</tr>
<tr>
<td>P657</td>
<td>AGTAAAGGGGCTTTAACACATACAGTAAAAAGGCAA TTATAGTGAAAGCGGATCCCCGGGTTAATTA</td>
<td>This study</td>
</tr>
<tr>
<td>P658</td>
<td>AAAATCCAGATTTCAAACAATGTTTTGAAATAATG CTTCTCATGTGAATTCCGAGCTCGTTTAAAC</td>
<td>This study</td>
</tr>
<tr>
<td>P660</td>
<td>CTAGCAAGTGTCTGGAGAA</td>
<td>This study</td>
</tr>
<tr>
<td>P664</td>
<td>CACCTCCGCTTACATCAA</td>
<td>This study</td>
</tr>
<tr>
<td>P672</td>
<td>ATTACCTCCGTATCACCAG</td>
<td>This study</td>
</tr>
<tr>
<td>P673</td>
<td>ACCCTGGACACAAAGAGCAA</td>
<td>This study</td>
</tr>
<tr>
<td>P674</td>
<td>GAATGTTTCTACATCAACC</td>
<td>This study</td>
</tr>
<tr>
<td>P675</td>
<td>GAGTGTTTCTAGGTTTGAC</td>
<td>This study</td>
</tr>
<tr>
<td>P676</td>
<td>AAAACCAAGTTAACCAGTTTTGGAATGAAAGGAG ATATACACGGATCCCCGGGTTAATTA</td>
<td>This study</td>
</tr>
<tr>
<td>P677</td>
<td>CAACTTTATAGAGTTTCTTTTCCGCTCTTAGCCTTTCT ACAACTAGAATATCGAGCTCGTTTAAAC</td>
<td>This study</td>
</tr>
<tr>
<td>P678</td>
<td>TGACTCTCTGCAATGTCC</td>
<td>This study</td>
</tr>
<tr>
<td>S1</td>
<td>GGATCCACATGGTTAGGTTCCATGACG</td>
<td>Cha lab</td>
</tr>
<tr>
<td>S2</td>
<td>GGATCCCATGGCGACTTGATACGCA</td>
<td>Cha lab</td>
</tr>
</tbody>
</table>

**2.5 RNA manipulations**

**2.5.1 Control of ribonuclease activity**

All glassware and plasticware were incubated with a 2% (v/v) solution of AbSolve [NEN Life Science Products] for a minimum of 30 minutes to remove any RNase contamination. Any disposable plasticware was certified RNase free and was used directly from a freshly opened packet. Gloves were worn at all times during RNA manipulations.
2.5.2 Preparation of RNA extracts

Total RNA was isolated from ~10^8 yeast cells using a FastRNA Pro Red Kit [Qbiogene] according to the manufacturer’s instructions. The RNA concentration was calculated from the OD_{260nm} (1 OD_{260nm} = 40 μg/ml) measured using a Genesys 10-S spectrophotometer [Thermo Spectronic].

2.5.3 Northern blot analysis

To prepare RNA samples for electrophoresis, 12 μl of a mixture containing 8% (w/v) deionised glyoxyl, 65% (v/v) DMSO, and 15 mM sodium phosphate buffer pH 6.5 was added to 5 μg of RNA. The mixture was incubated at 50°C for 15 minutes to denature the RNA. The denatured RNA sample was cooled on ice immediately and 4 μl of loading buffer (50% [v/v] glycerol, 10 mM sodium phosphate buffer, 0.4% [w/v] bromophenol blue) was added. Electrophoresis was performed in a 1.2% (w/v) agarose gel in 15 mM sodium phosphate buffer pH 6.5, at a constant voltage of 4 volts per cm of gel length.

The agarose gel was blotted overnight in 25 mM sodium phosphate buffer onto Hybond-N+ positively charged nylon transfer membrane [GE Healthcare].

The blotted membrane was rinsed in 25 mM sodium phosphate buffer pH 6.5 for 5 minutes. The membrane was then placed in a hybridisation tube [Hybaid] with 15 ml of prehybridisation buffer (5x SSPE, 50% [v/v] formamide, 1% [w/v] SDS, 10% [w/v] dextran sulphate) rotating at 42°C for 4 hours. The DNA probe was labelled with ^32P-dCTP [GE Healthcare] using a Prime-It RmT Random Primer Labeling kit [Stratagene] according to the manufacturer’s instructions. Before being added to the prehybridisation buffer in the tube with the membrane, the ^32P-labelled probe was denatured by incubation in a hot block at 95°C for 5 minutes. The membrane was incubated with the ^32P-labelled probe overnight, rotating at 42°C.

To remove non-specific signal, the membrane was rinsed once in 2x SSPE, washed twice for 20 minutes in ~300 ml wash buffer (2x SSPE, 2% [w/v] SDS), then rinsed in 0.1x SSPE before being wrapped in Saran wrap and exposed to a storage phosphor screen [Kodak] for 1-3 days.
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The screen was scanned using a Storm 860 Phosphorimager and band intensity was quantified with ImageJ software [NIH].

Table 2.4 DNA probes used in this study

<table>
<thead>
<tr>
<th>Probe name</th>
<th>Probe size (bp)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACT1</td>
<td>563</td>
<td>Clal digest of pYA301</td>
</tr>
<tr>
<td>CHA1</td>
<td>~800</td>
<td>HindII/KpnI digest of pRSC38</td>
</tr>
<tr>
<td>GIS2</td>
<td>1012</td>
<td>PCR product using primers S1 and S2</td>
</tr>
<tr>
<td>RNR1</td>
<td>~2600</td>
<td>EcoRI digest of pSE738</td>
</tr>
<tr>
<td>RNR2</td>
<td>800</td>
<td>EcoRV digest of pMH172</td>
</tr>
<tr>
<td>RNR3</td>
<td>1481</td>
<td>PCR product using primers P672 and P673</td>
</tr>
<tr>
<td>RPB4</td>
<td>658</td>
<td>PCR product using primers P674 and P675</td>
</tr>
</tbody>
</table>

2.6  Protein techniques

2.6.1  Preparation of yeast TCA extracts

Yeast cells (~$10^7$-10$^8$ cells) were pelleted (3000 rpm, 2 min) and resuspended in 1 ml 20% (w/v) trichloroacetic acid (TCA) [Fisher Scientific]. Cells were transferred to a 2 ml tube, pelleted (13,000 rpm, 1 min) and resuspended in 200 µl 20% (w/v) TCA. Glass beads (0.5 mm) [BioSpec Products] were added up to the level of the liquid and mixed vigorously for 4 minutes using a vortex. Next, 400 µl of 5% (w/v) TCA was added to the tube and the whole aqueous extract removed to a new 2 ml tube. The precipitated proteins were pelleted (3000 rpm, 10 min, 4°C) and the supernatant removed. To the protein pellet, 100 µl of 3x Laemmli buffer (150 mM Tris-HCl pH 6.8, 6% [w/v] SDS, 30% [v/v] glycerol, 0.3% [w/v] bromophenol blue, 15% [v/v] β-mercaptoethanol) and 50 µl of Tris-HCl pH 9.4 were added and mixed using a vortex for 10 seconds. The protein extract was incubated at 95°C in a hot block for 5 minutes. Insoluble material was pelleted (3000 rpm, 10 min, 4°C) and the soluble supernatant removed to a fresh tube for storage at -20°C.
2.6.2 SDS polyacrylamide gel electrophoresis

Proteins were separated by denaturing sodium-dodecyl-sulphate polyacrylamide gel electrophoresis (SDS-PAGE). Polyacrylamide gels (7 x 9 cm) were assembled in a Hoefer Dual Gel Caster vertical apparatus [Amersham Biosciences]. The resolving gel (% acrylamide [Protogel] as indicated, 0.04% [w/v] SDS, 375 mM Tris-HCl pH 8.8, polymerised with 0.1% [w/v] ammonium persulphate [APS] [Bio-Rad] and 0.05% [v/v] N,N,N’,N’-tetramethyl-ethylenediamine [TEMED] [Bio-Rad]) was overlaid with stacking gel (5% [w/v] acrylamide, 0.04% [w/v] SDS, 375 mM Tris-HCl pH 6.8, polymerised as before) and left at room temperature to set with a well-forming comb in place. Protein samples were incubated in a hot block at 95°C for 5 minutes prior to loading on the gel and 5-10 µl of a TCA protein extract was loaded per lane. Electrophoresis was performed at a constant current of 35 mA in electrophoresis running buffer (365 mM glycine, 50 mM Tris base, 0.1% [w/v] SDS) until the bromophenol blue dye reached the bottom of the resolving gel. Proteins on the gel were detected by Western blot analysis (Section 2.6.3). The molecular weight of proteins was estimated by comparison with high-range rainbow molecular weight markers (5 µl per gel lane) [Amersham Biosciences].

2.6.3 Western blot analysis

The proteins separated by SDS-PAGE (Section 2.6.2) were transferred to a Protran nitrocellulose membrane [Schleicher & Schnell]. The V10-SDB semi-dry electroblotter apparatus [BDH] was assembled using Whatman 3MMChr filter paper, the membrane and the gel according to the manufacturer’s instructions. The filter paper, membrane and gel were all pre-incubated in transfer buffer (40 mM glycine, 48.5 mM Tris base, 0.04% [w/v] SDS, 20% [v/v] methanol) for at least 10 minutes. The transfer was performed at 2-5 mA/cm² of gel area for 2 hours.

After transfer, the membrane was incubated with blocking buffer (phosphate-buffered-saline [PBS; Table 2.1] containing 0.2% [v/v] Tween-20 [PBS-T], 5% [w/v] dried milk [Marvel]) for 1 hour at room temperature. Then the membrane was probed with the indicated primary antibody (Table 2.5) at the appropriate dilution in blocking buffer, gently shaking overnight at 4°C. The next day the membrane was
washed in PSB-T (3 x 20 min), and then incubated with the appropriate horseradish peroxidase-conjugated secondary antibody [Sigma] at a 1:10,000 dilution in blocking buffer for 1 hour. The membrane was washed (3 x 10 min) in PBS and the signal visualised by enhanced chemiluminescence (ECL) [GE healthcare]. The two ECL reagents were mixed in a 1:1 ratio and the membrane was incubated with a total volume of 3 ml of the ECL reagents for 1 minute at room temperature. The excess liquid was drained off the membrane, which was then wrapped in Saran wrap and exposed to autoradiography film [Kodak] in the dark in an exposure cassette. The time of exposure varied depending on the intensity of the signal. Multiple exposures were taken when the signal was to be subsequently quantified to obtain a signal in the linear range. Films were developed in an X150 X-ray film processor [X-ograph Imaging Systems]. Developed films were scanned and the images were saved as TIFF files. The band intensity was quantified with ImageJ software [NIH].

Table 2.5 Antibodies used in this study

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Type</th>
<th>Dilution for Western blotting</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>α-HA (12CA5)</td>
<td>mouse monoclonal</td>
<td>1:1000</td>
<td>NIMR, London</td>
</tr>
<tr>
<td>α-MYC (9E10)</td>
<td>mouse monoclonal</td>
<td>1:1000</td>
<td>NIMR, London</td>
</tr>
<tr>
<td>α-Rad53</td>
<td>rabbit polyclonal</td>
<td>1:1000</td>
<td>Marco Foiani</td>
</tr>
<tr>
<td>α-tubulin (YL1/2)</td>
<td>rat monoclonal</td>
<td>1:5000</td>
<td>Abcam</td>
</tr>
</tbody>
</table>

2.7 Chromatin Immunoprecipitation (ChIP)

The ChIP method used was adapted from that described in (Strahl-Bolsinger et al., 1997). A sample of yeast cells (~10^8-10^9 cells) was taken from a mid-log phase or synchronous culture. Formaldehyde [Fisher Scientific] was then added to a final concentration of 1% (v/v) and the cross-linking reaction was allowed to proceed for 20 minutes at room temperature with occasional inversion. Next, glycine [BDH] was added to a final concentration of 125 mM and incubated for 5 minutes at room temperature. The cells were pelleted (3000 rpm, 2 min), washed with ice-cold Tris-buffered-saline (TBS; Table 2.1) and transferred to a clean 2 ml tube. The cells were resuspended in 500 μl of lysis buffer (50 mM HEPES-KOH pH 7.5, 140 mM NaCl, 1
mM EDTA, 1% [v/v] Triton X-100, 0.1% [w/v] sodium deoxycholate, 1x Complete EDTA-free protease inhibitor cocktail [Roche], 1 mM phenylmethylsulphonyl fluoride [PMSF]) and lysed in the presence of glass beads (0.5 mm) [Biospec Products] by three 10 second pulses at speed setting 4 in a RiboLyser [Hybaid], with a minimum of 1 minute on ice between pulses. The lysate was collected by piercing the bottom of the tube with a red-hot needle, placing this tube inside a clean 1.5 ml tube supported by a 15 ml sterilin tube, and centrifuging for 30 seconds at 3000 rpm. The supernatant was discarded and the pellet resuspended in 500 µl of lysis buffer.

The DNA was sheared by three pulses of 20 seconds at 20% power on a Status US200 sonicator [Philip Harris Scientific] and the sample was cooled on ice for at least 1 minute between pulses. The lysate was then clarified by two rounds of centrifugation (13,000 rpm, 4°C, first 5 min, then 15 min). For analysis of the input DNA, 20 µl of the cleared lysate was added to 230 µl of TE (Table 2.2) with 1% (w/v) SDS. The remaining lysate was incubated with 2 µl of the indicated antibody overnight at 4°C on a rotating wheel. The next day 20 µl of a 50% (w/v) slurry of Protein-A-sepharose beads [Amersham Biosciences] (blocked with bovine serum albumin [BSA]) was added and the lysate incubated for 4 hours at 4°C on a rotating wheel. The beads were pelleted (4000 rpm, 1 min) and washed as follows: twice with 1 ml lysis buffer (no protease inhibitors), once with 1 ml lysis buffer with 360 mM NaCl, once with 1 ml final wash buffer (10 mM Tris-HCl pH 8.0, 250 mM LiCl, 0.5% [v/v] Nonidet P-40 [BDH], 0.5% [w/v] sodium deoxycholate, 1 mM EDTA) and once with 1 ml TE.

The beads were then resuspended in 100 µl of elution buffer (50 mM Tris-HCl pH 8.0, 10 mM EDTA, 1% [w/v] SDS) and incubated at 65°C in a hot block for 15 minutes. The supernatant was transferred to a clean 1.5 ml tube and the beads were washed with 150 µl TE, 0.67% (w/v) SDS. To reverse the cross-links the combined 250 µl supernatant and the corresponding input DNA sample (taken earlier) were incubated at 65°C in a hot block overnight. The next day 250 µl TE, 5 µg glycogen and 100 µg proteinase K [Roche] were added and the extracts were incubated at 37°C for 1 hour in a hot block. Then 55 µl of 4 M LiCl was added and the DNA was purified by phenol/chloroform extraction. To the sample, 500 µl of
phenol:chloroform:isoamyl alcohol (25:24:1) was added, mixed briefly using a vortex and centrifuged (13,000 rpm, 5 min). The aqueous phase was removed to a clean tube and the process repeated with a second 500 μl of phenol:chloroform:isoamyl alcohol (25:24:1). Next, 1 ml of 100% (v/v) ethanol was added to the aqueous phase and incubated at -20°C for a minimum of 20 minutes. The precipitated DNA was pelleted (13,000 rpm, 15 min) and washed in 500 μl of 70% (v/v) ethanol. The DNA was pelleted again (13,000 rpm, 15 min), the ethanol removed and the DNA pellet dried at room temperature.

The purified DNA was resuspended in 30 μl of TE and analysed by PCR (Section 2.4.7).

2.8 Fluorescence microscopy

2.8.1 Preparation of cells expressing green fluorescent protein (GFP)

A 900 μl sample of a mid-log phase culture was incubated with 100 μl of 37% (w/v) formaldehyde [Fisher Scientific] for 10 minutes at room temperature. The cells were pelleted (5000 rpm, 1 min), washed twice with 1 ml PBS, and then resuspended in 200 μl PBS. A 10 μl sample of the cell suspension was spread onto a glass microscope slide and left to dry. Before application of the glass coverslip, 2 μl of 4,6-diamino-2-phenylindole (DAPI) solution (1.5 μg/ml DAPI [Sigma] in Vectashield mounting medium [Vector Lab]) was dotted onto the dried cells.

2.8.2 Preparation of immunostained nuclear spreads

Yeast cells were pelleted (5000 rpm, 1 min) from 5 ml of a mid-log phase culture, resuspended in 1 ml solution I (1.2 M sorbitol, 50 mM MgCl₂, 80 mM K₂HPO₄, 20 mM KH₂PO₄ pH 7.4) and stored on ice until preparation of nuclear spreads.

Cells were pelleted (5000 rpm, 1 min), resuspended in 200 μl of spheroplasting buffer (Solution I with 20 mM DTT, 1 mg/ml Zymolyase-20T) and incubated at 37°C for 30 minutes. Next, 1 ml of ice-cold Solution II (0.1 M MES-OH pH 6.4, 1 mM EDTA, 0.5 mM MgCl₂, 1 M sorbitol) was added and mixed gently by inversion. The spheroplasts were pelleted (1000 rpm, 8 min) and then resuspended in 200 μl of
ice-cold solution II. A 20 μl sample of the resuspended spheroplasts was placed onto a clean glass microscope slide. Then 120 μl of fixative solution (4% [w/v] paraformaldehyde, 3.4% [w/v] sucrose) and 80 μl of 1% (v/v) photoflo detergent [Kodak] were added to the spheroplasts on the slide. The mixture was spread over the area of the slide gently using a pipette tip. The nuclear spreads were left to dry overnight.

The dried nuclear spreads were washed for 10 minutes in PBS in a Coplin jar. After draining the excess PBS off the slide, 200 μl of blocking buffer (2% [w/v] dried milk in PBS) was added to the central area of the slide and the slide was incubated at room temperature for 10 minutes. Excess liquid was drained off the slide and 50 μl of blocking buffer with the primary antibody (1:100 dilution) was added. The slide was incubated at room temperature for 1 hour in a humidity chamber (dark plastic box containing damp paper towels). The slide was then washed twice in PBS in a Coplin jar for 10 minutes and 50 μl of PBS with an AlexaFluor-488 FITC-conjugated secondary antibody [Molecular Probes] (1:500 dilution) was added. The slide was incubated with the secondary antibody for 1 hour in a humidity chamber. Excess liquid was drained from the slide and 5 μl of DAPI solution (Section 2.7.1) was added to the centre of the slide. A coverslip was placed over the nuclear spread and the slide was ready for viewing.

2.8.3 Fluorescence microscopy

Fluorescence microscopy was performed on a Deltavision Spectris system containing a photometrics CH350L liquid cooled charge-coupled device camera and an Olympus IX70 inverted microscope with a 100x objective equipped with Deltavision data collection system [Applied Precision].

For nuclear spreads 5 images (0.1 μm apart) were acquired and for whole cells 18 images (0.2 μm apart) were acquired. Images were processed using SoftWoRx image processing suite [Applied Precision] and PhotoShop version CS [Adobe] software. Out of focus images were discarded prior to projecting the stack of images onto one plane. Exposure times varied and were dependent upon the intensity of the observed fluorescence.
## 2.9 Plasmid construction

The plasmids used in this study are summarised in Table 2.6. Details of plasmids constructed in this study are given in Sections 2.8.1-2.8.3.

### Table 2.6 Plasmids used in this study

<table>
<thead>
<tr>
<th>Plasmid Name</th>
<th>Details</th>
<th>Reference/Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>pAG32</td>
<td>PCR template for gene manipulation (pFA6a-hphMX4)</td>
<td>(Goldstein &amp; McCusker, 1999)</td>
</tr>
<tr>
<td>pCLE4</td>
<td>Original library clone. YEp24-GIS2</td>
<td>Cha lab</td>
</tr>
<tr>
<td>pCLE5</td>
<td>Original library clone. YEp24-MECI</td>
<td>Cha lab</td>
</tr>
<tr>
<td>pCLE8</td>
<td>YEp24-GIS2 (URA3, 2 μm)</td>
<td>This study</td>
</tr>
<tr>
<td>pCLE9</td>
<td>pRS424-GIS2 (TRP1, 2 μm)</td>
<td>This study</td>
</tr>
<tr>
<td>pCLE11</td>
<td>Original library clone. YEp24-RNR1</td>
<td>Cha lab</td>
</tr>
<tr>
<td>pFA6a-3HA-kanMX6</td>
<td>PCR template for gene manipulation</td>
<td>(Longtine et al., 1998)</td>
</tr>
<tr>
<td>pFA6a-3HA-hphMX4</td>
<td>PCR template for gene manipulation</td>
<td>This study</td>
</tr>
<tr>
<td>pFA6a-TRP1</td>
<td>PCR template for gene manipulation</td>
<td>(Longtine et al., 1998)</td>
</tr>
<tr>
<td>pFA6a-GFP-TRP1</td>
<td>PCR template for gene manipulation</td>
<td>(Longtine et al., 1998)</td>
</tr>
<tr>
<td>pMH172</td>
<td>RNR2 gene</td>
<td>Johnston lab stocks</td>
</tr>
<tr>
<td>pMH726</td>
<td>HA-RNR1 integrative plasmid</td>
<td>(Yao et al., 2003)</td>
</tr>
<tr>
<td>pMK9</td>
<td>YCp50-MECI (URA3, ARS/CEN)</td>
<td>(Kato &amp; Ogawa, 1994)</td>
</tr>
<tr>
<td>pMPY-3xMYC</td>
<td>PCR template for gene manipulation</td>
<td>(Schneider et al., 1995)</td>
</tr>
<tr>
<td>pRS424</td>
<td>Multicopy cloning vector (TRP1, 2 μm)</td>
<td>(Christianson et al., 1992)</td>
</tr>
<tr>
<td>pRSC38</td>
<td>pUC19-CHA1</td>
<td>Cha lab</td>
</tr>
<tr>
<td>pSE738</td>
<td>RNR1 gene</td>
<td>Johnston lab stocks</td>
</tr>
<tr>
<td>pYA301</td>
<td>ACT1 gene</td>
<td>Johnston lab stocks</td>
</tr>
<tr>
<td>YEp24</td>
<td>Multicopy cloning vector (URA3, 2 μm)</td>
<td>Johnston lab stocks</td>
</tr>
<tr>
<td>p306-ORC1-HA/C</td>
<td>ORC1-HA integrative plasmid</td>
<td>(Aparicio et al., 1997)</td>
</tr>
</tbody>
</table>
2.9.1 pFA6a-3HA-hphMX4

The 1.7 kb DNA fragment containing the hygromycin resistance gene ($hph^R$) was excised from plasmid pAG32 by digestion with BgII and EcoRV. Plasmid pFA6a-3HA-kanMX6 was digested with BgII and Pmel to yield the 2.8 kb pFA6a-3HA plasmid backbone. These DNA fragments were purified from an agarose gel and ligated to make the pFA6a-3HA-hphMX4 plasmid used as a PCR template for adding a 3HA epitope tag to DPB3.

2.9.2 YEp24-GIS2

An original library clone (pCLE4) containing the GIS2 open reading frame (ORF) was subjected to 3 sequential restriction enzyme digests with Nhel, PmlI and Sall. After each restriction digest, the plasmid backbone was purified from an agarose gel and religated (Section 2.4.6). Finally plasmid pCLE8 was formed (Figure 2.1), where the only remaining expressed ORF was GIS2.
Figure 2.1 Construction of YEp24-GIS2 (pCLE8). A) A diagram (not to scale) representing plasmid pCLE4. The bold lines (—) represent the boundaries between the YEp24 plasmid backbone and the chromosomal insert in the library plasmid pCLE4. The dark grey boxes represent genes, additional to GIS2 (black box), found in the chromosomal insert. The arrows (↑) indicate the promoter end of each gene. The relative positions of the restriction enzyme sites (NheI, PmlI, Sail) used to make plasmid pCLE8 are shown. B) A diagram (not to scale) representing plasmid pCLE8. The small dark gray boxes represent remaining (unexpressed) gene sequences. The positions of the remaining NheI, PmlI and Sail restriction enzyme sites in pCLE8 are shown. The positions of the BamHI and XhoI restriction enzyme sites used to generate pCLE9 are also shown.
2.9.3 pRS424-GIS2

Plasmid pCLE8 and vector pRS424 were digested with *Bam*HI and *Xho*I. The resulting 1.7 kb DNA fragment containing the *GIS2* gene was ligated into the purified pRS424 vector backbone to make plasmid pCLE9. The resulting clones were checked by restriction enzyme digest.

2.10 Yeast strain construction

Details of all the strains used in this study are given in Table 2.7. Most strains are of the SK1 strain background, except for some strains from external labs (indicated in the strain table). In some cases however the CG strain background was chosen as an alternative to avoid problems caused by the tendency of SK1 haploid strains to form tight clumps (Figure 2.2).

Details of strains constructed in this study by genomic modification are given below in Sections 2.10.1-2.10.8.

Details of strains constructed in this study by standard yeast methods (mating [Section 2.3.2], tetrad dissection [Section 2.3.3] and transformation [Section 2.3.9]) are given in Table 2.7.
<table>
<thead>
<tr>
<th>Name</th>
<th>Genotype</th>
<th>Reference/Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>CY3217 *</td>
<td>MATa ade2-1 leu2-3,112 his3-11,15 trp1-1 ura3-1 can1-100 ORC2-9myc::TRP1</td>
<td>Marco Foiani</td>
</tr>
<tr>
<td>CY5677 *</td>
<td>MATa ade2-1 leu2-3,112 his3-11,15 trp1-1 ura3-1 can1-100 pol2::POL2-3HA::LEU2</td>
<td>Marco Foiani</td>
</tr>
<tr>
<td>JCY408</td>
<td>MATα ho::hisG lys2 ura3 leu2::hisG his4 MEC1::mec1-kd smllΔ::hphMX4</td>
<td></td>
</tr>
<tr>
<td>NYH30</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG top2-1</td>
<td></td>
</tr>
<tr>
<td>NYH371</td>
<td>MATα ho::LYS2 lys2 ura3 arg4 ycg1-2::KanMX4</td>
<td>Doug Koshland</td>
</tr>
<tr>
<td>NYH372</td>
<td>MATα ho::LYS2 lys2 ura3 leu2 arg4 esp1-1</td>
<td>Doug Koshland</td>
</tr>
<tr>
<td>RCY298</td>
<td>MATα ho::hisG lys2 ura3 arg4 ycg1-2::KanMX4</td>
<td></td>
</tr>
<tr>
<td>RCY308</td>
<td>MATα ho::hisG lys2 ura3 leu2::hisG his4 smllΔ::hphMX4 mec1Δ::LEU2</td>
<td></td>
</tr>
<tr>
<td>RCY313 *</td>
<td>MATα ade8</td>
<td></td>
</tr>
<tr>
<td>RCY314 *</td>
<td>MATα ade8</td>
<td></td>
</tr>
<tr>
<td>RCY315</td>
<td>MATα ho::hisG lys2 ura3 leu2::hisG his4 arg4 smllΔ::hphMX4 mec1Δ::LEU2</td>
<td></td>
</tr>
<tr>
<td>RCY406</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4</td>
<td></td>
</tr>
<tr>
<td>RCY415</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK arg4::mec1-4-KanMX4 mec1Δ::LEU2</td>
<td></td>
</tr>
<tr>
<td>RCY416</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK arg4::mec1-4-KanMX4 mec1Δ::LEU2</td>
<td></td>
</tr>
<tr>
<td>RCY426</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK arg4::mec1-40-KanMX4 mec1Δ::LEU2</td>
<td></td>
</tr>
<tr>
<td>RCY438</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK arg4::MEC1-KanMX4 mec1Δ::LEU2</td>
<td></td>
</tr>
<tr>
<td>RCY620</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK arg4 mec1-4-4ADE2</td>
<td></td>
</tr>
<tr>
<td>RCY1652</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 arg4</td>
<td></td>
</tr>
<tr>
<td>RCY1710</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade4::mec1-4-KanMX4 mec1Δ::LEU2 3MYC-SML1</td>
<td></td>
</tr>
<tr>
<td>RCY2026</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4 tellΔ::hphMX4</td>
<td></td>
</tr>
<tr>
<td>Name</td>
<td>Genotype</td>
<td>Reference/Source</td>
</tr>
<tr>
<td>-------------</td>
<td>----------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>RCY2446</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4</td>
<td></td>
</tr>
<tr>
<td>RCY2447</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4</td>
<td></td>
</tr>
<tr>
<td>RCY2458</td>
<td>MATα/MATα ho::LYS2/ho::LYS2 lys2/lys2 ura3/ura3 leu2::hisG/leu2::hisG</td>
<td></td>
</tr>
<tr>
<td>RCY2459</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG</td>
<td></td>
</tr>
<tr>
<td>YLL476.34/2C</td>
<td>MATα ade2-1 leu2-3,112 his3-11,15 trp1-1 ura3-1 can1-100 MEC1-MYC18::LEU2::mec1</td>
<td>Maria Pia Longhese</td>
</tr>
</tbody>
</table>

**Johnston Lab Stocks**

<table>
<thead>
<tr>
<th>Strain</th>
<th>Genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>CG378</td>
<td>MATα can1 ade5-1 leu2-3,112 trp1-289 ura3-52</td>
</tr>
<tr>
<td>CLF25-2A</td>
<td>MATα leu2 ura3 trp1 ade5 dbf2-2</td>
</tr>
<tr>
<td>J2-22</td>
<td>MATα ura1 or ura3 lys2 leu2 his7 trp1 dbf4-1</td>
</tr>
<tr>
<td>K1993</td>
<td>MATα ura3 leu2 trp1 his3 cdc15-2</td>
</tr>
</tbody>
</table>

**Strains constructed in this study**

<table>
<thead>
<tr>
<th>Strain</th>
<th>Genotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEY8</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG orcl::ORCl-HA-URA3</td>
</tr>
<tr>
<td>CEY18</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG DPB3-3HA-kph</td>
</tr>
<tr>
<td>CEY21</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG rnr1::HA-RNR1-KanMX</td>
</tr>
<tr>
<td>CEY22</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG rnr1::HA-RNR1-KanMX</td>
</tr>
<tr>
<td>CEY81</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG arg4::mec1-4-KanMX4 mec1Δ::LEU2 DPB3-3HA-kph from CEY18 x RCY416</td>
</tr>
<tr>
<td>CEY82</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 arg4::mec1-4-KanMX4 mec1Δ::LEU2 rnr1::HA-RNR1-KanMX from CEY22 x RCY415</td>
</tr>
<tr>
<td>CEY96</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG 3MYC-SML1</td>
</tr>
<tr>
<td>CEY131</td>
<td>RCY426 [YEp24]</td>
</tr>
<tr>
<td>CEY149</td>
<td>RCY426 [pCLE5-MEC1]</td>
</tr>
<tr>
<td>Name</td>
<td>Genotype</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CEY151</td>
<td>RCY426 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY155</td>
<td>RCY415 [YEp24]</td>
</tr>
<tr>
<td>CEY157</td>
<td>RCY483 [YEp24]</td>
</tr>
<tr>
<td>CEY159</td>
<td>RCY415 [pCLE5-MEC1]</td>
</tr>
<tr>
<td>CEY161</td>
<td>RCY483 [pCLE5-MEC1]</td>
</tr>
<tr>
<td>CEY163</td>
<td>RCY415 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY165</td>
<td>RCY483 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY167</td>
<td>RCY620 [YEp24]</td>
</tr>
<tr>
<td>CEY169</td>
<td>RCY1652 [YEp24]</td>
</tr>
<tr>
<td>CEY171</td>
<td>RCY620 [pCLE5-MEC1]</td>
</tr>
<tr>
<td>CEY173</td>
<td>RCY1652 [pCLE5-MEC1]</td>
</tr>
<tr>
<td>CEY175</td>
<td>RCY620 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY177</td>
<td>RCY1652 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY187</td>
<td><em>MATα/MATα ho::LYS2/ho::LYS2 lys2/lys2 ura3/ura3 leu2::hisG/leu2::hisG his4/his4 trp1::hisG/trp1::hisG arg4/arg4</em></td>
</tr>
<tr>
<td>CEY189</td>
<td><em>MATα/MATα ho::hisG/ho::LYS2 lys2/lys2 ura3/ura3 leu2::hisG/leu2::hisG his4/his4 TRP1/ trp1::hisG ARG4/arg4 sm1Δ::hphMX4/ SML1 meclΔ::LEU2/MEC1[pMK9-MEC1]</em></td>
</tr>
<tr>
<td>Name</td>
<td>Genotype</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>CEY191</td>
<td>MATα MATα ho::hisG/ho::LYS2 lys2/lys2 ura3/ura3 leu2::hisG/leu2::hisG his4/his4  TRP/trp1::hisG ARG4/arg4 sml1Δ::hphMX4/SML1 MEC1::mec1-kd/MEC1 [pMK9-MEC1]</td>
</tr>
<tr>
<td>CEY198</td>
<td>RCY1710 [YEp24]</td>
</tr>
<tr>
<td>CEY202</td>
<td>RCY1710 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY208</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4 gis2Δ::TRP1</td>
</tr>
<tr>
<td>CEY209</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4 gis2Δ::TRP1</td>
</tr>
<tr>
<td>CEY226</td>
<td>CEY82 [YEp24]</td>
</tr>
<tr>
<td>CEY230</td>
<td>CEY82 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY256</td>
<td>MATα ho::hisG lys2 ura3 leu2::hisG his4 trp1::hisG mec1Δ::LEU2 [pMK9-MEC1] [pCLE9-GIS2]</td>
</tr>
<tr>
<td>CEY257</td>
<td>MATα ho::hisG lys2 ura3 leu2::hisG his4 trp1::hisG mec1Δ::LEU2 [pMK9-MEC1] [pCLE9-GIS2]</td>
</tr>
<tr>
<td>CEY258</td>
<td>MATα ho::hisG lys2 ura3 leu2::hisG his4 trp1::hisG [pMK9-MEC1] [pCLE9-GIS2]</td>
</tr>
<tr>
<td>CEY259</td>
<td>MATα ho::hisG lys2 ura3 leu2::hisG his4 trp1::hisG arg4 MEC1::mec1-kd [pMK9-MEC1] [pCLE9-GIS2]</td>
</tr>
<tr>
<td>CEY260</td>
<td>MATα ho::hisG lys2 ura3 leu2::hisG his4 trp1::hisG arg4 MEC1::mec1-kd [pMK9-MEC1] [pCLE9-GIS2]</td>
</tr>
<tr>
<td>CEY261</td>
<td>MATα ho::hisG lys2 ura3 leu2::hisG his4 trp1::hisG arg4 [pMK9-MEC1] [pCLE9-GIS2]</td>
</tr>
<tr>
<td>CEY266</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG hisx trp1::hisG arg4::mec1-4-KanMX4 mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY267</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4::mec1-4-KanMX4 mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY268</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4::M ECI-KanMX4 mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY269</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4::M ECI-KanMX4 mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY293</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4::M ECI-KanMX4 mec1Δ::LEU22 rnr1::HA-RNR1-KanMX</td>
</tr>
<tr>
<td>CEY301</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4::mec1-4-KanMX4 mec1Δ::LEU2 gis2Δ::TRP</td>
</tr>
<tr>
<td>CEY309</td>
<td>CEY267 [YEp24]</td>
</tr>
<tr>
<td>CEY310</td>
<td>CEY267 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>Name</td>
<td>Genotype</td>
</tr>
<tr>
<td>------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>CEY311</td>
<td>CEY268 [YEp24]</td>
</tr>
<tr>
<td>CEY322</td>
<td>CEY208 [YEp24]</td>
</tr>
<tr>
<td>CEY330</td>
<td>MATa can1 ade5-1 leu2-3,112 trp1-289 ura3-52 GIS2-GFP-TRP1</td>
</tr>
<tr>
<td>CEY333</td>
<td>MATa can1 ade5-1 leu2-3,112 trp1-289 ura3-52 gis2Δ::TRP1</td>
</tr>
<tr>
<td>CEY342</td>
<td>MATa ho::LYS2 lys2 ura3 leu2::hisG his4 arg4::MEC1-KanMX4 mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY346</td>
<td>MATa ho::LYS2 lys2 ura3 leu2::hisG his4 arg4::mec1-4-KanMX mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY347</td>
<td>MATa ho::LYS2 lys2 ura3 leu2::hisG his4 arg4::mec1-4-KanMX mec1Δ::LEU2 tel1Δ::hphMX4</td>
</tr>
<tr>
<td>CEY349</td>
<td>MATa ho::LYS2 lys2 ura3 leu2::hisG his4 arg4::MEC1-KanMX4 mec1Δ::LEU2 3MYC-SML1</td>
</tr>
<tr>
<td>CEY354</td>
<td>CG378 [YEp24]</td>
</tr>
<tr>
<td>CEY355</td>
<td>CG378 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY358</td>
<td>CEY268 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY360</td>
<td>MATa ho::LYS2 lys2 ura3 leu2::hisG his4 arg4::MEC1-KanMX4 mec1Δ::LEU2 tel1Δ::hphMX4</td>
</tr>
<tr>
<td>CEY364</td>
<td>MATa ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4 dun1Δ::TRP1</td>
</tr>
<tr>
<td>CEY368</td>
<td>CEY360 [YEp24]</td>
</tr>
<tr>
<td>CEY371</td>
<td>CEY346 [YEp24]</td>
</tr>
<tr>
<td>CEY373</td>
<td>CEY346 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY374</td>
<td>CEY346 [pCLE11-RNR1]</td>
</tr>
<tr>
<td>CEY377</td>
<td>CEY347 [YEp24]</td>
</tr>
<tr>
<td>CEY379</td>
<td>CEY347 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY380</td>
<td>CEY347 [pCLE11-RNR1]</td>
</tr>
<tr>
<td>CEY382</td>
<td>CEY342 [YEp24]</td>
</tr>
<tr>
<td>CEY414</td>
<td>CEY349 [YEp24]</td>
</tr>
<tr>
<td>Name</td>
<td>Genotype</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>CEY417</td>
<td>CEY349 [pCLE8-G/S2]</td>
</tr>
<tr>
<td>CEY430</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK trp1::hisG arg4</td>
</tr>
<tr>
<td>CEY459</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4 ras2Δ::TRP1</td>
</tr>
<tr>
<td>CEY461</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 arg4</td>
</tr>
<tr>
<td>CEY466</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK arg4 mec1-4-ADE2</td>
</tr>
<tr>
<td>CEY471</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK trp1::hisG arg4 mec1-4-ADE2</td>
</tr>
<tr>
<td>CEY473</td>
<td>CEY334 [YEp24]</td>
</tr>
<tr>
<td>CEY477</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 arg4::mecl-4-KanMX4 mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY480</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 arg4::MECl-KanMX4 mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY482</td>
<td>RCY415 [pCLE11-RNR1]</td>
</tr>
<tr>
<td>CEY511</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4::mecl-4-KanMX4 mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY514</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4::MECl-KanMX4 mec1Δ::LEU2</td>
</tr>
<tr>
<td>CEY522</td>
<td>CEY461 [YEp24]</td>
</tr>
<tr>
<td>CEY526</td>
<td>CEY486 [YEp24]</td>
</tr>
<tr>
<td>CEY530</td>
<td>CEY490 [YEp24]</td>
</tr>
<tr>
<td>CEY537</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK trp1::hisG arg4 dun1Δ::TRP1</td>
</tr>
<tr>
<td>CEY542</td>
<td>RCY308 [YEp24]</td>
</tr>
<tr>
<td>CEY544</td>
<td>RCY308 [pCLE5-MEC1]</td>
</tr>
<tr>
<td>CEY545</td>
<td>RCY308 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY547</td>
<td>RCY308 [pCLE11-RNR1]</td>
</tr>
<tr>
<td>CEY565</td>
<td>CEY480 [YEp24]</td>
</tr>
<tr>
<td>CEY575</td>
<td>CEY477 [YEp24]</td>
</tr>
<tr>
<td>Name</td>
<td>Genotype</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>CEY585</td>
<td>CEY511 [YEp24]</td>
</tr>
<tr>
<td>CEY595</td>
<td>CEY514 [YEp24]</td>
</tr>
<tr>
<td>CEY650</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 ade2::LK trp1::hisG arg4 dun1Δ::TRP1 mec1-4-ADE2</td>
</tr>
<tr>
<td>CEY661</td>
<td>CEY480 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY663</td>
<td>CEY514 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY665</td>
<td>CEY477 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY667</td>
<td>CEY511 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY685</td>
<td>CEY364 [YEp24]</td>
</tr>
<tr>
<td>CEY687</td>
<td>CEY364 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY689</td>
<td>CEY468 [YEp24]</td>
</tr>
<tr>
<td>CEY691</td>
<td>CEY468 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY693</td>
<td>CEY650 [YEp24]</td>
</tr>
<tr>
<td>CEY695</td>
<td>CEY650 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY721</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4::mec1-4-KanMX4 mec1Δ::LEU2 gis2Δ::TRP ras2Δ::TRP1</td>
</tr>
<tr>
<td>CEY723</td>
<td>MATα ho::LYS2 lys2 ura3 leu2::hisG his4 trp1::hisG arg4::MEC1-KanMX4 mec1Δ::LEU2 gis2Δ::TRP</td>
</tr>
<tr>
<td>CEY725*</td>
<td>CLF25-2A [YEp24]</td>
</tr>
<tr>
<td>CEY727*</td>
<td>CLF25-2A [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY729*</td>
<td>K1993 [YEp24]</td>
</tr>
<tr>
<td>CEY731*</td>
<td>K1993 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY733</td>
<td>NHY371 [YEp24]</td>
</tr>
<tr>
<td>CEY734</td>
<td>NHY371 [pCLE8-GIS2]</td>
</tr>
<tr>
<td>CEY735</td>
<td>NHY30 [YEp24]</td>
</tr>
<tr>
<td>Name</td>
<td>Genotype</td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>CEY736</td>
<td>NHY30 [pCLE8-G/S2]</td>
</tr>
<tr>
<td>CEY737</td>
<td>NHY372 [YEp24]</td>
</tr>
<tr>
<td>CEY738</td>
<td>NHY372 [pCLE8-G/S2]</td>
</tr>
<tr>
<td>CEY739</td>
<td>J2-22 [YEp24]</td>
</tr>
<tr>
<td>CEY740</td>
<td>J2-22 [pCLE8-G/S2]</td>
</tr>
<tr>
<td>CEY741</td>
<td>CEY293 [YEp24]</td>
</tr>
<tr>
<td>CEY743</td>
<td>CEY293 [pCLE8]</td>
</tr>
</tbody>
</table>

* W303 strain background
* S288c strain background
* CG strain background
* mixed strain background
Figure 2.2 Haploid SK1 and CG *S. cerevisiae* cells. Images of log phase cultures of an SK1 haploid strain (RCY2459) (A) and a CG haploid strain (CG378) (B) viewed under a phase-contrast microscope.
2.10.1 Integration of an ORC1-HA containing plasmid

To construct strain CEY8, the integrative plasmid p306-ORC1-HA was digested with XbaI and transformed into RCY2458 (SK1 wild type diploid). Stable integrants were selected on SD-URA media. Expression of Orc1-HA was confirmed by Western blot analysis.

Dissection of tetrads from diploids that expressed Orc1-HA gave rise to strain CEY8 (orc1::ORC1-HA-URA3).

2.10.2 C-terminal tagging of DPB3 with a 3HA epitope tag

The genomic copy of DPB3 was tagged with a 3HA epitope tag in the SK1 wild type diploid strain RCY2458 using a PCR-based gene integration technique (Longtine et al., 1998). A DNA fragment containing the 3HA epitope and a hygromycin resistance marker was generated by PCR from the template plasmid pFA6a-3HA-hphMX4 using the 5’ primer P590 and the 3’ primer P591. The PCR product was transformed into RCY2458 and stable integrants were selected on YPD media containing 300 μg/ml hygromycin B.

Correct integration was confirmed by colony PCR using the 5’ primer P592 with homology to the DPB3 gene the 3’ primer P521 with homology to the hygromycin resistance gene. Expression of Dpb3-3HA was confirmed by Western blot analysis.

Dissection of tetrads from diploids that expressed Dpb3-3HA gave rise to strain CEY18 (DPB3-3HA-hphMX4).

2.10.3 Integration of an HA-RNR1 containing plasmid

To construct strain CEY21, the integrative plasmid pMH726 was digested with MfeI and transformed into RCY2458 (SK1 wild type diploid). Stable integrants were selected on YPD media containing 200 μg/ml G418. Expression of HA-Rnr1 was confirmed by Western blot analysis.
Dissection of tetrads from diploids that expressed Rnr1-HA gave rise to strains CEY21 \((MATa \ rnrl::HA-RNR1-KanMX4)\) and CEY22 \((MATa \ rnrl::HA-RNR1-KanMX4)\).

### 2.10.4 N-terminal tagging of \textit{SML1} with a 3MYC epitope tag

Strain CEY96 was made by tagging the genomic copy of \textit{SML1} with a 3MYC epitope tag in the SK1 wild type haploid strain RCY2459 using a PCR-based gene integration technique (Schneider \textit{et al.}, 1995). A DNA fragment containing two copies of the 3MYC epitope flanking a \textit{URA3} marker gene was generated by PCR from the template plasmid pMPY-3xMYC using the 5' primer P593 and the 3' primer P594. The PCR product was transformed into RCY2459 and stable integrants were selected on SD-URA media.

Correct integration was confirmed by colony PCR using the 5' primer P596 with homology to the region upstream of the \textit{SML1} locus and the 3' primer P595 with homology to the \textit{SML1} gene. The expected PCR product size was 1.8 kb. Correct integrants were grown overnight in a 2 ml liquid YPD culture and then plated onto SC agar containing 5'FOA to select for recombinants that had excised the \textit{URA3} marker. Correct recombination was confirmed by colony PCR as above, but with an expected PCR product of 532 bp.

Expression of 3MYC-Sml1 was tested for by Western blot.

The 3\textit{MYC-SML1} strain could not rescue the lethality of a \textit{mec1Δ} strain and the expected cell cycle-dependent fluctuation in 3MYC-Sml1 protein levels was seen (Zhao \textit{et al.}, 2001) (Figure 2.3). Together these observations showed that the 3MYC-Sml1 protein was functional.
Figure 2.3 Cell cycle-dependent fluctuations in 3MYC-Sml1 protein levels. A log phase culture of strain CEY96, grown in YPD at 30°C, was arrested in G1 with αF for three hours. Cells were released into fresh YPD at 30°C and samples were taken every ten minutes for protein extraction and FACS analysis. A) Proteins were separated on a 15% polyacrylamide gel and analysed by Western blot using an anti-MYC antibody. The non-specific band (*) serves as a loading control B) FACS analysis shows the distribution of cells in the population with a one cell DNA content, before replication (1C) and with a two cell DNA content, after replication (2C). Each FACS profile represents 50,000 counts.
2.10.5 Deletion of DUN1

The entire DUN1 ORF was deleted using PCR-based gene disruption (Wach et al., 1994). A disruption cassette containing a marker gene encoding TRP1 was amplified from plasmid pFA6a-TRP1 using the 5’ primer P657 and the 3’ primer P658. The PCR product was transformed into CEY187 (SKI wild type diploid strain) and stable integrants were selected on SD-TRP media. Integration was confirmed by colony PCR using the 5’ primer P636 with homology to the TRP1 gene and the 3’ primer P660 with homology to the region downstream of the DUN1 locus.

Dissection of tetrads from diploids that were positive in the PCR screening gave rise to strain CEY364 (dun1Δ::TRP1).

2.10.6 Deletion of GIS2

The entire GIS2 ORF was deleted using PCR-based gene disruption (Wach et al., 1994). A disruption cassette containing a marker gene encoding TRP1 was amplified from plasmid pFA6a-TRP1 using the 5’ primer P637 and the 3’ primer P639. The PCR product was transformed into both CEY187 (SKI wild type diploid strain) and CG378 (CG wild type haploid strain) and stable integrants were selected on SD-TRP media.

Integration was confirmed by colony PCR using the 5’ primer P636 with homology to the TRP1 gene and the 3’ primer P643 with homology to the region downstream of the GIS2 locus. A second colony PCR reaction was carried out to double check correct integration using the 5’ primer P648 with homology to the region upstream of the GIS2 locus and the 3’ primer P664 with homology to the TRP1 gene.

Strain CEY334 (gis2Δ::TRP1) gave a positive signal in both PCR screening reactions.

Dissection of tetrads from SK1 diploids that were positive in both PCR screening reactions gave rise to strains CEY208 (MATa gis2Δ::TRP1) and CEY209 (MATα gis2Δ::TRP1).
2.10.7 C-terminal tagging of GIS2 with GFP

Strain CEY330 was made by tagging the genomic copy of GIS2 in CG378 (CG wild type haploid strain) with the GFP gene using a PCR-based gene integration technique (Longtine et al., 1998). A DNA fragment containing the GFP gene and the TRP1 marker gene was generated by PCR from the template plasmid pFA6a-GFP-TRP1 using the 5' primer P638 and the 3' primer P639. The PCR product was transformed into CG378 and stable integrants were selected on SD-TRP media.

Correct integration was confirmed by colony PCR using the 5' primer P636 with homology to the TRP1 gene the 3' primer P643 with homology to the region downstream of the GIS2 locus.

2.10.8 Deletion of RAS2

The entire RAS2 ORF was deleted using PCR-based gene disruption (Wach et al., 1994). A disruption cassette containing a marker gene encoding TRP1 was amplified from plasmid pFA6a-TRP1 using the 5' primer P676 and the 3' primer P677. The PCR product was transformed into CEY187 (SK1 wild type diploid strain) and stable integrants were selected on SD-TRP media. Integration was confirmed by colony PCR using the 5' primer P636 with homology to the TRP1 gene and the 3' primer P678 with homology to the region downstream of the RAS2 locus.

Dissection of tetrads from diploids that were positive in the PCR screening gave rise to strain CEY459 (ras2Δ::TRP1).
Chapter 3

The role of Mec1 in regulating dNTP availability during DNA replication

3.1 Introduction

The current thinking is that bulk dNTP synthesis in *S. cerevisiae* takes place in the cytoplasm (Yao *et al.*, 2003), and that the dNTP pool is freely diffusible between the cytoplasm and the nucleus (Reichard, 1988). In addition, it is possible that a proportion of dNTPs are synthesised locally in the nucleus and directly channelled to the replication fork. This is known to happen in prokaryotes (Mathews, 1993), and has also been suggested to occur in mammalian cells (Prem veer Reddy & Pardee, 1980). *S. cerevisiae* Mec1 is involved both in the regulation of dNTP synthesis via Sml1 and in promoting replication fork stability under conditions of replication stress (Sections 1.4.4 and 1.5.3). Thermal inactivation of temperature sensitive *mec l* alleles, *mec l-4* or *mec l-40*, causes chromosomal breaks specifically in replication slow zones (Section 1.2.3). Deleting *SML1* prevents these chromosomal breaks, presumably by increasing dNTP levels (Cha & Kleckner, 2002). In wild type cells replication forks progress more slowly through *RSZs* than other regions of the genome (Cha & Kleckner, 2002). It is possible that in a wild type cell Mec1 promotes increased dNTP synthesis specifically at *RSZs*. This increased dNTP synthesis would be coupled to increased polymerase processivity in these regions, so enabling DNA replication to be completed. In this case the phenotype of prolonged replication fork stalling and chromosomal breakage seen in *mec l-4* and *mec l-40* cells at the restrictive temperature would be due to a defect in the upregulation of local dNTP synthesis at *RSZs*. If Mec1 is required in this way for regulating local dNTP synthesis at the replication fork then Mec1, RNR, and Sml1 should associate with the replication fork, either throughout S-phase or specifically at *RSZs*. A
chromatin immunoprecipitation (ChIP) assay was set up to test this hypothesis by looking to see if these proteins were chromatin-associated during S-phase.

3.2 Results

3.2.1 Optimisation of the ChIP assay

The assay was set up to analyse the temporal association of proteins with five specific fragments within a region of chromosome III, spanning from the replication origin \textit{ARS305} through the downstream \textit{RSZ} (Figure 3.1). \textit{ARS305} is a well-characterised, early-firing replication origin (Reynolds \textit{et al.}, 1989). Therefore, synchronous replication fork progression should be observed after release from \(\alpha\)-factor. Similar assays have been used previously to examine the timing of chromatin association of different replication proteins (Kamimura \textit{et al.}, 2001; Lucca \textit{et al.}, 2004).

The first step in setting up the ChIP assay was to select five primer pairs that would amplify PCR products from genomic DNA at the desired chromosomal locations and with similar efficiency in a multiplex reaction. The sequences for three primer pairs were taken from Kamimura \textit{et al.} (2001) and the sequences for the other primer pairs were designed for this study. All five PCR products could be successfully amplified in a multiplex reaction, as shown by the whole cell extract (WCE) lanes in Figures 3.2-3.5.

The next step in setting up the ChIP assay was to test that the anti-HA and anti-MYC antibodies worked for the ChIP procedure. A subunit of the ORC complex was chosen to test this as \textit{S. cerevisiae} ORC binds specifically to replication origins throughout the cell cycle (Liang & Stillman, 1997). In this ChIP assay a PCR fragment corresponding to the \textit{ARS305} location should be specifically generated after immunoprecipitation of a tagged ORC subunit cross-linked to DNA. To test this, a wild type strain (RCY2459) and a strain expressing Orc1-HA (CEY8) were grown to mid-log phase in YPD at 30°C.
Figure 3.1 Schematic of a section of chromosome III showing the location of the PCR fragments used in the ChIP assay.

A) Five sets of primers were used to scan a region spanning 17 kb from the early firing replication origin \textit{ARS305} through the downstream \textit{RSZ}. The distance from the left telomere, the size of the PCR fragment amplified at each location and the name of the primers used are shown. B) Diagram of the expected PCR products, amplified from genomic DNA using the primers specified, analysed on a 2.5\% agarose gel.
Figure 3.2 Specific association of Orc1-HA with the replication origin ARS305.

A) Diagram showing the expected PCR products, their size in base pairs (bp) and their location relative to the left telomere. B) Samples of log phase cultures of strains expressing untagged Orc1 (RCY2459) and HA-tagged Orc1 (CEY8), grown in YPD at 30°C, were taken and analysed by ChIP. The indicated modifications to the protocol were done to obtain the no crosslinking and no anti-HA antibody negative controls. For each sample PCR was performed on the purified DNA from the whole-cell extract (WCE) before immunoprecipitation and on the purified DNA isolated by immunoprecipitation with the anti-HA antibody (α-HA IP). The PCR products were separated on a 2.5% agarose gel and stained with ethidium bromide. The identity of each band was confirmed by comparison to DNA size markers from a 1 kb DNA ladder (L).
Samples of these cultures were analysed by ChIP (Section 2.7). As expected, the ARS305 PCR fragment was specifically amplified after immunoprecipitation of Orc1-HA (Figure 3.2, lane 8). All DNA fragments containing the locations being assessed in this assay were present before immunoprecipitation, as shown by the control PCR reaction on the WCE (Figure 3.2, lane 4). No non-specific PCR products were formed when the ChIP procedure was modified (no formaldehyde cross-linking, no α-HA antibody or no HA epitope tag) to prevent immunoprecipitation of the DNA-bound Orc1 (Figure 3.2, lanes 5-7). Again, all five PCR fragments were amplified in the control PCR reactions on each corresponding WCE (Figure 3.2, lanes 1-3). These observations confirmed that a successful ChIP experiment was critically dependent on protein-DNA cross-linking with formaldehyde, and on the antibody binding to its specific epitope. Alongside all further ChIP experiments a strain expressing a tagged ORC subunit was analysed, with and without antibody in the immunoprecipitation step as a positive and a negative control respectively.

3.2.2 Tracking replication fork progression in wild type cells

A strain expressing HA-tagged Pol2 (CY5677) was used to test whether replication fork progression from ARS305 into the downstream RSZ could be tracked in this assay. POL2 encodes the catalytic subunit of DNA polymerase ε (Morrison et al., 1990), and the Pol2-3HA strain has been successfully used to track replication fork progression previously in a ChIP assay (Lucca et al., 2004). The POL2-3HA strain was grown to mid-log phase in YPD at 30°C and arrested in G1 with α-factor for two and a half hours. The culture was then shifted to 18°C for a further hour, before the cells were released into either fresh YPD or 100 mM HU at 18°C (Figure 3.3A). This experiment was done at the lower temperature of 18°C to slow down replication fork progression and therefore improve the temporal resolution of the assay. Half of the culture was released from α-factor into fresh YPD to track replication fork progression under normal replication conditions. The other half was released from α-factor into 100 mM HU as a control to track replication fork progression under a condition where replication forks are expected to stall close to replication origins.
(Koc et al., 2004). Samples for ChIP analysis were taken periodically (as shown in Figure 3.3C) as cells progressed through a synchronous S-phase.

The positive and negative controls using the Orc1-HA strain were successful (Figure 3.3C, lanes 11 and 12), and all five PCR products were amplified from the WCE control of each sample (Figure 3.3C, lanes 3-10). The association of Pol2-3HA with the replication origin ARS305 was detected 40 minutes after release from α-factor into both YPD and HU (Figure 3.3C, lanes 14 and 18). This is expected, as HU should not disrupt the firing of an early origin such as ARS305 (Santocanale & Diffley, 1998). Under normal replication conditions association of Pol2-3HA with all downstream regions was seen by 60 minutes after release from α-factor (Figure 3.3C, lane 15). However, the temporal resolution of the assay was not good enough to track the sequential progression of the replication fork through each fragment. In the presence of 100 mM HU, Pol2-3HA could still only be detected at the replication origin and at the region 3.5 kb downstream by 80 minutes after release from α-factor (Figure 3.3C, lane 20). This observation is in accordance with a previous study that analysed DNA replication intermediates formed in the presence of 200 mM HU; at 90 minutes after release from α-factor at 25°C replication forks from early origins had progressed to form a bubbles of about 2-7 kb in length around the replication origin (Santocanale & Diffley, 1998)

3.2.3 Tracking replication fork progression in arg4::mec1-4 cells

The results presented in the previous section showed that HU-induced replication fork stalling could be detected by this ChIP assay at 18°C (Figure 3.3). However, to test the hypothesis that Mec1 controls local dNTP synthesis specifically required for progression through RSZs, more subtle differences in replication fork progression than those caused by HU would need to be detected. For example it would be useful to be able detect the accumulation of replication forks in RSZs in the arg4::mec1-4 strain at the restrictive temperature.
Figure 3.3 Movement of the polymerase ε subunit Pol2 with the replication fork. A) Outline of the experimental procedure. B) Diagram showing the expected PCR products, their size in base pairs (bp) and their location relative to the left telomere. C) Strains expressing HA-tagged Pol2 (CY5677) and HA-tagged Orc1 (CEY8) were grown in YPD at 30°C. Samples were taken from the log-phase Ore1-HA culture and analysed by ChIP for the positive and negative (no antibody) controls. Samples were taken from the synchronous Pol2-3HA culture at the indicated time points and analysed by ChIP. For each sample PCR was performed on the purified DNA from the whole cell extract (WCE) before immunoprecipitation and on the purified DNA isolated by immunoprecipitation with the anti-HA antibody (α-HA IP). The PCR products were separated on a 2.5% agarose gel and stained with ethidium bromide. The identity of each band was confirmed by comparison to DNA size markers from a 1 kb DNA ladder (L).
To test if tracking replication fork progression in an \textit{arg4::mecl-4} strain at the restrictive temperature was feasible, a strain expressing HA-tagged Dpb3 in the \textit{arg4::mecl-4} background was constructed. Dpb3 encodes the smallest subunit of polymerase \(\epsilon\) (Araki \textit{et al.}, 1991), and had been recommended as a good protein to use in tracking replication fork progression (K. Shirahige, personal communication). A new strain was constructed instead of using the Pol2-3HA strain used previously so that the tagged replication fork component would be in the same strain background as the \textit{arg4::mecl-4} strain.

Strains expressing Dpb3-3HA in a wild type \textit{MECl} genetic background (CEY18) and an \textit{arg4::mecl-4} genetic background (CEY81) were grown to mid-log phase in YPD at the permissive temperature of 23°C and arrested in G1 with \(\alpha\)-factor for two and a half hours. The cultures were then shifted to the restrictive temperature of 34°C for a further hour, before the cells were released into fresh YPD at 34°C (Figure 3.4A). Samples for ChIP analysis were taken periodically (as shown in Figure 3.4C) as cells progressed through a synchronous S-phase.

The positive and negative controls using the Orc1-HA strain were successful (Figure 3.4C, lanes 11 and 12), and all five PCR products were amplified from the WCE control of each sample (Figure 3.4C, lanes 3-10). However, there were some unexpected non-specific PCR signals (Figure 3.4C, lanes 12, 13 and 17). The reason for these signals is unclear. It could be due to non-specific DNA being precipitated with the anti-HA antibody, as the no antibody control had no non-specific signals. Alternatively, aerosol-dependent cross-contamination of samples when setting up the PCR reactions could have caused the non-specific signals.

In the wild type \textit{MECl} genetic background immunoprecipitation of DNA cross-linked to Dpb3-3HA gave a strong PCR signal, above the non-specific background level (Figure 3.4C; compare lane 13 with lanes 14 and 15). The association of Dpb3-3HA with all five chromosomal locations tested was detected only 15 minutes after release from \(\alpha\)-factor at 34°C (Figure 3.4C, lane 14). Taking samples at earlier time points did not reveal an initial specific association of Dpb3-3HA with the replication origin \textit{ARS305} (data not shown), as seen for Pol2-3HA at 18°C (Figure 3.3C). This suggests that increasing the temperature caused a significant reduction in the
temporal resolution of the assay. Also, the PCR signal from the DNA immunoprecipitated with Dpb3-3HA in the \textit{arg4::mec1-4} cells was much weaker (barely above the non-specific background level) than that from the wild type \textit{MEC1} cells (Figure 3.4C, compare lanes 13-16 with 17-20). This was despite the DNA having been isolated from a similar number of cells, as shown by the PCR signal from each WCE (Figure 3.4C, lanes 3-10). The reasons for this are unclear, but the weak signal could indicate a reduced stability of the replication fork in the absence of Mec1 function. Alternatively \textit{ARS305} might fire with reduced efficiency in \textit{arg4::mec1-4} cells at the restrictive temperature, although there are no published data to suggest that the firing efficiency of \textit{ARS305} is affected in the absence of Mec1 function.

3.2.4 The chromatin association of Mec1

Mec1 is recruited to sites of DNA replication stress and this has been shown previously by ChIP (Osborn & Elledge, 2003). Whether Mec1 associates with the replication fork during unchallenged replication remains unclear (Lambert & Carr, 2005). One prediction from the hypothesis that Mec1 is important for fine-tuning dNTP availability with replication fork progression through \textit{RSZs} is that Mec1 should associate with the replication fork, either throughout S-phase or specifically at \textit{RSZs}. 
A Log-phase culture (MEC1 or mec1-ts) → αF arrest for 2 1/2 h at 23°C → Shift culture to 34°C for 1 h → Release cells into fresh YPD at 34°C → Take samples and analyse by ChIP

B Size of PCR product

<table>
<thead>
<tr>
<th>Size (bp)</th>
<th>Distance from left telomere (kb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>439</td>
<td>53.5 (RSZ)</td>
</tr>
<tr>
<td>364</td>
<td>43.0</td>
</tr>
<tr>
<td>313</td>
<td>39.5 (ARS)</td>
</tr>
<tr>
<td>270</td>
<td>47.5 (RSZ)</td>
</tr>
<tr>
<td>225</td>
<td>56.5</td>
</tr>
</tbody>
</table>

C

<table>
<thead>
<tr>
<th>DNA size markers (bp)</th>
<th>lanes</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>506</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>496</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>396</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>344</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>298</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>220</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.4 Movement of the polymerase ε subunit Dpb3 with the replication fork. A) Outline of the experimental procedure. B) Diagram showing the expected PCR products, their size in base pairs (bp) and their location relative to the left telomere. C) Strains expressing HA-tagged Orc1 (CEY8) and HA-tagged Dpb3 with either the wild-type (wt) (CEY18) or the temperature sensitive (ts) (CEY81) MEC1 allele were grown in YPD at 23°C. Samples were taken from the log phase Orc1-HA culture and analysed by ChIP for the positive and negative (no antibody) controls. Samples were taken from the synchronous Dpb3-3HA cultures at the indicated time points and analysed by ChIP. For each sample PCR was performed on the purified DNA from the whole cell extract (WCE) before immunoprecipitation and on the purified DNA isolated by immunoprecipitation with the anti-myc antibody (α-HA IP). The PCR products were separated on a 2.5% agarose gel and stained with ethidium bromide. The identity of each band was confirmed by comparison to DNA size markers from a 1 kb DNA ladder (L).
To test this strain YLL476.34/2C (MEC1-18MYC) was grown to mid-log phase at 30°C in YPD and arrested in G1 with α-factor for two and a half hours. The culture was then shifted to 18°C for a further hour, before the cells were released into either fresh YPD or 100 mM HU at 18°C (Figure 3.5A). As previously, the α-factor arrest and release was done at 18°C to slow down replication fork progression and improve the resolution of the assay. Half of the culture was released into fresh YPD to look for the association of Mec1 with the replication fork under normal replication conditions. The other half was released into 100 mM HU as a control to monitor the association of Mec1 with sites of replication stress. Samples for ChIP analysis were taken periodically (as shown in Figure 3.5C) as cells progressed through a synchronous S-phase. In this experiment a MYC-tagged Orc2 subunit was used as a control. The positive and negative control experiments with the Orc2-9MYC strain (CY3217), carried out alongside the main experiment, were successful (Figure 3.5C, lanes 11 and 12). Also, all five PCR products were successfully amplified from the WCE of each sample, indicating the presence of all the DNA fragments in the sample before immunoprecipitation (Figure 3.5C, lanes 1-10).

Chromatin association of Mec1-18MYC was detected 80 minutes after release from α-factor into 100 mM HU (Figure 3.5C, lane 20). This timing is consistent with previous observations of Mec1 recruitment to sites of replication stress, where recruitment was seen 60 minutes after release from α-factor into 200 mM HU at 19°C (Osborn & Elledge, 2003). The strongest PCR signal in lane 20 corresponded to the DNA fragment containing the replication origin (as also seen by Osborn and Elledge, 2003). This is consistent with the fact that replication forks do not move very far from the replication origin under these assay conditions (Figure 3.3C). It is unclear whether the weaker PCR products in lane 20 represent a real chromatin association of Mec1-18MYC in these locations, or are just non-specific background signals. During unchallenged replication however no chromatin association of Mec1-18MYC was detectable (Figure 3.5C, lanes 13-16).
Figure 3.5 HU-induced recruitment of Mec1 to the replication fork. A) Outline of the experimental procedure. B) Diagram showing the expected PCR products, their size in base pairs (bp) and their location relative to the left telomere. C) Strains expressing myc-tagged Orc2 (CY3217) and myc-tagged Mec1 (YLL476.34/2C) were grown in YPD at 30°C. Samples were taken from the log phase Orc2-9myc culture and analysed by ChIP for the positive and negative (no antibody) controls. Samples were taken from the synchronous Mec1-18myc culture at the indicated time points and analysed by ChIP. For each sample PCR was performed on the purified DNA from the wholecell extract (WCE) before immunoprecipitation and on the purified DNA isolated by immunoprecipitation with the anti-myc antibody (α-myc IP). The PCR products were separated on a 2.5% agarose gel and stained with ethidium bromide. The identity of each band was confirmed by comparison to DNA size markers from a 1 kb DNA ladder (L).
3.2.5 The chromatin association of Rnr1

If local dNTP synthesis does occur at the replication fork, then the key synthetic enzymes, for example RNR, should be associated with the replisome. To test if this is the case in wild type cells, the equivalent ChIP experiment used to observe the association of Pol2-3HA with the replicating DNA was repeated with HA-tagged Rnr1. However, no association of HA-Rnr1 with the replication fork was seen in these experimental conditions (data not shown). It is possible that local dNTP synthesis at the replication fork is specifically required for fork progression through RSZs. In this case dNTP synthetic enzymes might only associate transiently with the replication fork at RSZs. However tracking replication fork progression with Pol2-3HA showed that the resolution of the ChIP assay was not good enough to test this (Figure 3.3).

One of the challenges with this ChIP assay is that it relies on the cells in a population progressing through a highly synchronous S-phase so that enough DNA can be purified after immunoprecipitation to generate a specific PCR signal. For example, after sonication the protein-linked DNA will have been sheared into fragments of around 500 bp. When assaying for the association of replisome proteins with the replicating DNA, there will be variation across the population in the rate of progression of replication forks. Consequently, only a fraction of cells in the population will have replisomes associated with the DNA fragments corresponding to the PCR primers used in the assay at any one time.

Therefore, as a complementary technique to the ChIP assay, microscopic examination of nuclear spreads from individual cells was used to look for Rnr1-containing replication foci. This has been observed successfully in *S. cerevisiae* for other components of the replication machinery, such as DNA polymerases α, δ, and ε (Hiraga et al., 2005). Strains CEY18 (*DPB3-3HA*) and CEY21 (*HA-RNR1*) were grown to mid-log phase at 30°C in YPD. Nuclear spreads were prepared and stained with the primary anti-HA antibody and the FITC-conjugated secondary antibody. DNA was stained with DAPI. The negative control with no anti-HA antibody staining showed very little background α-HA signal (Figure 3.6A). In nuclear spreads prepared from cells expressing Dpb3-3HA, the α-HA signal mostly co-
localised with the DAPI signal consistent with the polymerase ε subunit being a chromatin-associated protein (Figure 3.6B). However, in spreads prepared from cells expressing HA-Rnr1, the α-HA signal does not co-localise with the DAPI signal suggesting that Rnr1 is not strongly associated with the chromatin (Figure 3.6C). This observation is consistent with published data that show that Rnr1 is mostly localised in the cytoplasm (Yao et al., 2003)

3.3 Discussion

3.3.1 Technical limitations of the ChIP assay

The experiments presented in this chapter showed no evidence for the association of Mec1 and Rnr1 with the replication fork under normal replication conditions. Although this might be because the association does not happen, it is also possible that the ChIP assay is not sensitive enough to detect it. For example it might be unfeasible to generate a PCR signal from DNA immunoprecipitated with replisome proteins that are present in small quantities, or that only associate transiently or loosely. The ability of an antibody to bind to its epitope when assembled differently within a large protein complex could also affect the efficiency of the immunoprecipitation step. Similar problems (detecting small quantities of proteins and detecting proteins only transiently or loosely associated with the chromatin) will also affect the immunofluorescence technique, tried as an alternative to the ChIP assay.

Other technical limitations of the ChIP assay, such as the reduced temporal resolution at higher temperatures and the weak PCR signal from polymerase-linked DNA in arg4::mec1-4 cells, were described in the results section. Together, these technical limitations meant that it was not feasible to continue with this investigation.
Figure 3.6 Immunostained nuclear spreads of cells expressing Dpb3-3HA or HA-Rnr1. The indicated strains were grown to mid-log phase in YPD at 30°C. Nuclear spreads were prepared and stained with the primary α-HA antibody and the FITC-conjugated secondary antibody. DNA was stained with DAPI. The images shown are an overlay of the DAPI (blue) signal and the FITC (green) signal. A) Nuclear spreads from cells expressing Dpb3-3HA (CEY18) without primary α-HA antibody staining. B) Nuclear spreads from cells expressing Dpb3-3HA (CEY18) with primary α-HA antibody staining. C) Nuclear spreads from cells expressing HA-Rnr1 (CEY21) with primary α-HA antibody staining.
3.3.2 The role of Mec1 in regulating dNTP availability during DNA replication

The hypothesis being investigated stated that Mec1 could be required to fine-tune dNTP availability with replication fork progression through RSZs. According to this hypothesis the phenotype of prolonged replication fork stalling and chromosomal breakage seen in mecl-4 and mecl-40 cells at the restrictive temperature would be due to a defect in the upregulation of local dNTP synthesis at RSZs. In a wild type cell increased dNTP synthesis at RSZs would be coupled to increased polymerase processivity in these regions, so enabling DNA replication to be completed. The key prediction of this hypothesis is that the relevant proteins (Mec1, RNR, and Smll) should localise with the replication fork.

Mec1 upregulates dNTP synthesis by relieving the Smll-dependent inhibition of RNR. According to the hypothesis described above a population of Smll-bound RNR, which could be targeted by Mec1 during replication of RSZs, must exist. Bulk Smll degradation occurs at the G1/S transition in a Mec1-dependent manner (Zhao et al., 2001). Therefore the amount of Smll-bound RNR significantly decreases at the beginning of S-phase. However it is still possible that a small population of Smll-bound RNR remains, which can be targeted by Mec1 more specifically during S-phase progression.

Studies on the sub-cellular localisation of RNR suggest that bulk dNTP synthesis takes place in the cytoplasm in both S. cerevisiae (Yao et al., 2003) and mammalian cells (Engstrom et al., 1984; Engstrom & Rozell, 1988). The existence in eukaryotes of a pool of nucleotides that is channelled directly to the replication fork has been much debated (Mathews & Slabaugh, 1986; Mathews, 1993; Muller, 1994; Premveer Reddy & Pardee, 1980). The consensus opinion is that any channelling that might occur in eukaryotes is non-essential and does not provide the majority of dNTPs for DNA replication. However, the possibility that there is a small population of RNR that synthesises dNTPs at the site of replication still exists.

The basis for suspecting that S. cerevisiae Mec1 might be associated with the replisome is stronger. The metazoan homologue of Mec1, ATR, associates with chromatin in an unperturbed S-phase (Dart et al., 2004; Hekmat-Nejad et al., 2000).
and the \textit{S. pombe} Mec1 homolog, Rad3, has been suggested to be part of the replisome (Furuya \textit{et al.}, 2004; Lambert \& Carr, 2005). ATR is important for maintaining genomic stability at fragile sites (Casper \textit{et al.}, 2002), which are regions of the genome that are particularly difficult to replicate and are analogous to RSZs (Section 1.2.3). It is interesting to note that Dart \textit{et al.} (2004) suggest that ATR might be recruited to the replicating DNA specifically in areas such as fragile sites that are difficult to replicate. There is no known mammalian equivalent of Sml1, and currently it is not known if ATR can regulate dNTP synthesis in a similar way to Mec1. Despite this, the described behaviour of the ATR protein is similar to that proposed for Mec1 in the hypothesis tested here.
Chapter 4

**GIS2 is a multicopy suppressor of the lethality of mecl temperature sensitive alleles**

4.1 Introduction

GIS2 had been previously isolated in our lab as a multicopy suppressor of the lethality of the temperature sensitive mecl-40 allele. The genetic screen in which GIS2 was isolated used a YEp24 (2\(^\mu\)m, *URA3*) plasmid-based library to search for multicopy suppressors of the temperature sensitivity of a mecl-40 diploid strain. Of the suppressors isolated and sequenced GIS2 appeared five independent times on three different library plasmid clones. *RNR1* was isolated four times and *MEC1* once. The name GIS comes from gig suppressor, where gig stands for glucose inhibition of gluconeogenic growth. GIS2 was initially isolated as a suppressor of the inability of *snf1Δ mig1Δ gig1/2/3* mutants to grow on galactose (Balciunas & Ronne, 1999). The *snf1Δ mig1Δ gig1/2/3* mutant has a defect in the transcription of genes required to metabolise galactose. The DNA sequence shows that GIS2 encodes a zinc finger protein, which is conserved in higher eukaryotes. The higher eukaryotic homolog, cellular nucleic acid binding protein (CNBP), is an essential gene required for correct forebrain development (Abe *et al.*, 2006; Chen *et al.*, 2003; Weiner *et al.*, 2007). The molecular function of GIS2 in yeast remains unknown and there are no published links between GIS2 and the DNA damage response pathway. Therefore, the new focus in investigating the essential role of *MEC1* was on understanding the mechanism of this suppression.
4.2 Results

4.2.1 GIS2 is a multicopy suppressor of the lethality of mecl temperature sensitive alleles

The first step in understanding the basis for suppression was to investigate in more detail the genetic interaction between the suppressor GIS2 and the original gene MEC1. There are two different temperature sensitive alleles of mecl, mecl-4 and mecl-40, routinely used in our lab. The mecl-4 allele is used in either the endogenous MEC1 locus, where it replaces the wild type copy of MEC1, or the exogenous arg4 locus, denoted mecl-4 and arg4::mecl-4 respectively. The mecl-40 allele is used in just the exogenous arg4 locus and is denoted arg4::mecl-40. Strains with the mecl-4 or mecl-40 alleles in the arg4 locus have the wild type copy of MEC1 deleted. To assess the ability of multicopy GIS2 to suppress the lethality of these mecl temperature sensitive alleles, the multicopy GIS2 plasmid was transformed into strains expressing arg4::mecl-4 (RCY415), arg4::mecl-40 (RCY426) and mecl-4 (RCY620). As controls, the corresponding empty vector (YEp24) and a multicopy MEC1 plasmid (pCLE5) were also transformed into these strains. The resulting strains were grown overnight at 23°C in SD-URA media, diluted to an OD600 of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. The agar plates were incubated at the indicated temperatures for two days (Figure 4.1).

As has been previously characterised, the restrictive temperature of each mecl temperature sensitive strain was different (Cha & Kleckner, 2002). The restrictive temperature for the arg4::mecl-4 strain (CEY155) was 30°C (Figure 4.1A), whereas for the mecl-4 strain (CEY167) it was 34°C (Figure 4.1B). It is not clear why placing the same allele at two different loci confers a different phenotype, but it could be due to different levels of gene expression from the native promoter when placed in different chromosomal locations. The restrictive temperature for the different allele, arg4::mecl-40 (CEY131), was 37°C (Figure 4.1C).
Figure 4.1 Multicopy GIS2 suppresses the lethality of mec1 temperature sensitive alleles. The indicated strains were grown overnight at 23°C in SD-URA. The following morning each culture was diluted to OD_{600} of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. Agar plates were incubated at the indicated temperature for two days. The plasmids used were YEp24 (empty vector), pCLE5 (2μm-MEC1) and pCLE8 (2μm-GIS2).
Chapter 4  Results

Multicopy GIS2 improved the growth of all three temperature sensitive mecl strains (Figure 4.1A compare CEY163 with CEY155 at 30°C; Figure 4.1B compare CEY175 with CEY167 at 34°C; Figure 4.1C compare CEY151 with CEY131 at 37°C). This effect of multicopy GIS2 on the growth of temperature sensitive mecl strains was reproducibly observed in several experimental repeats, using multiple independent clones for each strain. However, whereas multicopy MEC1 restored growth to wild type levels, multicopy GIS2 did not (Figure 4.1A compare CEY163 and CEY159 with CEY157; Figure 4.1B compare CEY175 and CEY171 with CEY169; Figure 4.1C compare CEY151 and CEY149 with CEY157).

4.2.2 Multicopy GIS2 cannot suppress the lethality of meclA or mecl-kd

The next step in understanding the interaction between GIS2 and MEC1 was to test the ability of multicopy GIS2 to suppress the complete deletion and kinase-dead (kd) alleles of MEC1. The function of Mec1 is completely dependent on its kinase activity, and so the kinase-dead mecl allele is lethal like the meclA allele (Paciotti et al., 2001). Strains with meclA or mecl-kd mutations that were dependent on an ARS/CEN-MEC1-URA3 plasmid (pMK9) for survival, and congenic wild type MEC1 controls, were transformed with a multicopy GIS2-TRP1 plasmid (pCLE9) (Figure 4.2A). The resulting strains were streaked onto 5’FOA to see if the GIS2 plasmid could support their growth in the absence of the MEC1 plasmid. The wild type control strains (CEY258 and CEY261) grew successfully on 5’FOA, but no growth of either the meclA strains (CEY256 and CEY257) or the mecl-kd strains (CEY259 and CEY260) was observed (Figure 4.2B). All six strains tested grew successfully on the equivalent media without 5’FOA (Figure 4.2B). The fact that multicopy GIS2 has no detectable effect on the viability of meclA or mecl-kd strains, suggests that some hypomorphic Mec1 activity is required for the GIS2-dependent improvement of the viability of the temperature sensitive mecl strains.
Figure 4.2 Multicopy GIS2 does not rescue mec1Δ or mec1-kd lethality. A) Plasmids pMK9 (ARS/CEN-MEC1-URA3) and pCLE9 (2μm-GIS2-TRP1) were transformed into MEC1, mec1-kd or mec1Δ strains. B) The resulting strains were streaked onto minimal agar media supplemented with lysine, leucine, arginine and histidine. Uracil and 5'FOA were added as indicated. The MEC1 genotype and strain number of the strain in each section of the plates is indicated in the right hand panel.
4.2.3 Multicopy GIS2 improves S-phase progression in arg4::mec1-4 cells

Having established that multicopy GIS2 partially suppressed the lethality of the temperature sensitive mec1 strains, the more specific effects of multicopy GIS2 on the characterised defects of mec1-4 and mec1-40 were tested. The arg4::mec1-4 allele was used for most further investigations as this allele is the most widely used in our lab and consequently is the best characterised temperature sensitive mec1 allele. Two temporally separable defects have been described for mec1-4 and mec1-40 (Cha & Kleckner, 2002). Firstly, upon release from α-factor into a synchronous S-phase at the restrictive temperature, mec1-4 and mec1-40 cells with an intermediate DNA content, between 1C and 2C, accumulate as assessed by FACS analysis. Secondly, after this prolonged replication fork stalling, chromosomal breaks form in RSZs (Section 1.2.3). Therefore, to start with the effect of multicopy expression of GIS2 on S-phase progression in the arg4::mec1-4 strain was assessed at 30°C. A restrictive temperature of 30°C was chosen as it was the temperature at which suppression was seen on agar plates for this allele (Figure 4.1A).

Strains expressing the arg4::mec1-4 or arg4::MEC1 alleles, with the YEp24 control plasmid or the multicopy GIS2 plasmid (pCLE8), were grown overnight at 23°C to mid-log phase in YPD. The cells were arrested in G1 with α-factor for two and a half hours at 23°C and then for a further hour at 30°C. The cells were then released from α-factor into fresh YPD at 30°C. FACS analysis was used to follow the extent of genome duplication in each strain at 10-minute intervals until the completion of DNA replication in wild type strains (Figure 4.3). DNA replication had started in all four strains by 20 minutes after release from α-factor. By 50 minutes after release from α-factor most arg4::MEC1 cells (CEY157 and CEY165) had a 2C DNA content. The fraction of arg4::mec1-4 cells (CEY155 and CEY163) with an intermediate DNA content between 1C and 2C at 50 minutes after release from α-factor was notably higher than that in the arg4::MEC1 cells (CEY157 and CEY165).
Figure 4.3 Multicopy GIS2 improves S-phase progression in \textit{arg4::mec1-4} cells. Log phase cultures of the indicated strains, grown at 23°C in YPD, were arrested in G1 with α-factor for two and a half hours at 23°C and a further one hour at 30°C. Cells were released into fresh YPD at 30°C and samples were taken every 10 minutes for FACS analysis. The 1C and 2C DNA content is as indicated. Each FACS profile represents 50,000 counts.
However, the fraction of cells with an intermediate DNA content between 1C and 2C at 50 minutes after release from α-factor was lower in the \textit{arg4::mec1-4} strain expressing multicopy \textit{GIS2} (CEY163) than in the \textit{arg4::mec1-4} strain with the YEp24 control plasmid (CEY155). Therefore, the presence of the multicopy \textit{GIS2} plasmid in the \textit{arg4::mec1-4} cells improved progression through S-phase, as assessed by bulk DNA replication. This effect of multicopy \textit{GIS2} on S-phase progression in the \textit{arg4::mec1-4} cells was reproducibly observed in several experimental repeats, using multiple independent clones for each strain. However, bulk DNA replication still did not proceed as efficiently as in wild type cells. This is consistent with the observation that multicopy \textit{GIS2} does not restore growth of temperature sensitive \textit{mec1} strains to wild type levels on agar plates (Figure 4.1).

4.2.4 Multicopy \textit{GIS2} reduces chromosomal break formation in \textit{arg4::mec1-4} cells

Figure 4.3 showed that, of the two defects described for \textit{mec1-4} and \textit{mec1-40} cells, multicopy \textit{GIS2} reduced the accumulation of \textit{arg4::mec1-4} cells with an intermediate DNA content. Therefore, the next stage was to assess the effect of multicopy \textit{GIS2} on chromosomal break formation in \textit{arg4::mec1-4} cells. Strains expressing the \textit{arg4::mec1-4} or \textit{arg4::MECl} alleles, with the YEp24 control plasmid or the multicopy \textit{GIS2} plasmid, were grown overnight at 23°C to mid-log phase in YPD. The cells were arrested in G1 with α-factor for two and a half hours at 23°C and then for a further hour at 30°C. The cells were then released from α-factor into fresh YPD at 30°C. A sample from each culture was taken five hours after release from α-factor to assess the level of chromosomal fragmentation by pulsed-field gel electrophoresis and Southern blot analysis (Figure 4.5). Additionally samples from the \textit{arg4::mec1-4} [YEp24] (CEY155) and \textit{arg4::mec1-4} [2μm-\textit{GIS2}] (CEY163) cultures were plated out, onto both YPD and SD-URA, every hour. The agar plates were incubated at the permissive temperature of 23°C firstly to assess the effect multicopy \textit{GIS2} has on the viability of the \textit{arg4::mec1-4} strain under these experimental conditions (Figure 4.4), and secondly to assess the stability of the 2μm plasmids. The average percentage of cells, taken over all time points (0-8 hours) for one experiment, that maintained the 2μm YEp24 plasmid was 85% and the 2μm
GIS2 plasmid was 87%. The fraction of \( \text{arg4::mec1-4} \) cells that was viable when returned to growth at 23°C after incubation in α-factor at 30°C was set to 100%. The \( \text{mec1-4} \) and \( \text{mec1-40} \) cells lose viability after attempting DNA replication in the absence of Mec1 function (Cha & Kleckner, 2002). Therefore \( \text{arg4::mec1-4} \) cells held in G1 should remain viable, even with the Mec1-4 protein inactivated.

The percentage of viable \( \text{arg4::mec1-4} \) [YEp24] cells (CEY155) remained fairly constant, at around 100%, up to five hours after release from α-factor (Figure 4.4). The fraction of viable \( \text{arg4::mec1-4} \) [YEp24] cells then started to decrease at later time points. This is consistent with that fact that \( \text{mec1-4} \) and \( \text{mec1-40} \) cells do not lose viability until chromosomal breaks form, after a period of prolonged replication fork stalling (Cha & Kleckner, 2002). On the other hand, the percentage of viable \( \text{arg4::mec1-4} \) [2µm-GIS2] cells (CEY163) steadily increased after release from α-factor, and by six hours had almost doubled (Figure 4.4). This shows that a fraction of the \( \text{arg4::mec1-4} \) [2µm-GIS2] cells were proliferating successfully. However, the percentage of viable cells after six hours is significantly less than that expected from a wild type strain, which has a doubling time of less than two hours at 30°C. This level of growth is consistent with the effect of multicopy GIS2 seen on the growth of temperature sensitive mec1 strains on agar plates (Figure 4.1) and on S-phase progression in the \( \text{arg4::mec1-4} \) strain (Figure 4.3).

The effect of multicopy GIS2 on the level of chromosomal fragmentation in the \( \text{arg4::mec1-4} \) strain was assessed by probing for chromosome III fragments in a Southern blot, as done previously in Cha and Kleckner (2002). DNA fragments from each strain were separated by pulsed-field gel electrophoresis and analysed by Southern blot. The probe used, \text{CHA1}, was located approximately 16 kb from the end of chromosome III. So, in addition to the full-length chromosome, it detected DNA fragments of different sizes formed upon chromosomal break formation in \text{RSZs} (Figure 4.5A). The full-length chromosome III was successfully detected in each strain using the \text{CHA1} probe (Figure 4.5B). Also in each strain a significant fraction of chromosome III remained in the wells of the gel. This fraction represents any non-linear form of chromosome III, such as replication intermediates.
Figure 4.4 The effect of multicopy GIS2 on the viability of arg4::mecl-4 cells. Log phase cultures of strains CEY155 (arg4::mecl-4 [YEp24]) and CEY163 (arg4::mecl-4 [2μm-GIS2]), grown at 23°C in YPD, were arrested in G1 with α-factor for two and a half hours at 23°C and a further one hour at 30°C. Cells were released into fresh YPD at 30°C and samples were plated out onto YPD agar every hour. The agar plates were incubated at the permissive temperature of 23°C for four days. The number of colonies at each time point for each strain were then counted (CFU; colony forming units). The number of colonies formed in each strain from the sample taken immediately after release from α-factor (0 h) was set to 100%. The number of colonies formed in each strain from the samples taken at subsequent time points were expressed as a percentage of the 0 h time point. The graph shows the average CFU from three independent experiments. The error bars show ± one standard deviation for each time point.
Figure 4.5 The effect of multicopy GIS2 on chromosomal break formation in \textit{arg4::mec1-4} cells. Log phase cultures of the indicated strains, grown at 23°C in YPD, were arrested in G1 with \(\alpha\)-factor for two and a half hours at 23°C and a further one hour at 30°C. Cells were released into fresh YPD at 30°C and samples were taken for PFGE and FACS analysis five hours later. A) Diagram of chromosome III showing the positions of the six RSZs (grey boxes), the centromere (striped oval) and the efficient replication origins (white circles). The chromosomal fragments, detected by Southern blot analysis using the \textit{CHA1} probe, upon break formation in any one RSZ are also shown. B) DNA fragments from each strain were separated by pulsed-field gel electrophoresis and analysed by Southern blot using the \textit{CHA1} probe. C) The FACS profiles from the samples analysed in (B). Each FACS profile represents 50,000 counts. D) The chromosome III (\textit{CHA1}) signals from the wells, the full length chromosome and the break fragments were quantified for each strain using ImageJ software. The percentage of the total signal for each is shown in the table. E) A graphical representation of the data in (D), with the signal from each gel section expressed relative to wild type.
Smaller fragments of chromosome III (breaks) were visible in both the arg4::mec1-4 [YEp24] (CEY155) and arg4::mec1-4 [2µm-GIS2] (CEY163) strains (Figure 4.5B). The presence of chromosomal breaks correlated with an accumulation of cells with an intermediate DNA content for both of these strains (Figure 4.5C). As seen previously (Figure 4.3), the fraction of cells with an intermediate DNA content was lower for the arg4::mec1-4 [2µm-GIS2] (CEY163) strain than for the arg4::mec1-4 [YEp24] (CEY155) (Figure 4.5C). This also correlated with a lower percentage of chromosomal breaks and a higher percentage of full-length chromosome III in the arg4::mec1-4 [2µm-GIS2] (CEY163) strain than in the arg4::mec1-4 [YEp24] (CEY155) (Figure 4.5D and 4.5E). Again these observations are consistent with the fact that multicopy GIS2 only confers partial suppression of the lethality of temperature sensitive mec1 strains (Figure 4.1).

4.2.5 The effect of multicopy GIS2 on the sensitivity of mec1 mutants to genotoxic stress

The MECl-dependent checkpoint response is essential for viability under conditions of DNA damage and replication stress (Sections 1.3 and 1.4). The mec1-4 and mec1-40 alleles are sensitive to genotoxic stress at the permissive temperature of 23°C. The level of sensitivity of the mec1-4 and mec1-40 alleles to genotoxic stress correlates with their restrictive temperature (data not shown). So, the arg4::mec1-4 strain that has the lowest restrictive temperature is the most sensitive to genotoxic stress. The essential function and the checkpoint function of MECl are genetically separable. So, increasing dNTP levels rescues the inviability of mec1A but does not restore checkpoint function (Desany et al., 1998; Zhao et al., 1998). GIS2 could be acting in a similar way and restoring viability by bypassing the essential requirement for MECl, but without affecting checkpoint function. Alternatively, GIS2 could be improving Mec1 function, for example by increasing the expression of arg4::mec1-4. In the latter scenario it is expected that both the essential growth function and the DNA damage or replication stress response would be improved. Therefore, the effect of multicopy GIS2 on the ability of the arg4::mec1-4 strain to grow in the presence of genotoxic stress was tested (Figure 4.6). The arg4::mec1-4 strain (RCY415), a mec1A smllA strain (RCY308) and wild type control strains (RCY483 and CEY461)
were transformed with the YEp24 control plasmid, a multicopy MECl plasmid (pCLE5), a multicopy GIS2 plasmid (pCLE8) or a multicopy RNR1 plasmid (pCLE11). The resulting strains were grown overnight in SD-URA media at 23°C or 30°C as described in the figure legend (Figure 4.6). The following morning each culture was diluted to an OD_600 of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar supplemented with HU or MMS at the indicated concentrations (Figure 4.6). Agar plates with the arg4::mec1-4 strains were incubated at 23°C for three days and agar plates with the meclΔ smllΔ strains were incubated at 30°C for two days (Figure 4.6).

At the permissive temperature of 23°C the arg4::mec1-4 strain was more resistant to HU and MMS than the meclΔ smllΔ strain (compare the growth of CEY155 in Figure 4.6A and CEY542 in Figure 4.6B on 1 mM HU and on 0.002% MMS). However, as expected the arg4::mec1-4 strain (CEY155) was more sensitive to HU and MMS than the arg4::MECl strain (CEY157). Increasing dNTP levels can improve resistance to DNA damage in checkpoint proficient strains (Chabes et al., 2003a). Multicopy expression of RNR1 in the arg4::mec1-4 strain improved growth slightly in the presence of 0.002% MMS, but not at higher MMS concentrations (Figure 4.6A; compare CEY482 and CEY155). No equivalent effect of multicopy RNR1 was seen on the growth of the arg4::mec1-4 strain in the presence of HU, probably because HU is an inhibitor of RNR. Multicopy RNR1 had no effect on the growth of the meclΔ smllΔ strain in the presence of genotoxic stress at the concentrations tested (Figure 4.6B; compare CEY547 and CEY542). This is probably because checkpoint function is completely lost in the meclΔ strain, whereas the arg4::mec1-4 strain retains some residual checkpoint function at 23°C. The expression of multicopy GIS2 had no effect on the growth of either the arg4::mec1-4 or meclΔ smllΔ strains in the presence of MMS, but did appear to improve growth of the arg4::mec1-4 strain in the presence of HU (Figure 4.6A compare CEY163 with CEY155; Figure 4.6B compare CEY545 with CEY542). However, this effect of multicopy GIS2 in improving the ability of the arg4::mec1-4 strain to grow in the presence of HU was not seen in the other experimental repeat. Therefore it remains unclear what the precise effect of multicopy GIS2 is on the ability of the arg4::mec1-4 strain to grow in the presence of genotoxic stress.
Figure 4.6 Multicopy GIS2 does not rescue the sensitivity of mecl mutants to genotoxic stress. A) The indicated strains were grown at overnight at 23°C in SD-URA. The following morning each culture was diluted to an OD<sub>600</sub> of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. Agar plates were incubated at 23°C for three days. B) The indicated strains were grown overnight at 30°C in SD-URA. The following morning each culture was diluted to an OD<sub>600</sub> of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. Agar plates were incubated at 30°C for two days. In (A) and (B) the indicated concentration of HU or MMS was added to the SD-URA agar. The plasmids used were YEp24 (empty vector), pCLE5 (2µm-MEC1), pCLE8 (2µm-GIS2) and pCLE11 (2µm-RNR1).
4.3 Discussion

4.3.1 GIS2 is a weak multicopy suppressor of the lethality of temperature sensitive mecl alleles

The data presented in this chapter confirmed that multicopy GIS2 is a suppressor of the lethality of the temperature sensitive mecl alleles. However, the level of suppression conferred by multicopy GIS2, as assessed by growth on agar plates (Figure 4.1), the timely completion of bulk DNA replication in a synchronous S-phase (Figure 4.3), and the maintenance of viability during growth at 30°C (Figure 4.5), is relatively weak. The fact that no GIS2-dependent suppression of meclA or mecl-kd was detected (Figure 4.2) suggests that some hypomorphic Mec1 activity is required for the observed suppression of the lethality of the temperature sensitive mecl alleles. Therefore, to suppress mecl-4 or mecl-40 temperature sensitivity the effect of multicopy GIS2 is expected to, somehow, add to residual Mec1-4 or Mec1-40 function. This idea is outlined in the model in Figure 4.7.

In this model, as the temperature is increased the Mec1-4 or Mec1-40 protein would retain some functionality, despite its activity falling below the threshold for viability (Figure 4.7). The idea that the Mec1-4 and Mec1-40 proteins retain some residual activity at the restrictive temperature is supported by previous observations in our lab where mecl-4 and mecl-40 alleles show different genetic interactions to meclA alleles (unpublished data). This model also assumes that there is natural variation in the amount of residual activity of the Mec1-4 and Mec1-40 proteins at the restrictive temperature. So, if the survival advantage conferred by multicopy GIS2 is marginal, only those mecl-4 [2μm-GIS2] or mecl-40 [2μm-GIS2] cells that naturally have higher residual Mec1-4 or Mec1-40 protein activity will be able to proliferate. On the other hand in those mecl-4 [2μm-GIS2] or mecl-40 [2μm-GIS2] cells with lower residual Mec1-4 or Mec1-40 activity the effect of multicopy GIS2 would not be sufficient to restore viability. It is this second group of cells that would, presumably, account for the accumulation of cells in S-phase and the chromosomal fragmentation seen in the arg4::mecl-4 [2μm-GIS2] strain (Figures 4.3 and 4.5).
Figure 4.7 A model to illustrate the weak suppression of the lethality of temperature sensitive mec1 alleles by multicopy G1S2. A MEC1 wild type strain has 100% activity and is therefore fully proficient in both its essential role and its checkpoint function. The temperature sensitive mec1 allele (mec1-ts) at its permissive temperature (perm.T) is viable, but has a reduced level of activity compared with the wild type allele. As the temperature is increased, in temperature sensitive mec1 alleles the level of Mec1 activity falls below the viability threshold (black bar, non-perm.T). There will be natural variation in the level of activity of the temperature sensitive Mec1 protein within a population (shown here by the sloping end on the bar). The proposed contribution of multicopy G1S2 (pG1S2), on top of the residual activity of the temperature sensitive Mec1 protein, is shown (grey bar).
4.3.2 What is the underlying mechanism of suppression?

Several scenarios whereby the effect of multicopy GIS2 expression could add to the residual function of the temperature sensitive Mec1 protein to restore viability can be imagined. For example, increased GIS2 expression could lead to increased transcription of the temperature sensitive mecl gene or increased translation of the temperature sensitive mecl mRNA. Increased expression of the temperature sensitive mecl gene is expected to improve both the viability and the checkpoint function of that strain: the mecl-4 strain has both a higher restrictive temperature and increased resistance to genotoxic stress compared with the arg4::mecl-4 strain (Figure 4.1 and data not shown). It is presumed that a change in expression levels accounts for the phenotypic differences in these two strains that both express the same mecl-4 allele. However, whereas multicopy GIS2 improved the viability of the arg4::mecl-4 strain (Figure 4.1) its effect on the resistance to genotoxic stress remains uncertain (Figure 4.6). This point could be clarified by conducting further experimental repeats and using a wider range of genotoxic stress conditions. Therefore, it is possible that multicopy GIS2 could suppresses the lethality of the temperature sensitive mecl strains by increasing mecl expression and consequently restoring some Mec1 function.

Another possibility is that multicopy GIS2 could somehow promote the association of Mec1 kinase substrates with the hypomorphic temperature sensitive Mec1 protein. The role of MEC1 in promoting the cell cycle-dependent fluctuation in Sml1 protein levels is presumed to be its essential function. This fluctuation in Sml1 protein levels, although completely dependent on MEC1, is only partially dependent on RAD53 and DUN1 (Zhao et al., 2001; Zhao & Rothstein, 2002). The Mec1-Rad53-Dun1 signalling cascade is important for both the essential and the checkpoint function of MEC1. Thus, if the molecular effect of increased GIS2 expression were to promote increased association of Rad53 with the hypomorphic temperature sensitive Mec1 protein, then an increase in the ability of the temperature sensitive mecl [2μm-GIS2] strain to respond to all types of genotoxic stress would be expected. However, as described above, this was not seen. Therefore an increase in the association of known Mec1 kinase substrates, such as Rad53, with the hypomorphic temperature sensitive Mec1 protein is unlikely to account for the observed suppression. But, an increase in
the association of, as yet uncharacterised, Mec1 kinase substrates with the hypomorph temperature sensitive Mec1 protein could. For example, components of the replisome could be targets of the Mec1 kinase during normal DNA replication, which might help promote replication fork stability.

Lastly, multicopy GIS2 could cause molecular changes in the cell that bypass the essential requirement for Mec1 function. This is the mechanism of suppression by which increasing dNTP levels, for example deleting SML1 or over-expressing RNR1, can restore viability in a mec1Δ strain. The effect on the viability of mec1-4 and mec1-40 alleles of either deleting SML1 or over-expressing RNR1 is much greater than that of multicopy GIS2. So, whereas multicopy GIS2 only causes a slight increase in the restrictive temperature of temperature sensitive mec1 strains (Figure 4.1), growth is restored to wild type levels in temperature sensitive mec1 smltΔ or mec1 [pRNR1] strains at 37°C (data not shown). Therefore, multicopy GIS2 could work by a similar mechanism and suppresses the lethality of temperature sensitive mec1 strains by somehow increasing dNTP levels. However, to explain the weak level of suppression, the magnitude of this proposed dNTP level increase must be relatively modest.

A modest GIS2-dependent increase in dNTP levels could explain the observed effects of multicopy GIS2 on the phenotype of temperature sensitive mec1 cells. FACS analysis of arg4::mec1-4 cells undergoing synchronous DNA replication at the restrictive temperature showed that a significant fraction of these cells accumulated with an intermediate DNA content, between 1C and 2C, after the first cell cycle (Figure 4.3). Expression of multicopy GIS2 reduced the fraction of these cells that had an intermediate DNA content (Figure 4.3). This suggests that increasing GIS2 expression helps the arg4::mec1-4 cells to complete DNA replication. Increasing GIS2 expression also reduced the formation of breaks in RSZs on chromosome III in arg4::mec1-4 cells (Figure 4.5). Currently it is not known why chromosomal breaks form in RSZs in mec1-4 and mec1-40 cells. However break formation is suppressed by deleting SML1 (Cha & Kleckner, 2002), suggesting that an insufficient level of dNTPs is a contributory factor. It is reasonable to propose that the increased fraction of cells in the arg4::mec1-4 [2μm-GIS2] strain that complete
replication corresponds to the decreased fraction of cells in the \textit{arg4::mec1-4 [2\mu m-GIS2]} strain that form chromosomal breaks. It is also reasonable to propose that this fraction of cells represents those that can form colonies when assessing growth on agar plates. However it should be noted that the precise causal relationship between prolonged replication fork stalling, chromosomal break formation and cell viability is not fully understood.

Overall a \textit{GIS2}-dependent, modest increase in dNTP levels is a reasonable explanation to account for the data presented in this Chapter. However, it is also possible that multicopy \textit{GIS2} could suppress the lethality of temperature sensitive \textit{mec1} strains by a different mechanism. In an attempt to learn more about the essential function of \textit{MEC1} I aimed to elucidate the molecular mechanism of \textit{GIS2}-dependent suppression of the lethality of temperature sensitive \textit{mec1} strains. Initially, I investigated the effect of multicopy \textit{GIS2} on known mechanisms of suppressing \textit{mec1A} lethality. Then I looked at the role of \textit{GIS2} itself. Finally I examined the effects of other conditions that were linked to \textit{GIS2} function on the viability of temperature sensitive \textit{mec1} strains. The results of these investigations are presented in the following Chapters.
Chapter 5

The effect of multicopy GIS2 on the regulation of dNTP synthesis

5.1 Introduction

Most known suppressors of the lethality of mec1Δ have been linked to either an increase in dNTP synthesis or a reduction in the rate of dNTP consumption (Table 5.1). As there is no other known mechanism for restoring viability in a mec1Δ strain, it is reasonable to suggest that increasing GIS2 expression, somehow, causes a modest increase in dNTP levels to partially suppress the lethality of temperature sensitive mec1 strains. This idea was investigated further by assessing the effects of multicopy GIS2 expression on the key mechanisms known to be involved in regulating dNTP availability.

Table 5.1  Known mechanisms of suppression of mec1Δ lethality

<table>
<thead>
<tr>
<th>Suppressor</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>sml1Δ</td>
<td>Sml1 inhibits RNR enzymatic activity.</td>
<td>(Zhao et al., 1998)</td>
</tr>
<tr>
<td>RNR1</td>
<td>RNR1 encodes a large subunit of RNR.</td>
<td>(Desany et al., 1998)</td>
</tr>
<tr>
<td>RNR3</td>
<td>RNR3 encodes a large subunit of RNR, which is expressed under DNA damage conditions.</td>
<td>(Desany et al., 1998)</td>
</tr>
<tr>
<td>RAD53</td>
<td>Rad53 is a kinase that functions downstream of Mec1.</td>
<td>(Sanchez et al., 1996)</td>
</tr>
<tr>
<td>TEL1</td>
<td>Tel1 is a kinase that shows partial functionally redundancy with Mec1.</td>
<td>(Morrow et al., 1995)</td>
</tr>
<tr>
<td>DUN1</td>
<td>Dun1 is a kinase that functions downstream of Mec1.</td>
<td>(Sanchez et al., 1996)</td>
</tr>
<tr>
<td>crt1Δ</td>
<td>Crt1 is a transcriptional inhibitor of the RNR2,3,4 genes.</td>
<td>(Huang et al., 1998)</td>
</tr>
<tr>
<td>dbf4-1/cdc7-1</td>
<td>Mutant alleles of DBF4 or CDC7 prevent the Dbf4/Cdc7 kinase activating replication origin firing at the restrictive temperature. The cell therefore consumes dNTPs more slowly.</td>
<td>(Desany et al., 1998)</td>
</tr>
<tr>
<td>cln1Δ cln2Δ</td>
<td>Deletion of CLN1 and CLN2 delay the G1/S transition and therefore prolong the period of RNR1 gene transcription before the onset of DNA replication.</td>
<td>(Vallen &amp; Cross, 1999)</td>
</tr>
</tbody>
</table>
### Chapter 5 Results

<table>
<thead>
<tr>
<th>Suppressor</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>yku70Δ/ yku80Δ</td>
<td>YKU70/80 are part of the NHEJ machinery. These deletions lead to an increase in <em>TEL1</em> mRNA and a reduction in Sm11 protein levels.</td>
<td>(Corda <em>et al.</em>, 2005)</td>
</tr>
<tr>
<td>hug1Δ</td>
<td>Mechanism unknown. Function unknown. <em>HUG1</em> transcription is upregulated in response to DNA damage.</td>
<td>(Basrai <em>et al.</em>, 1999)</td>
</tr>
<tr>
<td>WTM2</td>
<td>Wtm2 is a WD40 repeat protein. Over-expression of <em>WTM2</em> leads to cytoplasmic relocation of the small RNR subunits.</td>
<td>(Lee &amp; Elledge, 2006)</td>
</tr>
<tr>
<td>nrm1Δ</td>
<td>Nrm1 is a transcriptional repressor that represses MBF. MBF regulates <em>RNRI</em> transcription at G1/S</td>
<td>(de Bruin <em>et al.</em>, 2006)</td>
</tr>
<tr>
<td>ptc2Δ</td>
<td>Ptc2 is a phosphatase that negatively regulates the DNA damage checkpoint.</td>
<td>(Marsolier <em>et al.</em>, 2000)</td>
</tr>
<tr>
<td>chd1Δ</td>
<td>Mechanism unknown. Chd1 is an ATP-dependent chromatin remodeler that negatively regulates DNA replication.</td>
<td>(Biswas <em>et al.</em>, 2008)</td>
</tr>
</tbody>
</table>

### 5.2 Results

#### 5.2.1 The effect of multicopy *GIS2* on Sm11 protein levels

Cells lacking *MEC1* function lose the ability to degrade the Sm11 protein at the onset of DNA replication (Zhao *et al.*, 2001). It is generally believed that it is this inability to degrade Sm11 that causes cell death, due to insufficient dNTPs being available for DNA replication. Therefore, the possibility that multicopy expression of *GIS2* might, somehow, decrease Sm11 protein levels was tested. The Sm11 protein levels were assessed in both log phase and α-factor arrested cells. Cells arrested in G1 with α-factor were used so that any differences observed could be attributed to the effects of multicopy *GIS2*, and not to variations in the cell cycle fluctuation of Sm11 protein levels.

Strains expressing *SML1* with an N-terminal 3MYC tag (Section 2.10.4) and the *arg4::mec1-4* or *arg4::MEC1* alleles with either the YEp24 control plasmid or the multicopy *GIS2* plasmid were constructed. These strains were grown overnight to mid-log phase at 23°C in YPD. Half of each culture was shifted to 30°C for four hours to assess Sm11 protein levels in a log phase culture with the Mec1-4 protein inactivated. The other half was arrested in G1 with α-factor for two and a half hours at 23°C and for a further one hour at 30°C to assess Sm11 protein levels in a G1
culture with the Mec1-4 protein inactivated. Samples were then taken from these cultures for protein extraction and FACS analysis. Proteins were separated on a 15% polyacrylamide gel by SDS-PAGE and analysed by Western blot using an anti-MYC antibody. The signals from the 3MYC-Sml1 protein and the non-specific band were quantified from scanned images of the Western blot. The amount of 3MYC-Sml1 for each condition, relative to the non-specific band was calculated. The average values from 5 independent experiments are shown in Figure 5.1.

The FACS profiles of each culture showed that there was a difference between the different strain genotypes in the distribution of log phase cells at 30°C in different cell cycle phases (Figure 5.1A). Most notably, the arg4::mec1-4 [YEp24] strain had a greater proportion of cells with a 1C DNA content than the other genotypes and the arg4::mec1-4 [2μm-GIS2] strain a greater proportion of cells with an intermediate DNA content than the other genotypes. This therefore validated the decision to additionally assess the Sml1 protein levels in G1 arrested cells, to avoid the possibility that variations in Sml1 protein levels could be due to cells being in different in cell cycle phases.
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Interestingly, there was a general trend for the 3MYC-Sml1 protein levels to be slightly higher in strains expressing multicopy GIS2 compared with the corresponding congenic strains carrying the YEp24 control plasmid (Figures 5.1B and 5.1C). However, despite this general trend, none of these differences were statistically significant. In any case it is a decrease, rather than an increase, in Sml1 protein levels that could be the cause of suppression of the lethality of temperature sensitive mec1 strains. Therefore an absolute change in Sml1 protein levels is unlikely to account directly for the suppression of the lethality of temperature sensitive mec1 strains by multicopy GIS2.

5.2.2 The effect of multicopy GIS2 on cell cycle-dependent fluctuations in Sml1 protein levels

In a wild type strain Sml1 protein levels fluctuate in a cell cycle-dependent manner, being degraded at the G1/S transition and reappearing at the end of S-phase (Zhao et al., 2001). This fluctuation is dependent on MEC1, as Sml1 protein levels remain mostly constant in a mec1A strain rescued by a multicopy RNR1 plasmid (Zhao et al., 2001). Multicopy expression of GIS2 did not lead to a significant decrease in Sml1 protein levels in log phase or G1 cells (Figure 5.1). However it is possible that multicopy GIS2 could, somehow, alter the pattern of the cell cycle-dependent fluctuations in Sml1 protein levels. To test for this, the 3MYC-Sml1 protein levels were assessed by Western blot during a synchronous S-phase in strains expressing 3MYC-SML1 and the arg4::mec1-4 allele with the YEp24 control plasmid (CEY198) or the multicopy GIS2 plasmid (CEY202), and the congenic wild type arg4::MECl allele with the YEp24 control plasmid (CEY414).

Strains were grown overnight to mid-log phase in YPD at 23°C for the arg4::mec1-4 allele and at 30°C for the arg4::MEC1 strain. The following morning cells were arrested in G1 with α-factor, as described in the figure legends. Cells were then released into fresh YPD at the indicated temperature, and samples were taken every 10 minutes for protein extraction and FACS analysis. Proteins were separated on 15% polyacrylamide gels by SDS-PAGE and analysed by Western blot using an anti-MYC antibody. The signals from the 3MYC-Sml1 protein and the non-specific band were quantified from scanned images of the Western blots using ImageJ software.
The graphs show the levels of 3MYC-Sml1 in the Western blots, normalised to the non-specific band, and expressed relative to the α-factor sample which was set to 1.00.

As expected, the wild type *arg4::MEC1 3MYC-SML1* [YEp24] control strain (CEY414) showed a decrease in Sml1 protein levels as cells entered S-phase (Figure 5.2A). This decrease was not as large as that observed for the *MEC1 3MYC-SML1* strain (CEY96), which was probably due to differences in how synchronously the cells entered S-phase (compare the 20 minute time point in the FACS profiles in Figure 2.3B and Figure 5.2A). The *arg4::mecl-4 3MYC-SML1* [YEp24] strain (CEY198) also showed a decrease in Sml1 protein levels as cells entered S-phase at the permissive temperature of 23°C (Figure 5.2B). The magnitude of this decrease was similar to that seen for the *arg4::MEC1* strain in Figure 5.2A, although the timing was different, probably due to the fact that DNA replication is slower at 23°C than at 30°C. Therefore at the permissive temperature, when cells are viable, the *arg4::mecl-4* strain can downregulate Sml1 protein levels as expected.

The 3MYC-Sml1 protein levels were assessed during a synchronous S-phase in two independent experiments for strains *arg4::mecl-4 3MYC-SML1* [YEp24] strain (CEY198) and *arg4::mecl-4 3MYC-SML1* [2μm-GIS2] strain (CEY202) (Figures 5.3 and 5.4). The *arg4::mecl-4 3MYC-SML1* [YEp24] strain did not show a decrease in Sml1 protein levels as cells entered S-phase at the restrictive temperature of 30°C (Figure 5.3). Quantification of the 3MYC-Sml1 protein levels in both Western blots showed that by one hour after release from α-factor, the level of 3MYC-Sml1 had doubled (Figure 5.3). So, in cells undergoing DNA replication in the absence of Mec1 function, there was an accumulation of Sml1. However, the extent of Sml1 accumulation at later time points was different between the two repeats. The reasons for this are not clear.

In Figure 5.3A, as expected, the absence of a decrease in Sml1 after release from α-factor correlated with the accumulation of cells with an intermediate (between 1C and 2C) DNA content shown in the FACS profiles. In Figure 5.3B, however, the absence of a decrease in Sml1 after release from α-factor did not correlate with an accumulation of cells with an intermediate DNA content. The difference between the
FACS profiles in Figures 5.3A and 5.3B can be accounted for by day-to-day variation in the behaviour of the \textit{arg4::mec1-4} strain. In the majority of cases, \textit{arg4::mec1-4} cells with an intermediate DNA content accumulate in the first cell cycle after synchronous release from \textit{\alpha}-factor. However, occasionally these cells do complete successfully this first S-phase. In other \textit{mec1} strains, \textit{mec1-4} and \textit{arg4::mec1-40}, cells do not reproducibly accumulate in S-phase in the first cell cycle after synchronous release from \textit{\alpha}-factor.

The absence of a decrease in Sml1 in both cases is consistent with the Mec1-4 protein having been inactivated by the temperature shift to 30°C. More significantly however, in Figure 5.3B the cells appear to successfully complete S-phase without degrading Sml1. This could be because these cells have sufficient remaining dNTP levels from their period of log phase growth before the \textit{\alpha}-factor arrest. Alternatively, this observation could suggest that there is residual activity of the Mec1-4 protein at 30°C that helps the cells progress through DNA replication, but without increasing dNTP levels.

In contrast, the \textit{arg4::mec1-4 3MYC-SML1 [2\textmu m-GIS2]} strain (CEY202), did not show the same accumulation of 3MYC-Sml1 after release from \textit{\alpha}-factor as the \textit{arg4::mec1-4 3MYC-SML1 [YEp24]} strain (compare the graphs in Figures 5.3 and 5.4). Instead, the \textit{arg4::mec1-4 3MYC-SML1 [2\textmu m-GIS2]} strain (CEY202) showed a slight decrease in Sml1 protein levels as cells entered S-phase (Figure 5.4). However, the magnitude of this decrease was less than that seen in wild type cells: at maximum a 35% drop in strain CEY202 compared with almost a 50% drop in strain CEY414 (compare the graphs in Figure 5.3A and Figure 5.4B). This difference is more significant if compared with the 3MYC-Sml1 fluctuations in the wild type strain shown in Figure 2.3, where the 3MYC-Sml1 protein levels drop to almost nothing. This strain (CEY96), shown in Figure 2.3, entered S-phase more synchronously than the wild type strain (CEY414) shown in Figure 5.3A, making this a better estimate of the magnitude of the cell cycle-dependent fluctuations in Sml1 protein levels in a wild type cell.
**A**

arg4::MEC1 [YEp24] (CEY414) 30°C

![Graph showing protein levels during cell cycle progression in CEY414 at 30°C](image)

**B**

arg4::mec1-4 [YEp24] (CEY198) 23°C

![Graph showing protein levels during cell cycle progression in CEY198 at 23°C](image)
**A**

*arg4::mec1-4 [YEp24] (CEY198) 30°C*

No Tag

<table>
<thead>
<tr>
<th>min after αF release</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>110</th>
<th>120</th>
</tr>
</thead>
</table>

α-MYC

3MYC-Sml1

Smi1 protein levels during cell cycle progression in CEY198 at 30°C

Minutes after αF release

**B**

*arg4::mec1-4 [YEp24] (CEY198) 30°C*

No Tag

<table>
<thead>
<tr>
<th>min after αF release</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>110</th>
<th>120</th>
</tr>
</thead>
</table>

α-MYC

3MYC-Sml1

Smi1 protein levels during cell cycle progression in CEY198 at 30°C

Minutes after αF release
A

arg4::mec1-4 [2μm-G/S2] (CEY202) 30°C

min after αF release

* 3MYC-Sml1

α-MYC

Sm1 protein levels during cell cycle progression in CEY202 at 30°C

B

arg4::mec1-4 [2μm-G/S2] (CEY202) 30°C

min after αF release

* 3MYC-Sml1

α-MYC

Sm1 protein levels during cell cycle progression in CEY202 at 30°C
Also, the level of synchrony with which cells entered S-phase in the \textit{arg4::mec1-4 3MYC-SML1 [2\mu m-GIS2]} strain in Figures 5.4A and 5.4B was similar to that of the wild type cells in Figure 2.3, making this a fair comparison.

So, the pattern of the cell cycle-dependent fluctuations in Smll in \textit{arg4::mec1-4} cells expressing multicopy \textit{GIS2} was different to that seen in \textit{arg4::mec1-4} cells without multicopy \textit{GIS2}. Multicopy \textit{GIS2} could partially restore Mec1-4 protein function, which would explain the observed pattern of Smll protein levels in Figure 5.4. Alternatively, multicopy \textit{GIS2} could, somehow, cause the slight observed fluctuation in Smll protein levels seen in the \textit{arg4::mec1-4 3MYC-SML1 [2\mu m-GIS2]} strain in a \textit{MEC1}-independent manner.

\subsection{5.2.3 The requirement of \textit{TEL1} for the suppression of \textit{arg4::mec1-4} lethality by multicopy \textit{GIS2}}

One way in which multicopy \textit{GIS2} might influence Smll protein levels in a \textit{MEC1}-independent manner is by increasing Tell activity. \textit{MEC1} and \textit{TEL1} perform partially redundant roles in the response to genotoxic stress. So, over-expression of \textit{TEL1} can rescue the lethality and partially rescue the DNA damage sensitivity of deletion of \textit{MEC1} (Morrow \textit{et al.}, 1995). To test this possibility, the genetic dependence of the suppression of \textit{arg4::mec1-4} lethality by multicopy \textit{GIS2} on \textit{TEL1} was assessed. Strains expressing the \textit{arg4::mec1-4} or \textit{arg4::MEC1} alleles, in a \textit{TEL1} or \textit{tell A} genetic background, and with either the YEp24 control plasmid, the multicopy \textit{GIS2} plasmid, or the multicopy \textit{RNR1} plasmid were constructed. These strains were grown at overnight at 23°C in SD-URA, diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. Agar plates were incubated at the indicated temperatures for two days (Figure 5.5).
Figure 5.5 The requirement of TEL1 for the suppression of arg4::mec1-4 lethality by multicopy GIS2. The indicated strains were grown overnight at 23°C in SD-URA. The following morning each culture was diluted to OD600 of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. Agar plates were incubated at the indicated temperature for two days. The plasmids used were YEp24 (empty vector), pCLE8 (2μm-GIS2) and pCLE11 (2μm-RNR1).
Multicopy GIS2 improved the viability of the arg4::mec1-4 TEL1 strain at 30°C as expected (Figure 5.5; compare CEY371 and CEY373). However, multicopy GIS2 had less of an effect on the viability of the arg4::mec1-4 tellΔ strain (Figure 5.5; compare CEY373 and CEY379). Multicopy RNRI restored growth to wild type levels in the arg4::mec1-4 strain, irrespective of the presence of TEL1 (Figure 5.5; compare CEY371 with CEY374, and CEY377 with CEY380). Therefore, the partial suppression of arg4::mec1-4 lethality by multicopy GIS2 is weaker in the absence of TEL1. One explanation for this observation is that the effect of multicopy GIS2 on arg4::mec1-4 requires the activity of the Tel1 protein. Alternatively, it could be that the effect of multicopy GIS2 is too weak to overcome the loss of both Mec1 and Tel1 function. A mec1Δ tel1Δ smllΔ strain is more sensitive to genotoxic stress than a mec1Δ TEL1 smllΔ strain (Morrow et al., 1995). The hypomorphic mec1 mutant, mec1-21, also shows a greater decrease in telomere length when combined with tel1Δ than either mec1-21 or tel1Δ strains do alone (Ritchie et al., 1999). Investigation of the effect of multicopy GIS2 on the expected downstream effects of TEL1 activation should help distinguish between these two possibilities.

5.2.4 The effect of multicopy GIS2 on Rad53 activation

Rad53 is a kinase that functions directly downstream of Mec1 and Tel1 (Section 1.3.3). DNA damage induces both Rad53 phosphorylation by Mec/Tel1 and Rad53 autophosphorylation, so the active form exhibits a mobility shift detectable by SDS-PAGE (Pellicioli et al., 1999; Sun et al., 1996). Over-expression of TEL1 bypasses the essential requirement for MEC1 and causes activation of Rad53 even in the absence of DNA damage (Clerici et al., 2001). Over-expression of RAD53 itself can also suppress the lethality of mec1Δ (Sanchez et al., 1996). If multicopy GIS2 suppresses the lethality of arg4::mec1-4 by activating Tel1 then the downstream effects of Tel1 activation, such as Rad53 phosphorylation, should be seen. Therefore, the effect of multicopy GIS2 on the status of Rad53 phosphorylation was assessed.
Figure 5.6 Multicopy GIS2 does not lead to detectable Rad53 activation. Log phase cultures of strains CEY155 (arg4::mec1-4 [YEp24]) and CEY163 (arg4::mec1-4 [2μm-GIS2]), grown at 23°C in YPD, were arrested in G1 with α-factor for two and a half hours at 23°C and a further one hour at 30°C. Cells were released into fresh YPD at 30°C and samples were taken for protein extraction and FACS analysis at the indicated time points. Protein extracts were also made from control samples from log phase cultures of strain CEY157 (arg4::MECl [YEp24]), treated with 0.03% MMS or 50 mM HU for three hours at 30°C. A) Proteins were separated on a 8% polyacrilamide gel and analysed by Western blot using an anti-Rad53 antibody. * denotes two non-specific bands. The band corresponding to the Rad53 protein and the slower migrating bands corresponding to the phosphorylated Rad53 protein (P-Rad53) are indicated. B) The FACS profiles corresponding to the protein extracts from CEY155 and CEY163 analysed in (A). Each FACS profile represents 50,000 counts.
Strains expressing the arg4::mecl-4 allele with either the YEp24 control plasmid (CEY155) or the multicopy GIS2 plasmid (CEY163) were grown overnight to mid-log phase at 23°C in YPD. Cells were then arrested in G1 with α-factor for two and a half hours at 23°C and a further one hour at 30°C. Cells were released into fresh YPD at 30°C and samples were taken for protein extraction and FACS analysis at the indicated time points (Figure 5.6). Control samples were also made from log phase cultures of strain CEY157 (arg4::MECl [YEp24]), treated with 0.03% MMS or 50 mM HU as indicated.

Although a significant Rad53 mobility shift was seen in the damage treated controls (CEY157), no Rad53 mobility shift was seen in the arg4::mecl-4 [YEp24] (CEY155) or the arg4::mecl-4 [2μm-GIS2] (CEY163) strains in either G1 (αF lanes) or S-phase (30m, 90m lanes) (Figure 5.6A). The FACS profiles confirmed that the protein extracts analysed in Figure 5.6A were made from cells that were in either G1 or S-phase (Figure 5.6B). Therefore, the suppression of arg4::mecl-4 by multicopy GIS2 is unlikely to be via TEL1-dependent Rad53 activation.

5.2.5 The requirement of DUN1 for the suppression of mecl-4 lethality by multicopy GIS2

It is possible that GIS2-dependent activation of Tel1 could influence Sml1 protein levels, but without inducing detectable Rad53 activation. Sml1 degradation is dependent on a kinase cascade, normally initiated by Mec1: Mec1 activates Rad53, which in turn activates Dun1, and Dun1 phosphorylates Sml1 (Uchiki et al., 2004; Zhao & Rothstein, 2002). The phosphorylated form of Sml1 is then targeted for degradation. If GIS2-dependent suppression of the lethality of the temperature sensitivity of mecl strains depends on a reduction of Sml1 protein levels through its normal regulatory pathways then the suppression should be genetically dependent on DUN1. To test for this a mecl-4 dun1Δ double mutant needed to be constructed. Deletion of DUN1 shows synthetic growth defects with hypomorphic mecl mutants (Zhao & Rothstein, 2002), and Mec1 function is compromised in mecl-4 and mecl-40 strains even at the permissive temperature (Figure 4.6). Therefore, it was not clear whether the arg4::mecl-4 dun1Δ double mutant would be viable. To ensure this could be accurately assessed, the double mutant was constructed using the mecl-4
allele in the endogenous locus. This allele does not carry the mec1Δ mutation and so, assuming no synthetic lethality, dissection of tetrads from the MEC1/mec1-4 dun1Δ/DUN1 heterozygous diploid should give four viable spores at 23°C. Indeed, this is what was observed (data not shown) indicating that the mec1-4 dun1Δ strain was viable at 23°C.

To assess the genetic dependence of the suppression of mec1-4 lethality by multicopy GIS2 on DUN1, strains expressing MEC1 or mec1-4, in a DUN1 or dun1Δ genetic background, and with either the YEp24 control plasmid or the multicopy GIS2 plasmid were constructed. These strains were grown overnight at 23°C in SD-URA, diluted to an OD600 of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. Agar plates were incubated at the indicated temperatures for two days (Figure 5.7). Although the mec1-4 dun1Δ double mutant was viable at 23°C it had a lower restrictive temperature compared with the mec1-4 single mutant (Figure 5.7; compare CEY689 and CEY693). The presence of the multicopy GIS2 plasmid partially suppressed the lethality of mec1-4 DUN1 at 34°C as expected (Figure 5.7; compare CEY691 and CEY689). The presence of the multicopy GIS2 plasmid also suppressed the lethality of mec1-4 dun1Δ, but only at 30°C and not at 34°C (Figure 5.7; compare CEY695 and CEY693). Given the weak suppression of the lethality of temperature sensitive mec1 strains conferred by multicopy GIS2 and the effect of dun1Δ in lowering the restrictive temperature of mec1-4, these data show that suppression of mec1-4 lethality by multicopy GIS2 does not depend on DUN1.
Figure 5.7 The requirement of DUN1 for the suppression of arg4::mec1-4 lethality by multicity GIS2. The indicated strains were grown overnight at 23°C in SD-URA. The following morning each culture was diluted to OD_{600} of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. Agar plates were incubated at the indicated temperature for two days. The plasmids used were YEp24 (empty vector) and pCLE8 (2μm-GIS2).
5.2.6 The effect of multicopy GIS2 on Rnr1 protein levels

Increased RNRI expression is a well-known mechanism of suppressing mec1Δ lethality (Desany et al., 1998). Therefore, multicopy expression of GIS2 could suppress the lethality of temperature sensitive mec1 strains by somehow increasing Rnr1 protein levels. Additionally, the Sm11 protein has a short half-life and is stabilised by binding to Rnr1 (Zhao et al., 2001). Therefore the observation that cells expressing multicopy GIS2 tended to have higher Sm11 proteins levels could be indicative of increased levels of the large RNR subunit (Rnr1 or Rnr3).

The HA-Rnr1 protein levels were assessed just in log phase cells, as there is no detectable variation in Rnr1 protein levels during the cell cycle (L. Johnston, personal communication). To do this, strains expressing RNR1 with an N-terminal HA tag (Section 2.10.3) and the arg4::mec1-4 or arg4::MEC1 alleles, with either the YEp24 control plasmid or the multicopy GIS2 plasmid were constructed. These strains were grown overnight to mid-log phase at 23°C in YPD. Each culture was shifted to 30°C for four hours to assess HA-Rnr1 protein levels in a log phase culture with the Mec1-4 protein inactivated. Samples were taken from these cultures for protein extraction and FACS analysis. Proteins were separated on a 10% polyacrylamide gel by SDS-PAGE and analysed by Western blot using an anti-HA antibody and an anti-tubulin antibody. The signals from the HA-Rnr1 protein and the tubulin protein were quantified from scanned images of the Western blots. The amount of HA-Rnr1, relative to that of tubulin, from four independent experiments was then calculated, and the average values are presented in Figure 5.8.
Figure 5.8 Multicopy GIS2 does not lead to an increase in Rnr1 protein levels. The indicated strains were grown overnight to mid-log phase at 23°C in YPD. Each culture was shifted to 30°C for four hours, before samples were taken for protein extraction and FACS analysis. A) The FACS profiles that correspond to the protein samples analysed in (B). Each FACS profile represents 50,000 counts. B) Proteins were separated on a 10% polyacrylamide gel and analysed by Western blot. The blot was probed sequentially using an anti-HA antibody and an anti-tubulin antibody. C) The signals from the HA-Rnr1 protein and the α-tubulin protein were quantified from scanned images of the Western blots. The graph shows the average levels of the HA-Rnr1 protein, normalised to the tubulin loading control and calculated from four independent experiments. The error bars show ± one standard error of the mean.
The FACS profiles of each culture showed that the \textit{arg4::mecl-4} strains (CEY226 and CEY230) had a greater proportion of cells with an intermediate DNA content than the \textit{arg4::MEC1} strains (CEY741 and CEY743) (Figure 5.2A). This is the expected effect of thermal inactivation of the Mec1-4 protein. The \textit{arg4::mecl-4} [2\mu-m-GIS2] strain (CEY230) had more pronounced 2C DNA content peak than the \textit{arg4::mecl-4} [YEp24] strain (CEY226), (Figure 5.8A). This again is the expected effect of multicopy GIS2 expression on the growth of \textit{arg4::mecl-4}, as multicopy expression of GIS2 was shown to improve progression through S-phase in \textit{arg4::mecl-4} strains (Chapter 4). There were no significant differences in the HA-Rnrl protein levels between cells expressing multicopy GIS2 and cells carrying the YEp24 control plasmid (Figures 5.8B and 5.8C). Therefore there was no detectable change in Rnrl protein levels that could account for a GIS2-induced increase in Sml1 protein levels or the suppression of lethality of temperature sensitive mecl strains by multicopy GIS2.

5.2.7 The effect of multicopy GIS2 on RNR3 expression

\textit{RNR3} encodes an alternative large subunit of the RNR enzyme that is expressed in a \textit{MEC1}-dependent manner under DNA damage conditions (Elledge & Davis, 1990). Expression of \textit{RNR3} under the control of a strong constitutive promoter (GAP promoter) can suppress the lethality of a \textit{mec1A} strain (Desany \textit{et al.}, 1998). Therefore, the possibility that multicopy expression of GIS2 might induce \textit{RNR3} expression was tested.

Strains expressing the \textit{arg4::mecl-4} or \textit{arg4::MEC1} alleles, with either the YEp24 control plasmid or the multicopy GIS2 plasmid were grown overnight at 23°C to mid-log phase in YPD. Half of each culture was shifted to 30°C for four hours to assess \textit{RNR3} mRNA levels in a mid-log phase culture with the Mec1-4 protein inactivated. As a control, the other half of each culture was shifted to 30°C for 1 hour to inactivate the temperature sensitive Mec1 protein, before 50 mM HU (a condition expected to induce \textit{RNR3} expression) was added for a further 3 hours. Samples were taken from these cultures for RNA extraction. RNA samples were separated on a 1.2% agarose gel and analysed by Northern blot. The blots were probed sequentially.
for \textit{RNR3} (2610 bases) and \textit{RPB4} (RNA polymerase II subunit loading control; 666 bases).

\textit{RNR3} expression is induced by HU treatment in both \textit{arg4::MECl} and \textit{arg4::mec1-4} strains (Figure 5.9A). Quantification of the \textit{RNR3} signal, normalised to the \textit{RPB4} signal, showed roughly a 3.5 fold induction of \textit{RNR3} mRNA in all four cultures. This increase is considerably less than expected, as a 100-fold induction in \textit{RNR3} expression has been shown previously upon treatment with the UV-mimetic 4-nitroquinoline (4-NQO) (Elledge & Davis, 1990).
Figure 5.9 Multicopy GIS2 does not lead to detectable expression of RNR3. The indicated strains were grown overnight to mid-log phase at 23°C in YPD. Half of each culture was shifted to 30°C for four hours. The other half was shifted to 30°C for one hour, and then 50 mM HU was added for a further three hours. Samples were taken from these cultures for RNA extraction. RNA samples were separated on 1.2% agarose gels and analysed by Northern blot. A) Northern blot of the RNA samples from the HU and YPD cultures. The same blot was probed sequentially for RNR3 (2610 bases), RNR2 (1200 bases) and RPB4 (RNA polymerase II subunit loading control; 666 bases). The fold induction of RNR3 and RNR2 expression in HU, after normalisation to the RPB4 loading control, for each strain is shown in the table. B) Northern blot with the RNA samples from just the YPD cultures to get a longer exposure of the RNR3 signal. The same blot was probed sequentially for RNR3 and RPB4.
This difference could be explained by the use of different DNA damage conditions, different strain backgrounds, the level of \textit{MECl} activity in the \textit{arg4::MECl} strain, or a combination of all these factors. Also puzzling is the fact that the level of HU-induced \textit{RNR3} expression was similar in both the \textit{arg4::MECl} strains (CEY157 and CEY165) and the \textit{arg4::mec1-4} strains (CEY155 and CEY163) (Figure 5.9A): \textit{RNR3} expression should be \textit{MECl}-dependent under these conditions.

The DNA-damage-induced expression of \textit{RNR2}, \textit{RNR3} and \textit{RNR4} occurs by the same mechanism in each case and depends on the \textit{MECl}-dependent removal of the \textit{CRT1} transcriptional repressor (Huang \textit{et al.}, 1998). Therefore, as an additional control, the HU-induced expression of \textit{RNR2} was tested. It has been shown previously that \textit{RNR2} expression is increased 18-fold upon 4-NQO treatment (Elledge & Davis, 1987). Under the experimental conditions used here, \textit{RNR2} expression was induced approximately 3.5 fold for the \textit{arg4::MECl} strains and 2 fold for the \textit{arg4::mec1-4} strains (Figure 5.9A). The level of induction in the wild type \textit{MECl} background was comparable to that seen for \textit{RNR3}. In the \textit{arg4::mec1-4} background however the level of induction was lower, indicating that the transcriptional induction of the RNR subunits was impaired to some extent. The fact that there is still some HU-induced expression of the RNR subunits in the \textit{arg4::mec1-4} strains suggests there was some residual activity of the Mec1-4 protein at 30°C, as suggested previously (Section 4.3.1). Significantly though, no multicopy \textit{GIS2}-dependent \textit{RNR3} expression was seen (Figure 5.9B). This suggests that \textit{RNR3} expression is unlikely to be responsible either for the suppression of \textit{arg4::mec1-4} lethality by multicopy \textit{GIS2}, or the observed increase in Sml1 protein levels (Figure 5.1).

5.2.8 The effect of multicopy \textit{GIS2} on \textit{RNR1} expression

Another key mechanism known to be involved in regulating dNTP availability is the induction of \textit{RNR1} transcription at the G1/S transition (Section 1.5.2). Delaying the initiation of origin firing relative to \textit{RNR1} induction allows for a prolonged period of increased dNTP synthesis before DNA replication starts. For example, holding a \textit{dbf4-ts} mutant at the restrictive temperature after release from \textit{a}-factor allows \textit{RNR1} transcription but prevents origin firing. When replication is then allowed to proceed
in HU at the permissive temperature, cells that were held at the restrictive temperature show an extended period of DNA synthesis compared with those that progress directly from α-factor to HU (Koc et al., 2004). Such a period of increased dNTP synthesis before the onset of DNA replication has been shown to bypass the essential function of mec1Δ. So cln1Δ cln2Δ, which delays the transition into S-phase, can rescue the lethality of mec1Δ (Vallen & Cross, 1999). So, multicopy expression of GIS2 could alter the pattern, in either the level or the timing, of RNR1 induction at the G1/S transition. To test for this, the level and timing of RNR1 mRNA induction after synchronous release from α-factor was measured by Northern blot (Figure 5.10).

Strains expressing the arg4::mec1-4 or the arg4::MEC1 alleles, with either the YEp24 control plasmid or the multicopy GIS2 plasmid were grown overnight to mid-log phase at 23°C in YPD. The cells were arrested in G1 with α-factor for two and a half hours at 23°C and then for a further hour at 30°C. The cells were then released from α-factor into fresh YPD at 30°C, and samples were taken every 10 minutes for RNA extraction and FACS analysis. RNA samples were separated on a 1.2% agarose gel and analysed by Northern blot. The same blot was probed sequentially for ACT1 (actin loading control) and RNR1, and these signals were quantified using ImageJ software. The graph shows the level of RNR1 mRNA, normalised to the ACT1 loading control and expressed relative to the α-factor sample which was set to 1.00.

The FACS profiles showed the expected accumulation of cells with an intermediate DNA content in the arg4::mec1-4 [YEp24] strain (CEY155), and also the improvement of S-phase progression in the arg4::mec1-4 [2μm-GIS2] strain (CEY163) (Figure 5.10A). There was a delay in start of bulk DNA replication in the arg4::mec1-4 [YEp24] strain (CEY155) compared with the other three strains (Figure 5.10A; profiles at 20 minutes). Although this is sometimes observed in the temperature sensitive mec1 strains, it is not reproducible and probably represents day-to-day variation in the behaviour of these strains.
Figure 5.10 Multicopy GIS2 does not lead to a change in the level or timing of RNR1 mRNA induction at G1/S. Log phase culture of the indicated strains, grown at 23°C in YPD, were arrested in G1 with α-factor for two and a half hours at 23°C and a further one hour at 30°C. Cells were released into fresh YPD at 30°C and samples were taken every 10 minutes for RNA extraction and FACS analysis. A) The FACS profiles corresponding to the RNA samples analysed in (B). The 1C and 2C DNA content is indicted. Each FACS profile represents 50,000 counts. B) RNA samples were separated on a 1.2% agarose gel and analysed by Northern blot. The same blot was probed sequentially for ACT1 (actin loading control; 1138 bases) and RNR1 (2667 bases). C) The RNR1 and ACT1 signals were quantified. The graph shows the levels of RNR1 mRNA, normalised to the ACT1 signal and for each strain expressed relative to the α-factor sample which was set to 1.00. The average of two independent experiments is shown and the error bars represent the range of the fold induction values obtained.
Chapter 5 Results

*RNR1* mRNA was induced in all four strains at the G1/S transition (Figure 5.10B). Quantification of the *RNR1* signal from two independent experiments showed that the level and timing of *RNR1* mRNA induction was comparable in each strain (Figure 5.10C). The level of *RNR1* induction peaked at the first time point, 10 minutes after release from α-factor, at about four times the level in α-factor. The *RNR1* mRNA levels then gradually decreased back to the basal level (α-factor) by 40 minutes after release from α-factor, in all strains except the *arg4::mec1-4 [YEp24]* strain (CEY155) (Figure 5.10C). This timing correlated with the accumulation of cells with a 2C DNA content in the two wild type strains (CEY157 and CEY165) and the *arg4::mec1-4 [2μm-GIS2]* strain (CEY163) (Figure 5.10A). Significantly however, *RNR1* mRNA levels remained elevated in the *arg4::mec1-4 [YEp24]* strain (CEY155), which correlated with the accumulation of cells with an intermediate DNA content (Figures 5.10A and 5.10C). Overall, the pattern of *RNR1* mRNA induction in *arg4::mec1-4* cells expressing multicopy GIS2 was more similar to that seen in wild type cells than that seen in *arg4::mec1-4* cells without multicopy GIS2.

Expression of multicopy GIS2 did not cause an increase in the period of *RNR1* gene transcription before the onset of DNA replication. So, increased dNTP synthesis by this mechanism cannot explain how multicopy GIS2 improves S-phase progression in *arg4::mec1-4* cells.

### 5.3 Discussion

#### 5.3.1 Changes in the key mechanisms of regulating dNTP availability do not explain the suppression of the lethality of temperature sensitive *mec1* alleles by multicopy GIS2

There are two situations in which a cell needs to dramatically increase dNTP production: during DNA replication and in response to DNA damage. In both cases this is achieved by increasing the activity of the RNR enzyme, which catalyses the rate limiting step in dNTP synthesis (Section 1.5). The data presented in this chapter show the effect of multicopy GIS2 expression on the key mechanisms involved in increasing RNR activity.
Figure 5.11 MEC1-TELI-dependent mechanisms of upregulating dNTP synthesis in response to genotoxic stress. Upon detection of genotoxic stress a MEC1-TELI-dependent signaling cascade is activated. This results in the activation of the downstream kinases Rad53 and Dun1. Dun1 directly phosphorylates Sml1, which is an inhibitor of the enzymatic activity of RNR. The phosphorylated form of Sml1 dissociates from RNR and is degraded. Crt1, a transcriptional inhibitor of RNR2, RNR3 and RNR4, is phosphorylated in a DUN1-dependent manner. The hyperphosphorylated form of Crt1 dissociates from the DNA, so that expression of RNR2, RNR3 and RNR4 are increased. In response to genotoxic stress the small RNR subunits relocate from the nucleus (N) to the cytoplasm (C), where the large RNR subunits are located. This relocalisation is dependent on the Mec1/Rad53/Dun1 signaling cascade.
The suppression of \textit{arg4::mecl-4} lethality by multicopy \textit{GIS2} was weaker in the absence of \textit{TEL1} (Figure 5.5). Both Tel1 and Mec1 can initiate a signalling cascade through Rad53 and Dun1 in the response to genotoxic stress (Allen \textit{et al.}, 1994; Sanchez \textit{et al.}, 1996; Usui \textit{et al.}, 2001). The downstream effects of this signalling cascade that lead to an increase in RNR activity are outlined in Figure 5.11. In situations where Tel1 activation compensates for loss of Mec1 function, the downstream effects, such as Rad53 phosphorylation and reduction in Sm11 protein levels, are detectable experimentally (Clerici \textit{et al.}, 2001; Corda \textit{et al.}, 2005). However, although suppression was weaker in the absence of \textit{TEL1}, multicopy expression of \textit{GIS2} did not lead to Rad53 phosphorylation, a reduction in Sm11 protein levels, or induction of \textit{RNR3} transcription (Figures 5.1, 5.6 and 5.9). Since these downstream effects of Tel1 activation were not detectable experimentally, it is unlikely that multicopy expression of \textit{GIS2} suppresses \textit{arg4::mecl-4} lethality by inducing Tel1 activation. Instead, the weaker suppression in the absence of \textit{TEL1} probably reflects the inability of multicopy \textit{GIS2} to suppress the combined loss of Mec1 and Tel1 function (Section 5.2.3).

In support of this idea, a \textit{mec1Δ tel1Δ sm11Δ} mutant grows slower than a \textit{mec1Δ sm11Δ} mutant, showing that the growth defect conferred by loss of Mec1 and Tel1 function is not just due to low dNTP levels (Ritchie \textit{et al.}, 1999; Zhao \textit{et al.}, 1998). On the other hand a \textit{mec1Δ dun1Δ sm11Δ} mutant and a \textit{mec1Δ sm11Δ} mutant both show wild type levels of growth (Zhao \textit{et al.}, 1998). So, the growth defect of \textit{mec1Δ} and \textit{mec1Δ dun1Δ} can be fully suppressed by increasing dNTP levels. The Dun1 kinase acts downstream of Mec1 and is required for the efficient phosphorylation and degradation of Sm11 in S-phase (Zhao & Rothstein, 2002). However, some residual Sm11 phosphorylation and cell cycle-dependent fluctuation in protein levels do occur in \textit{dun1Δ}, but not in \textit{mec1Δ pRNR1}, which might account for why \textit{dun1Δ} is viable (Zhao \textit{et al.}, 2001; Zhao & Rothstein, 2002).

Deletion of \textit{DUN1} shows synthetic growth defects with hypomorphic \textit{mec1} alleles (Zhao & Rothstein, 2002). Presumably this is because the Mec1-dependent checkpoint is required to deal with the problems that arise from undergoing DNA replication with limiting dNTPs (caused by \textit{dun1Δ}). Accordingly, a synthetic growth
defect was observed between *dun1Δ* and *mec1-4* (Figure 5.7). Despite this, suppression of *mec1-4* lethality by multicopy *GIS2* was not dependent on *DUN1* (Figure 5.7). As the Dun1 kinase transduces the downstream signals required for *TEL1*-dependent suppression of loss of Mec1 function via activation of the genotoxic stress response (Figure 5.11), this also suggests that suppression does not require Tell activation. Additionally, deletion of *TEL1* did not completely eliminate *GIS2*-dependent suppression (Figure 5.5), which would be expected were Tell activity required for the suppression. These observations therefore add weight to the above argument that, rather than suppression being caused by *GIS2*-dependent Tell activation, multicopy *GIS2* cannot suppress the combined loss of Mec1 and Tell function.

Increasing the expression of *RNR1* is one of the best-known mechanisms for suppressing *mec1Δ* lethality. Therefore, the possibility that multicopy *GIS2* affected *RNR1* transcription was tested (Figure 5.10). However, no change in the timing or level of *RNR1* mRNA induction, which would account for the *GIS2*-dependent suppression of *arg4::mec1-4*, was observed.

Taken together there is strong evidence that an increase in RNR activity, via alteration or activation of the normal physiological signalling pathways, does not account for the suppression of *arg4::mec1-4* lethality by multicopy *GIS2*. If a significant *GIS2*-dependent effect that promoted RNR activation was detected, it would be difficult to explain why multicopy *GIS2* cannot suppress the lethality of *mec1Δ* and can only partially suppress the lethality of temperature sensitive *mec1* alleles. Therefore, these data are consistent with the data from Chapter 4 that describe *GIS2* as a weak multicopy suppressor of the lethality of temperature sensitive *mec1* alleles. These data do not however rule out the possibility of small changes in the pathways tested that can increase RNR activity, but that are undetectable experimentally. However, if the *GIS2*-dependent suppression of the lethality of temperature sensitive *mec1* alleles is via an increase in dNTP levels, the possibility that it occurs by a more indirect route is favoured.
5.3.2 The effect of multicopy GIS2 on Sml1 protein levels

Sml1 protein levels were initially assessed to see if GIS2-dependent suppression of the lethality of temperature sensitive mecl alleles could be explained by a decrease in Sml1. However, when the levels of 3MYC-Sml1 were compared in strains with and without multicopy GIS2, no GIS2-dependent decrease in Sml1 protein levels was seen (Figure 5.1). In fact, strains expressing multicopy GIS2 tended to have slightly increased levels of Sml1. As Sml1 is an inhibitor of the RNR enzyme an increase in Sml1 protein levels could not directly explain the GIS2-dependent suppression of the lethality of temperature sensitive mecl alleles. The possibility that the increased Sml1 protein levels were caused by an increase in Rnrl protein levels, which could directly explain the GIS2-dependent suppression of the lethality of temperature sensitive mecl alleles, was tested experimentally. However, no increase in HA-Rnrl protein levels was seen (Figure 5.8). Another possibility is that an increase in Sml1 protein levels could be caused by multicopy GIS2 expression altering the balance of protein synthesis and protein degradation.

A change in the pattern of the cell cycle-dependent fluctuations in Sml1 protein levels was also seen between arg4::mecl-4 strains with and without multicopy GIS2 (Figures 5.3 and 5.4). In the arg4::mecl-4 [YEp24] strain the Sml1 protein accumulated after release from α-factor into a synchronous S-phase (Figure 5.3). This accumulation of Sml1 is probably a consequence of the absence of the degradation-promoting activity of Mecl. In the arg4::mecl-4 [2μm-GIS2] strain there was no accumulation of Sml1, and additionally there was some restoration of the cell cycle-dependent fluctuation (Figure 5.4). Assuming that the accumulation of Sml1 in the arg4::mecl-4 [YEp24] strain is due to the absence of the degradation-promoting activity of Mecl, Sml1 degradation must be somehow restored in the arg4::mecl-4 [2μm-GIS2] strain.

Cell cycle-dependent Sml1 degradation in the arg4::mecl-4 [2μm-GIS2] strain would be most simply explained by a GIS2-dependent restoration of Mecl-4 activity. However, suppression of mecl-4 lethality by multicopy GIS2 does not depend on DUN1. Dun1 is currently the only known kinase to phosphorylate Sml1 (Uchiki et al., 2004). The main route by which MEC1 promotes Sml1 degradation is via the
Dun1 kinase, which therefore suggests that the GIS2-induced cell cycle-dependent fluctuations in Sm11 protein levels are not due to restored Mec1-4 activity. However, this possibility cannot be ruled out completely as some residual cell cycle-dependent Sm11 degradation is seen in dun1A (Zhao & Rothstein, 2002).

Another possibility is that multicopy expression of GIS2 enhances the function of the protein degradation machinery. In this model, a residually phosphorylated form of Sm11 (due to residual Mec1-4 activity at 30°C) would be more accessible to the protein degradation machinery, which would result in some cell cycle-dependent fluctuation in Sm11 protein levels. On the other hand, the idea that multicopy GIS2 expression enhances the function of the protein degradation machinery is inconsistent with the previous observation that there is a trend for increased Sm11 in strains expressing multicopy GIS2. Alternatively, multicopy GIS2 could lead to restoration of cell cycle-dependent fluctuations in Sm11 protein levels, independently of Mec1. This could be via a direct effect of multicopy GIS2 on the protein degradation machinery, or it could be a consequence of the GIS2-dependent improvement of S-phase progression. In support of the idea of some Mec1-independent Sm11 degradation, in S. pombe, the cell cycle-dependent degradation of Spd1^{Sml1} is independent of Rad3^{Mec1} (Liu et al., 2003). Instead, it is dependent on the COP9 signalosome, which activates the ubiquitin ligase that targets Spd1 for degradation.

The underlying cause for these two observations on Sm11 protein levels remains unknown. The more important question is: could either of them account for the GIS2-dependent suppression of the lethality of temperature sensitive mec1 alleles? A general increase in Sm11 protein levels could not, as discussed previously (Section 5.2.1). A cell cycle-dependent decrease, in theory, could. However, assuming both of these observations are valid, cells expressing multicopy GIS2 would start the cell cycle with increased Sm11 compared with wild type cells. So, the effect of any decrease in Sm11 on dNTP levels, from this starting point, is difficult to judge.
5.3.3 The improvement of S-phase progression in arg4::mec1-4 by multicopy GIS2

The improvement of S-phase progression in arg4::mec1-4 by multicopy GIS2 was shown in Chapter 4. The restoration of Sml1 cell cycle-dependent fluctuations is a possible cause of this improved S-phase progression. A change in the cell cycle-dependent fluctuation of RNR1 mRNA levels was also seen between arg4::mec1-4 cells with and without multicopy GIS2 (Figure 5.10). However, this is most likely to be a consequence, rather than a cause, of improved cell cycle progression.

In wild type strains, RNR1 mRNA levels returned their basal level (level in α-factor), after approximately four-fold induction at the G1/S transition, as cells completed DNA replication. RNR1 mRNA expression is induced in G1 after cells pass through START (Section 1.1.3). Another gene whose expression is induced at the same time, NRM1, acts as a repressor of MBF-regulated genes (de Bruin et al., 2006). Therefore, as Nrm1 protein levels increase, MBF-regulated gene transcription is switched off. This confines MBF-regulated gene expression to G1/early S. In the arg4::mec1-4 [YEp24] strain at 40 minutes after release from α-factor most cells were in G1 or S-phase, as judged from the FACS profile (Figure 5.10A). When quantified, the RNR1 mRNA level had not returned to the basal level at this time point (Figure 5.10C). The reason for this is probably that there was a fraction of cells in this strain that remained in G1 where RNR1 transcription had not been switched off. In the arg4::mec1-4 [2μm-GIS2] strain at 40 minutes after release from α-factor most cells were in G2, as judged from the FACS profile, and RNR1 mRNA levels had returned to their basal level. So, the pattern of RNR1 mRNA induction correlated with the status of bulk DNA replication in both strains. Therefore, the fact that RNR1 mRNA levels returned to their basal level in arg4::mec1-4 [2μm-GIS2] cells, but not in arg4::mec1-4 [YEp24] cells, is most likely to be a consequence of the fact that these cells passed through S-phase more efficiently than the arg4::mec1-4 [YEp24] cells.

Overall the data presented in this Chapter show no detectable molecular changes that could clearly explain why multicopy GIS2 suppresses the lethality of temperature sensitive mec1 alleles. The issue of whether suppression depends on a modest increase in dNTP levels or not, along with other alternative mechanisms of suppression, are discussed further in the general discussion in Chapter 8.
Chapter 6

The role of GIS2

6.1 Introduction

To understand the effects of increasing GIS2 expression on the growth of temperature sensitive mec1 strains better, further investigation into the role of GIS2 itself was conducted. Very little is known about GIS2 and there is only one published research paper on GIS2 in S. cerevisiae (Balciunas & Ronne, 1999). However, the homolog in higher eukaryotes, CNBP, has been more widely studied. These CNBP studies, and the data from Balciunas and Ronne (1999) were used as a basis to work from to improve current understanding of the role of GIS2.

6.2 Results

6.2.1 GIS2: a nucleic acid chaperone?

A nucleic acid chaperone is a nucleic acid binding protein that aids in the folding and rearrangement of nucleic acid structure. Thereby preventing the accumulation of kinetically-trapped, misfolded species and ensuring that the nucleic acid carries out its correct biological function (Herschlag, 1995). Certain features are expected in nucleic acid chaperones: i) nucleic acid binding activity and ii) the ability to remodel nucleic acid structure.

GIS2 encodes a protein with seven zinc fingers of the type CX$_2$CX$_4$HX$_4$C (Figure 6.1), a motif typically found in nucleic acid binding proteins. The homolog of GIS2 in higher eukaryotes is cellular nucleic acid binding protein (CNBP). CNBP is highly conserved between species: mouse, chick and Xenopus CNBPs have 100%, 99% and 94% identity at the amino acid level with human CNBP (hCNBP) respectively (Flink et al., 1998; van Heumen et al., 1997; Warden et al., 1994). The name CNBP comes from the similarity of the zinc finger repeats in CNBP to those found in retroviral
nucleic acid binding proteins encoded by the gag genes (Rajavashisth et al., 1989). These retroviral nucleic acid binding proteins bind to single-stranded DNA and RNA (Covey, 1986; Darlix & Spahr, 1982). Single-stranded nucleic acid binding activity has also been shown for Homo sapiens (Michelotti et al., 1995; Rajavashisth et al., 1989), Rattus norvegicus (Yasuda et al., 1995), Xenopus laevis (Pellizzoni et al., 1997), Danio rerio (Armas et al., 2004) and Bufo arenarum (Armas et al., 2008) CNBPs. Biochemical analysis of Bufo arenarum CNBP showed that it can promote the annealing and melting of nucleic acids in vitro (Armas et al., 2008). Based on these observations, CNBP was suggested to be a nucleic acid chaperone.

CNBP has been proposed to have an important role in the control of gene expression, at both transcriptional and translational levels. Both positive (Konicek et al., 1998; Shimizu et al., 2003) and negative effects (Flink & Morkin, 1995; Rajavashisth et al., 1989) on gene transcription have been described for CNBP. The best understood transcriptional target of CNBP is the c-MYC oncogene. Human CNBP binds to the purine-rich strand of the CT-element (CCCTCCCCA) in the c-MYC promoter (Michelotti et al., 1995). Over-expression of mouse CNBP stimulates cell proliferation and c-MYC promoter activity (Shimizu et al., 2003). Conversely the cnbp'-' mouse mutant is embryonic lethal, and areas of reduced cell proliferation in the cnbp'-' mouse embryo correspond to areas where c-MYC expression is absent (Chen et al., 2003). Translational regulation by Xenopus CNBP has been described for a group of mRNAs that have a terminal oligopyrimidine (TOP) element in their 5'-untranslated region (5'UTR). These mRNAs encode proteins involved in the synthesis and function of the translational apparatus (Hamilton et al., 2006). Xenopus CNBP binds the 5'UTR of ribosomal protein mRNAs (rp-mRNAs) (Pellizzoni et al., 1997; Pellizzoni et al., 1998). CNBP binding stabilises the secondary structure of the TOP element in the 5'UTR, and is predicted to cause translational repression (Crosio et al., 2000).
Figure 6.1 Gis2 and its homolog CNBP are small proteins with seven tandem zinc-finger motifs. The protein sequences of *S. cerevisiae* Gis2 (A) and human CNBP (B) are shown. The conserved residues that co-ordinate the Zn$^{2+}$ ion are shown in red. The positions of the 7 tandem zinc-finger motifs (CX$_2$CX$_4$HX$_4$C) in each protein are shown by square brackets.
So there is good evidence, from both the \textit{in vivo} function and the \textit{in vitro} biochemical properties of CNBP, to support the idea of metazoan CNBP being a nucleic acid chaperone. But how similar are the functions of the yeast homologs to that of metazoan CNBP? The \textit{S. pombe} GIS2 homolog, \textit{byr3+}, is a multicopy suppressor of the sporulation defect in a \textit{rasl-} null mutant (Xu \textit{et al.}, 1992). Loss of \textit{byr3+} itself does not cause a defect in sporulation, but does cause a defect in conjugation during the mating of two haploid cells. Expression of hCNBP in \textit{S. pombe} can partially suppress the conjugation defect in a \textit{byr3-} strain, but it cannot suppress the sporulation defect in a \textit{rasl-} strain (Xu \textit{et al.}, 1992). Byr3 only has 36% identity at the amino acid level with hCNBP (GIS2 has 42%), but the structure of the seven zinc finger repeats is conserved. This suggests that, in addition to the high level of structural conservation, there is also a high level of functional conservation between GIS2 homologs. An attempt was made to express mouse CNBP from a multicopy plasmid in an \textit{arg4::mec1-4} strain, but this construct did not suppress \textit{arg4::mec1-4} lethality as multicopy GIS2 did (data not shown). Despite this last observation, the level of structural conservation between Gis2 and CNBP strongly suggests that Gis2 has a similar \textit{in vivo} role to CNBP, most probably as a nucleic acid chaperone.

\subsection{Deletion of GIS2 shows no detectable phenotype}

To address the function of GIS2 experimentally the entire \textit{GIS2} ORF was deleted (Section 2.10.6), and the resulting strains were assessed for growth defects. Two \textit{gis2A} strains of opposite mating types (CEY208 and CEY209) and a congenic wild type strain (RCY2447) were grown overnight at 30°C in YPD, diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto YPD agar. Agar plates were incubated at the indicated temperatures for two to five days. Figure 6.2A shows that the \textit{gis2A} strains grew as well as the wild type control at all temperatures tested.
Figure 6.2 Deletion of GIS2 shows no detectable phenotype. A) The indicated strains were grown overnight at 30°C in YPD. The following morning each culture was diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto YPD agar. Agar plates were incubated at the indicated temperatures for two to five days. B) The indicated strains were grown overnight at 30°C in YPD. The following morning each culture was diluted to OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto YPD agar supplemented with 50 mM HU or 0.05% MMS as indicated. Agar plates were incubated at 30°C for two days.
Since the focus of this investigation is the genetic interaction between multicopy \textit{GIS2} and temperature sensitive \textit{mecI} strains, the ability of a \textit{gis2A} strain to respond to genotoxic stress was also tested. A \textit{gis2A} strain (CEY208), a congenic wild type strain (RCY406), and \textit{mec1A sml1A} (RCY308) and \textit{sml1A} (RCY298) control strains were grown overnight at 30°C in YPD, diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto YPD agar supplemented with 50 mM HU or 0.05% MMS as indicated. Agar plates were incubated at 30°C for two days. As expected the \textit{mec1A sml1A} strain was highly sensitive to genotoxic stress, whereas the \textit{gis2A} strain showed no sensitivity to either HU or MMS compared with the wild type control strain (Figure 6.2B).

The fact that no phenotype was observed for the \textit{gis2A} strains under the conditions tested is consistent with previously published data, which also state that deletion of \textit{GIS2} does not show any detectable phenotype (Balciunas & Ronne, 1999).

### 6.2.3 \textit{GIS2} expression levels

To continue the experimental characterisation of \textit{GIS2}, its expression under different growth conditions was tested. First, the level of \textit{GIS2} mRNA during cell cycle progression was assessed. A wild type strain (CEY354) was grown overnight to mid-log phase at 30°C in YPD and the following morning was arrested in G1 with αF for 3 hours. Cells were then released into fresh YPD at 30°C and samples were taken every 15 minutes for RNA extraction and FACS analysis. To restrict the analysis to one cell cycle, αF was added back to the culture 40 minutes after release from the initial αF block. RNA samples were separated on a 1.5% agarose gel and analysed by Northern blot. The same blot was probed sequentially for \textit{GIS2} and \textit{ACT1} (actin loading control). The \textit{GIS2} and \textit{ACT1} signals were quantified and the \textit{GIS2} signal was normalised to the \textit{ACT1} loading control signal. The level of \textit{GIS2} expression (after normalisation) during cell cycle progression is shown relative to the expression level in αF (0 min after release), which was set to 1.00 (Figure 6.3A).
Figure 6.3 GIS2 mRNA expression levels do not vary during cell cycle progression or upon carbon source change. A) A log phase culture of wild type strain CEY354, grown at 30°C in YPD, was arrested in G1 with αF for three hours. Cells were released into fresh YPD at 30°C and samples were taken every 15 minutes for RNA extraction and FACS analysis. Additional αF was added 40 minutes after release from αF to prevent entry into a second cell cycle. B) Each FACS profile represents 50,000 counts. The 1C and 2C DNA content is as indicated. C) A log phase culture of wild type strain CEY206, grown at 30°C in YEP with 2% raffinose, was split in two and glucose was added to a final concentration of 2% to one half. After 15 minutes the cells were harvested from both cultures for RNA extraction. A&C) RNA samples were separated on a 1.5% agarose gel and analysed by Northern blot. The same blot was probed sequentially for GIS2 (462 bases) and ACT1 (actin loading control; 1138 bases). The relative amounts of GIS2 mRNA are shown, normalised to the ACT1 loading control and expressed relative to the αF or raffinose sample which was set to 1.00.
Chapter 6 Results

The variation in the relative level of GIS2 expression during cell cycle progression ranged from 0.69-1.24. Despite the GIS2 expression levels varying by up to 30% of their initial level in αF, there was no trend that correlated with cell cycle progression (compare Figures 5.3A and 5.3B). Therefore it is most likely that GIS2 expression levels do not vary during cell cycle progression. Consequently the calculated range in expression levels probably stems from the inaccuracy of the values being calculated from only one experiment.

The effect of changing carbon source on GIS2 expression levels was also tested (Figure 6.3C). A genome wide study, which aimed to functionally classify genes based on gene expression data from DNA microarray hybridisation experiments, showed that GIS2 expression is co-regulated with that of ribosomal protein genes (Brown et al., 2000). Expression of ribosomal protein genes increases within 5 minutes, and peaks after 30 minutes, of cells detecting extracellular glucose (Klein & Struhl, 1994; Pernambuco et al., 1996). A wild type strain (CEY206) was grown overnight to mid-log phase at 30°C in YEP with 2% raffinose. The following morning the culture was split in two, and to one half glucose was added to a final concentration of 2%. After 15 minutes the cells were harvested from both cultures for RNA extraction. RNA samples were separated on a 1.5% agarose gel and analysed by Northern blot as described above. The level of GIS2 expression in glucose, after normalisation to the ACT1 loading control, is shown relative to that in raffinose, which was set to 1.00 (Figure 6.3C). The GIS2 expression level in glucose was calculated to be 16% lower than that in raffinose. However, this level of variation is less than that observed during cell cycle progression (Figure 6.3A), which is not likely to be significant. Based on these considerations it is concluded that no change in the GIS2 expression level during the shift from raffinose to glucose as a carbon source was observed.

6.2.4 Gis2-GFP localises throughout the cell

Gis2 has been shown, by affinity-capture mass-spectrometry, to physically interact with five proteins (Krogan et al., 2006). Three of these (Nop1, Pwp1, and Sbp1) have been linked to ribosome biogenesis and localise to the nucleolus (Clark et al., 1990; Schimmang et al., 1989; Suka et al., 2006; Tollervey et al., 1991; Zhang et al.,
With this in mind, the localisation of the Gis2 protein was examined. A C-terminal GFP tag was introduced at the GIS2 genomic locus (Section 2.10.7). This was done in the CG strain background to enable better microscopic examination of haploid cells (Figure 2.2). A strain expressing GIS2-GFP (CEY330) was grown to mid-log phase at 30°C. Cells were fixed with formaldehyde and the DNA was stained with DAPI before examination by fluorescence microscopy. Figure 6.4 shows that the GFP-tagged Gis2 localised throughout the cell. The strong signal also suggested that it was an abundant protein. However, these results should be interpreted with caution, as it has not been shown that the Gis2-GFP protein is functional.

6.2.5 Alteration of GIS2 expression levels does not change wild type cell cycle progression

One mechanism of suppressing the lethality of a mec1Δ allele is to delay the start of DNA replication relative to the onset of transcription at the G1/S transition. This lengthens the period of increased RNR1 transcription (and therefore presumably increased dNTP synthesis) before DNA replication starts, and can be achieved using a cln1Δ cln2Δ strain (Vallen & Cross, 1999). Therefore the potential effects of altering GIS2 expression on cell cycle progression (budding patterns and bulk DNA synthesis) were assessed. Again, the CG strain background was used to enable better microscopic examination of haploid cells.

A strain expressing multicopy GIS2 (CEY355), a strain with the GIS2 ORF deleted (CEY473), and a congenic wild type control (CEY354) were grown overnight at 30°C in YPD to mid-log phase. Samples from each culture were taken for RNA extraction to confirm the status of GIS2 expression. RNA samples were separated on a 1.5% agarose gel and analysed by Northern blot. The same blot was probed sequentially for GIS2 and ACT1 (actin loading control). As expected the GIS2 signal from the cells expressing multicopy GIS2 was considerably stronger than the GIS2 signal from wild type cells, and no GIS2 mRNA was detected in the gis2Δ strain (Figure 6.5A).
Figure 6.4 Gis2-GFP localises throughout the cell. Strain CEY330 (GIS2-GFP) was grown to mid-log phase at 30°C in YPD. Cells were fixed with formaldehyde and the DNA was stained with DAPI before examination by fluorescence microscopy. The image shows a merge of the DAPI (blue) and GFP (green) fluorescence signals.
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To assess cell cycle progression, the cells in the mid-log cultures were arrested in G1 with α-factor. The cells were then released into fresh YPD at 30°C and samples were taken every 10 minutes for bud counts and FACS analysis. Both the timing of small-bud appearance and the timing of bulk DNA synthesis were indistinguishable in all three strains (Figures 5.5B and 5.5C). Also the timing of cell division, as judged by the reappearance of unbudded cells with a 1C DNA content, was indistinguishable in all three strains. Therefore, alteration of GIS2 expression levels does not influence wild type cell cycle progression in YPD media.

6.2.6 GIS2 and the Ras-cAMP-PKA pathway

GIS2 was initially isolated as a suppressor of the inability of snf1Δ mig1Δ gig1/2/3 mutants to grow on galactose (Balciunas & Ronne, 1999). Their subsequent genetic analysis showed that multicopy expression of GIS2 aggravated the phenotype of a temperature sensitive cdc25-5 mutant. The cdc25-5 mutation confers a defect in the activation of the Ras-cAMP-PKA pathway at the restrictive temperature. Based on this observation the authors proposed that GIS2 was a negative regulator of the Ras-cAMP-PKA pathway in \textit{S. cerevisiae}. To test this proposal further, the ability of multicopy GIS2 to confer known phenotypes associated with downregulation of the Ras-cAMP-PKA pathway was tested.

First, a ras2Δ strain was made as a control (Section 2.10.8). Deletion of \textit{RAS2} confers a defect in the activation of Cyr1 (the adenylate cyclase enzyme that makes cAMP) (Section 1.6.1). Consequently, ras2Δ strains show phenotypes associated with downregulation of PKA activity (which is activated by cAMP). These phenotypes include i) a tendency to sporulate in rich media, ii) the inability to grow on non-glucose carbon sources, and iii) an increased resistant to heat shock (Engelberg \textit{et al.}, 1994; Tatchell \textit{et al.}, 1985). All three of these phenotypes were observed in the ras2Δ control strain (Figure 6.6 and data not shown). However, wild type diploid cells expressing multicopy GIS2 did not sporulate in rich media (data not shown).

To test the ability of strains expressing multicopy GIS2 to grow on non-glucose carbon sources, strains expressing \textit{RAS2} or \textit{ras2Δ}, with either the YEp24 control
plasmid or a multicopy GIS2 plasmid were grown overnight at 30°C in SD-URA media. The following morning each culture was diluted to an OD<sub>600</sub> of 0.5, and 10-fold serial dilutions were spotted onto minimal agar media lacking uracil with either 2% glucose, 2% galactose or 2% glycerol as a carbon source. Agar plates were incubated at 30°C for two days. Both of the ras2A strains (CEY595 and CEY663) failed to grow using galactose or glycerol as a carbon source, whereas the wild type RAS2 strain expressing multicopy GIS2 (CEY661) grew as well as the wild type control strain (CEY565) using all carbon sources (Figure 6.6). Therefore these observations suggest that, under these experimental conditions, the extent of any GIS2-dependent downregulation of RAS activity is mild.

The ability of multicopy GIS2 to confer heat shock resistance was also tested. The ras2A strain reproducibly showed increased resistance to heat shock at 50°C compared with the wild type control strain. Expression of multicopy GIS2 in a wild type strain did exhibit a heat shock resistant phenotype, to a similar extent as the ras2A strain, in some cases, but not reproducibly (data not shown). The cases where multicopy GIS2 increased the heat shock resistance of a wild type strain could just have been an experimental artefact. Alternatively, multicopy expression of GIS2 could confer heat shock resistance under specific, as yet unidentified, conditions. The type of media and the growth phase of the culture can significantly influence the ability of <i>S. cerevisiae</i> cells to withstand heat shock (Elliott & Futcher, 1993). For example stationary phase cells are more resistant to heat shock than log phase cells. It is possible that increased GIS2 levels can only confer heat shock resistance when the cells are in a specific metabolic state, depending on their growth conditions.
Figure 6.6 Multicopy GIS2 does not prevent growth on non-glucose carbon sources. The indicated strains were grown overnight in SD-URA at 30°C. The following morning each culture was diluted to OD of 0.5 and 10-fold serial dilutions were spotted onto minimal agar media lacking uracil with the indicated carbon source at 2%. Agar plates were incubated at 30°C for 2 days. Plasmids used were YEp24 (empty vector) and pCLE8 (2μm-GIS2).
6.2.7 Multicopy GIS2 suppresses cdc15-2 temperature sensitivity

There are several published examples of how downregulating PKA activity, for example by deleting RAS2, can suppress the temperature sensitivity of some cell cycle mutants (Anghileri et al., 1999; Bolte et al., 2003; Heo et al., 1999; Irniger et al., 2000; Li et al., 2005). Most of these mutations are in genes that are involved in anaphase or mitotic exit. The possibility that multicopy GIS2 might also suppress some of these cell cycle mutants was tested. Two temperature sensitive mutant strains, dbf2-2 and cdc15-2, that were readily available in our strain collection were used. Both Dbf2 and Cdc15 are components of the mitotic exit network (Section 1.1.5.2).

Strains expressing a dbf2-2 or a cdc15-2 temperature sensitive allele, with either the YEp24 control plasmid or a multicopy GIS2 plasmid, were grown overnight at 23°C in SD-URA media. The following morning each culture was diluted to an OD₆₀₀ of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. Agar plates were incubated for two days at the indicated temperature. Multicopy expression of GIS2 had a positive effect on the growth of the cdc15-2 strain at 34°C, but not on the growth of the dbf2-2 strain (Figure 6.7). The dbf2-2 strain was slightly cold sensitive at 23°C and this effect was weakly enhanced by the expression of multicopy GIS2.
Figure 6.7 Multicopy GIS2 suppresses cdc15-2 temperature sensitivity. The indicated strains were grown overnight at 23°C in SD-URA. The following morning each culture was diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. Agar plates were incubated for two days at the indicated temperatures. Plasmids used were YEp24 (empty vector) and pCLE8 (2μm-GIS2).
6.3 Discussion

6.3.1 Is GIS2 a negative regulator of the Ras-cAMP-PKA pathway?

The previously proposed role for GIS2 as a negative regulator of the Ras-cAMP-PKA pathway was used as a model to investigate the role of GIS2 further. No reproducible phenotypes that are commonly seen in mutants with decreased PKA activity were observed in strains expressing multicopy GIS2 (Section 6.2.6). This suggests that increased GIS2 expression does not have a dominant effect in reducing PKA activity. However, the fact that increased GIS2 expression was achieved in all experiments by using multicopy GIS2 under its own promoter should be considered. Although this system worked to increase GIS2 expression during log phase growth in rich media (Figure 6.5A), it is possible that different growth conditions (for example non-glucose carbon sources) could affect GIS2 expression levels, and consequently also affect the observed phenotype. Unfortunately attempts to make a strain that over-expressed GIS2 from an exogenous promoter were unsuccessful.

The effect of multicopy GIS2 on the growth of dbf2-2 and cdc15-2 strains was tested, as it has been shown that reduced PKA activity can suppress their temperature sensitivity (Anghileri et al., 1999; Irniger et al., 2000). It was interesting that multicopy GIS2 did improve the growth of the cdc15-2 strain, but not of the dbf2-2 strain (Figure 6.7). The reasons why the temperature sensitivity of the dbf2-2 and cdc15-2 strains can be suppressed by downregulation of PKA activity are not clear. Inactivation of MEN genes, such as DBF2 and CDC15, causes a cell cycle arrest in late mitosis with high levels of the mitotic cyclin Clb2 because of a failure to properly activate the APC/C (Jaspersen et al., 1998; Surana et al., 1993). The lethality of temperature sensitive mutants of APC/C subunits (ape10-22, cdc27-1, cdc23-1 and cdc16-1) can also be suppressed by decreasing PKA activity (Anghileri et al., 1999; Bolte et al., 2003; Irniger et al., 2000). Activated PKA is thought to have an inhibitory effect on APC/C function (Section 1.6.4). Therefore the authors of these studies speculate that reducing PKA activity removes this inhibitory effect on the APC/C, which in turn compensates for the APC/C defect caused by inactivation of the temperature sensitive mutant at the restrictive temperature. It is possible that the same model could account for the suppression of MEN mutants by decreasing
PKA activity. However, the genetic interactions between these APC/C and MEN mutants and the Ras-cAMP-PKA pathway or GIS2 are complex, and are unlikely to be accounted for by a simple "one size fits all" model such as this. For example, the effect of multicopy PDE2 (the phosphodiesterase enzyme that breaks down cAMP) is weaker than that of ras2Δ on the viability of a dbf2-2 mutant (Imiger et al., 2000). Also, multicopy GIS2 increased the viability of a cdc15-2 mutant, but not of a dbf2-2 mutant (Figure 6.7).

The fact that both decreasing Ras-cAMP-PKA signalling and multicopy GIS2 expression suppress the temperature sensitivity of a cdc15-2 mutant could be a coincidence. More likely however is that decreasing Ras-cAMP-PKA signalling and increasing GIS2 expression cause some overlapping downstream effects. Whether these shared downstream effects are a result of GIS2 interacting directly with the Ras-cAMP-PKA pathway remains unclear. The strongest argument for GIS2 interacting directly with the Ras-cAMP-PKA pathway is that the S. pombe GIS2 homolog, byr3+, genetically interacts with ras1- (the only RAS gene in S. pombe) (Xu et al., 1992). The downstream effectors of the RAS genes are different in S. cerevisiae and S. pombe. Therefore, according to this analogy, GIS2 would interact directly with the RAS genes.

Overall there is evidence, discussed above, to suggest that GIS2 function is somehow linked to Ras activity. However, it is likely that multicopy expression of GIS2 only affects a subset of Ras-controlled processes. The main role of the Ras proteins is in regulating PKA activity, although Ras also controls other cellular processes independently of PKA (Section 1.6.1). Therefore, the proposed effects of multicopy GIS2 on Ras activity may or may not depend on PKA activity. This is discussed further in the next Chapter.

6.3.2 What is the molecular role of GIS2?

The idea that GIS2 is a nucleic acid chaperone was discussed in Section 6.2.1 and is based largely on published data about the metazoan homolog, CNBP. The observation that GIS2 can be deleted without showing any detectable adverse phenotype, in the experimental conditions assayed, (Figure 6.2) contrasts with the
fact that CNBP is an essential gene for vertebrate embryogenesis (Abe et al., 2006; Chen et al., 2003). Two different roles have been shown for metazoan CNBP in different model organisms. One is a role in transcriptional regulation, which has been studied in most depth for the expression of c-MYC (Chen et al., 2003; Michelotti et al., 1995; Shimizu et al., 2003). It is the failure in expression of the c-MYC transcription factor (and probably other unknown targets) in the cnbp−/− mouse that is thought to cause embryonic lethality. GIS2 could be involved in non-essential transcriptional regulation in S. cerevisiae. In vitro, CNBP shows a preference for binding single-stranded guanosine-rich probes (Armas et al., 2008; Yasuda et al., 1995). Human CNBP binds to the purine-rich strand of the CT-element in the c-MYC promoter, which is 5 imperfect direct repeats of the “CCCTCCCA” sequence (Michelotti et al., 1995). In S. cerevisiae decreasing PKA activity activates transcription of genes with a STRE in their promoter (Smith et al., 1998). Assuming increasing GIS2 expression and decreasing PKA activity do share some downstream effects, it is interesting to note that the STRE (CCCCT) is a similar sequence to the CT-element. Although the main transcription factors that control STRE gene expression are known to be Msn2 and Msn4 (Martinez-Pastor et al., 1996), it is possible that other factors, such as Gis2, could play a more minor role.

In support of this last idea, CNBP is phosphorylated by PKA in zebra fish embryonic extracts (Lombardo et al., 2007). PKA-dependent phosphorylation of CNBP promoted, in vitro, the annealing of complementary oligonucleotides corresponding to the c-MYC promoter (i.e. its nucleic acid chaperone activity). The authors suggested that PKA-dependent phosphorylation of CNBP represented a conserved post-translational modification to fine-tune gene expression. This phosphorylation site is conserved in other higher eukaryotic CNBPs (T172 in hCNBP), but not in S. cerevisiae Gis2 (Figure 6.1). Thus, whereas a functional link between GIS2 and PKA probably exists in S. cerevisiae, direct control of CNBP function by PKA would have arisen later on in evolution.

The other role described for metazoan CNBP is in translational regulation of mRNAs containing 5′TOP-elements, such as those that encode ribosomal proteins. This role is particularly intriguing when it comes to considering the role of GIS2. In a genome wide study, GIS2 expression was shown to be co-regulated with that of ribosomal
proteins and co-regulation of gene expression often reflects a related function (Brown et al., 2000). The level of ribosome biosynthesis is carefully balanced with growth rate (reviewed by Warner, 1999). Therefore, when growth conditions are good the expression of ribosomal proteins is induced via PKA activity (Klein & Struhl, 1994; Neuman-Silberberg et al., 1995). An attempt was made to assess GIS2 expression levels after switching from raffinose to glucose as a carbon source, but no change in GIS2 expression was seen under these conditions (Figure 6.3C). It is possible those were not the right conditions in which to observe a change in expression levels. The upregulation of ribosomal protein gene expression is seen during the shift from a non-fermentable carbon source, such as glycerol or ethanol, to glucose (Pernambuco et al., 1996). Raffinose is a trisaccharide of galactose, fructose, and glucose, which can be metabolised and used for fermentation. Therefore a better choice of carbon source in growing the culture before glucose addition would have been glycerol.

A potential link between GIS2 and ribosome biogenesis is also suggested by the fact that Nop1, Sbp1, and Pwp1 (proteins that interact with GIS2) (Krogan et al., 2006) have established links to ribosome biogenesis. These proteins are localised to the nucleolus and mutants confer defects in rRNA processing (Schimmang et al., 1989; Tollervey et al., 1991; Zhang et al., 2004). The possibility that Gis2 was also a nucleolar protein was tested by looking at the localisation of Gis2-GFP. However, when tested, this protein localised throughout the cell (Figure 6.4). Unfortunately attempts to clone GIS2-GFP to test whether the fusion protein was functional or not were unsuccessful. However if the images do represent the functional localisation of Gis2, the nuclear and cytoplasmic localisation would be consistent with GIS2 having a role in the transcriptional and translational regulation of gene expression, as suggested for CNBP. Reports on the cellular localisation of CNBP (nuclear or cytoplasmic) vary depending on the model organism, the tissue type, and the developmental stage (Armas et al., 2004; Shimizu et al., 2003; Warden et al., 1994).

Overall, how the proposed nucleic acid chaperone activity of GIS2 would contribute to its in vivo function remains unknown. CNBP is thought to play a role in fine-tuning the level of translation of TOP-element-containing mRNAs (Crosio et al., 2000). This type of fine-tuning role would be consistent with the lack of detectable
phenotype in a $\textit{gis2}\Delta$. In view of the suspected links to Ras-cAMP-PKA signalling and ribosome biogenesis, it is tempting to speculate that $\textit{GIS2}$ could fine-tune gene expression to help cells balance their metabolic state with nutrient availability. Gis2 could do this by altering the stability of nucleic acid secondary structure in mRNAs or at gene promoter elements.
Chapter 7

Deletion of RAS2 suppresses arg4::mec1-4 lethality

7.1 Introduction

The links between GIS2 and Ras activity were discussed in Chapter 6. Although the precise relationship between GIS2 and Ras function remains unknown, multicopy expression of GIS2 and downregulation of Ras activity seem to have some shared downstream effects. The focus of this thesis is on understanding the essential role of MEC1. Therefore, based on what has been learnt about GIS2 (Chapter 6), potential genetic interactions between Ras activity and temperature sensitive mecl strains were investigated.

7.2 Results

7.2.1 Multicopy GIS2 is not a general suppressor of temperature sensitive alleles

Decreasing Ras-cAMP-PKA signalling increases cellular resistance to heat shock (Iida, 1988). Interestingly, decreasing Ras-cAMP-PKA signalling does not significantly induce the expression of heat shock-induced protein chaperones (Boy-Marcotte et al., 1999). It does however cause an increase in the levels of the storage carbohydrate trehalose (α,α-1,1-diglucose) (Tatchell et al., 1985), and trehalose has been shown to increase the thermal stability of proteins (De Virgilio et al., 1994; Hottiger et al., 1994). So, it is possible that an increase in trehalose levels could stabilise the temperature sensitive Mec1-4 protein. This possibility is particularly relevant as there are other examples of temperature sensitive alleles that can be suppressed by decreasing Ras-cAMP-PKA signalling (Section 6.2.7). Therefore, the specificity of the effect of multicopy GIS2 expression on the growth of temperature sensitive mecl strains was assessed. To do this, the ability of multicopy GIS2
expression to improve the viability of other temperature sensitive alleles readily available in the lab was tested.

Strains expressing a temperature sensitive alleles of a condensin subunit (ycgl-2), topoisomerase II (top2-1), separase (esp1-1), and DBF4 (dbf4-1) with either the YEp24 control plasmid or the multicopy GIS2 plasmid were grown overnight at 23°C in SD-URA. The following morning each culture was diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. The agar plates were incubated at the indicated temperature for two days. All four alleles tested showed the expected temperature sensitive growth, and this was not altered by the expression of multicopy GIS2 (Figure 7.1). In addition, the temperature sensitivity of a dbf2-2 allele, tested previously, was also not altered by increased GIS2 expression (Figure 6.7). Therefore multicopy GIS2 is not a general suppressor of temperature sensitive alleles, and the effect of multicopy GIS2 that suppresses the lethality of temperature sensitive mecl strains is most likely to be something more specific to MEC1 function or the temperature sensitive mecl alleles. Although trehalose is a thermoprotectant in wild type cells exposed to heat stress (De Virgilio et al., 1994; Hottiger et al., 1994), whether an increase in trehalose levels can act as a general suppressor of temperature sensitive alleles is not known.

7.2.2 Deletion of RAS2 suppresses arg4::mecl-4 lethality

Based on the proposed role of GIS2 in regulating Ras function (Chapter 6), the effect of downregulating Ras activity on the viability of temperature sensitive mecl strains was investigated. A strain expressing the arg4::mecl-4 allele with a deletion of RAS2 was constructed, along with the congenic wild type controls. The resulting arg4::MECl RAS2 (CEY480), arg4::mecl-4 RAS2 (CEY477), arg4::MECl ras2A (CEY514) and arg4::mecl-4 ras2A (CEY511) strains were grown overnight at 23°C in YPD, diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto YPD agar. The agar plates were incubated at the indicated temperatures for two days. Deletion of RAS2 did partially suppress the temperature sensitivity of the arg4::mecl-4 strain (Figure 7.2).
Figure 7.1 Multicopy GIS2 is not a general suppressor of temperature sensitive alleles. The indicated strains were grown overnight at 23°C in SD-URA. The following morning each culture was diluted to OD_{600} of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. The agar plates were incubated at the indicated temperatures for two days. The plasmids used were YEp24 (empty vector) and pCLE8 (2μm-GIS2).
Figure 7.2 Deletion of RAS2 suppresses arg4::mec1-4 lethality. The indicated strains were grown overnight at 23°C in YPD. The following morning each culture was diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto YPD agar. The agar plates were incubated at the indicated temperatures for two days.
The ras2Δ strain itself was temperature sensitive at 37°C. This phenotype has been reported previously in the literature, and correlates with a defect in cytoskeletal polarity observed at high temperatures in a ras2Δ strain (Ho & Bretscher, 2001; Wigler et al., 1988).

7.2.3 The effect of multicopy GIS2 on the viability of arg4::mec1-4 is epistatic to that of ras2Δ

The data presented so far show that ras2Δ and multicopy GIS2 share the ability to suppress the temperature sensitivity of both the cdc15-2 and the arg4::mec1-4 strains (Figures 5.7 and 6.1). However, the mechanisms underlying these genetic interactions are not known. To investigate this further, the combined effect of ras2Δ and multicopy GIS2 on the growth of the arg4::mec1-4 strain was tested. Strains expressing the arg4::mec1-4 or arg4::MECl alleles, in RAS2 or ras2Δ genetic backgrounds, and with either the YEp24 control plasmid or the multicopy GIS2 plasmid were constructed. These strains were grown overnight at 23°C in SD-URA media, diluted to an OD_{600} of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar (Figure 7.3). The agar plates were incubated at the indicated temperature for two days. Both ras2Δ (CEY585) and multicopy GIS2 (CEY665) suppressed the lethality of the arg4::mec1-4 strain as expected (Figure 7.3). Multicopy GIS2 seemed to have a marginally greater effect than ras2Δ in enhancing the growth of the arg4::mec1-4 strain (compare CEY665 and CEY585 at 34°C). However this is difficult to judge as the growth of ras2Δ strains was slower than that of wild type strains at higher temperatures (compare colony size of CEY565/CEY661 and CEY595/CEY663 at 30°C and 34°C). The level of suppression in the arg4::mec1-4 ras2Δ [2μm-GIS2] strain (CEY667) was similar to that of the arg4::mec1-4 RAS2 [2μm-GIS2] strain (CEY665), so deleting RAS2 did not increase the level of suppression conferred by multicopy GIS2.
Figure 7.3 The effect of multicity $GIS2$ on the viability of $arg4::mec1-4$ is epistatic to that of $ras2A$. The indicated strains were grown overnight at $23^\circ C$ in SD-URA. The following morning each culture was diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto SD-URA agar. The agar plates were incubated at the indicated temperature for two days. The plasmids used were YEp24 (empty vector) and pCLE8 ($2\mu m-GIS2$).
7.2.4 Growth on non-glucose carbon sources suppresses *arg4::mec1-4* lethality

*GIS2* was initially isolated as a suppressor of the inability of *snf1Δ mig1Δ gig1/2/3* mutants to grow on galactose (Balciunas & Ronne, 1999). The *snf1Δ mig1Δ gig1/2/3* mutant has a defect in the transcription of genes required to metabolise galactose. Also, some of the temperature sensitive APC/C and MEN mutants that can be suppressed by downregulating PKA activity can also be suppressed by growth on non-glucose carbon sources (Bolte *et al.*, 2003; Imiger *et al.*, 2000). Therefore, the ability of strains expressing the *arg4::mec1-4* or *arg4::MECl* alleles, with either the YEp24 control plasmid or the multicopy *GIS2* plasmid, to grow on non-glucose carbon sources was assessed. As an additional control, two sets of strains were used: one with *TRP1* and *ade2* marker genes and the other with *trpl* and *ADE2* marker genes. These strains were grown overnight at 23°C in SD-URA, diluted to an OD\textsubscript{600} of 0.5, and 10-fold serial dilutions were spotted on to minimal agar media lacking uracil with either 2% glucose, 2% galactose or 2% glycerol as a carbon source. Agar plates were then incubated at the indicated temperature for two days.

As expected, the expression of multicopy *GIS2* improved the viability of the *arg4::mec1-4* strain when grown with glucose as a carbon source (Figure 7.4A; compare CEY163 with CEY155, and CEY310 with CEY309). The viability of the *arg4::mec1-4* strain was also improved when grown with either galactose or glycerol, as opposed to glucose, as a carbon source (Figure 7.4; compare CEY155 and CEY309 at 30°C in A, B and C). This effect was stronger for the *arg4::mec1-4* strain with *trpl ADE2* auxotrophic markers (CEY309) than with *TRP1 ade2* auxotrophic markers (CEY309) (Figure 7.4; compare CEY155 with CEY309 in B and C). The combined effect of multicopy *GIS2* and growth on a non-glucose carbon source on the viability of the *arg4::mec1-4* strain was greater than either alone (Figure 7.4; compare CEY163/CEY310 in B and C with CEY163/CEY310 in A and CEY155/CEY309 in the B and C). This effect was clearly observable for CEY163 (*TRP1 ade2*), but was not as noticeable for CEY310 (*trpl ADE2*).
Figure 7.4 Growth on non-glucose carbon sources suppresses arg4::mec1-4 lethality. The indicated strains were grown overnight at 23°C in SD-URA. The following morning each culture was diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted on to minimal agar media lacking uracil with the indicated carbon source at 2%. Agar plates were incubated at the indicated temperature for two days. Strains CEY157, CEY165, CEY155 and CEY163 are TRP1 ade2::LK and strains CEY311, CEY358, CEY309 and CEY310 are trp1Δ::hisG ADE2. The plasmids used were YEp24 (empty vector) and pCLE8 (2μm-GIS2).
7.2.5 Suppression of \textit{arg4::mec1-4} lethality by growth on non-glucose carbon sources does not depend on \textit{GIS2}

Figure 7.4 showed that \textit{GIS2} and non-glucose carbon sources had a combined effect on enhancing the viability of the \textit{arg4::mec1-4} strain. To investigate this genetic interaction further, the dependence of suppression by non-glucose carbon sources on \textit{GIS2} was tested. A strain expressing the \textit{arg4::mec1-4} allele in a \textit{gis2Δ} genetic background was constructed, along with the congenic wild type controls. These strains all had wild type \textit{TRP1} and \textit{ADE2} marker genes. The resulting \textit{arg4::MECl GIS2} (CEY480), \textit{arg4::MECl gis2Δ} (CEY724), \textit{arg4::mec1-4 GIS2} (CEY477), and \textit{arg4::mec1-4 gis2Δ} (CEY303) strains were grown overnight at 23°C in YPD. The following morning each culture was diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto YEP agar with either 2% glucose, 2% galactose or 2% glycerol as a carbon source. The agar plates were incubated at the indicated temperatures for two days. The viability of the \textit{arg4::mec1-4} strains (CEY477 and CEY303) was increased by growth on media containing galactose or glycerol, as opposed to glucose (Figure 7.5). The level of suppression conferred by growth on non-glucose carbon sources was similar for the \textit{arg4::mec1-4 GIS2} and the \textit{arg4::mec1-4 gis2Δ} strains. Therefore, the partial suppression of \textit{arg4::mec1-4} lethality by growth on non-glucose carbon sources does not depend on the presence of wild type \textit{GIS2}.
Figure 7.5 Suppression of arg4::mec1-4 lethality by growth on non-glucose carbon sources does not depend on GIS2. The indicated strains were grown overnight at 23°C in YPD. The following morning each culture was diluted to an OD$_{600}$ of 0.5, and 10-fold serial dilutions were spotted onto YEP agar with the indicated carbon source at 2%. Agar plates were incubated at the indicated temperature for two days.
7.3 Discussion

The initial motivation to investigate the potential effect of downregulating Ras activity on the viability of temperature sensitive mecl strains was based on the published genetic interaction between GIS2 and RAS activity (Balciunas & Ronne, 1999). The data presented in this Chapter show that deletion of RAS2 and growth on non-glucose carbon sources can suppress arg4::mecl-4 lethality. Current understanding of the effect of these two conditions on cellular proliferation is much better than the effect of increasing GIS2 expression. Therefore, further consideration of the nature of the interaction between arg4::mecl-4 and RAS2 or carbon source might reveal something about the GIS2-dependent suppression of the lethality of temperature sensitive mecl strains. This point is addressed in the discussion below and in the general discussion in Chapter 8.

7.3.1 Summary of the conditions that suppress arg4::mecl-4 lethality

Three different conditions have been shown to suppress the lethality of arg4::mecl-4: multicopy expression of GIS2, deletion of RAS2 and growth using non-glucose carbon sources. Modulation of PKA activity is important to ensure that the cell adapts its metabolism and growth rate to match the available nutrients (Section 1.6). All three of these conditions can be linked to the downregulation of PKA activity, although none of them in an exclusive manner (Figure 7.6). So, there are published data to suggest that the function of Gis2, and its homologs, is linked to Ras or PKA activity (Balciunas & Ronne, 1999; Lombardo et al., 2007; Xu et al., 1992). However, the role of Gis2 in the cell might be more general than an involvement with PKA activity. For example, in fine-tuning gene expression, which could be in a Ras/PKA-dependent and/or Ras/PKA-independent manner (Chapter 6).
Figure 7.6 The regulation of PKA activity is a common theme in the three conditions that have been shown to suppress $\text{arg4::mec1-4}$ lethality. The thick black line signifies the cell membrane. The dashed lines indicated possible roles for Gis2. The black arrows show how Gis2, the Ras proteins and carbon source can/could all influence PKA activity. The grey arrows represent PKA independent routes by which Gis2, the Ras proteins and carbon source can/could influence cell proliferation. Mec1 is known to be required for successful progression through the cell cycle. Progression through the cell cycle needs to be coupled with the available nutrients, and PKA activity is an important pathway to do this. Therefore, a change in PKA activity could, somehow, compensate for the defect in cell cycle progression in $\text{arg4::mec1-4}$ at the non-permissive temperature. A decrease in PKA activity is a common route by which all three conditions that have been shown to suppress $\text{arg4::mec1-4}$ lethality (grey boxes) could function.
Deletion of *RAS2* decreases PKA activity, but without inhibiting log phase growth, and consequently *ras2Δ* strains have been widely used in experimental studies of the Ras-cAMP-PKA pathway (Engelberg *et al.*, 1994; Tatchell *et al.*, 1985; Xue *et al.*, 1998). However it should be noted that, in addition to their main role in regulating PKA activity, the Ras proteins also have PKA-independent roles. For example, Ras1 and Ras2 have been shown to have a role in mitotic exit (Morishita *et al.*, 1995; Yoshida *et al.*, 2003) and Ras2 signals through the Cdc42/Ste20/MAPK signalling cascade to induce filamentous growth in response to nitrogen starvation (Mosch *et al.*, 1996).

There are several interrelated pathways that exist to stimulate PKA activity in response to the presence of glucose (Colombo *et al.*, 1998; Colombo *et al.*, 2004; Kraakman *et al.*, 1999; Peeters *et al.*, 2006; Rolland *et al.*, 2000). Therefore, in the absence of glucose, these pathways will not be stimulated and PKA activity will be lower. *S. cerevisiae* cells also have PKA-independent responses to the type of carbon source available. So, yeast cells preferentially undergo fermentation using glucose as a carbon source, but they can adapt their metabolism to use a wide range of different carbon sources. The Snf1 protein kinase regulates the main transcriptional response: in the absence of glucose, Snf1 activates the transcription of genes involved in the metabolism of alternative carbon sources, gluconeogenesis and respiration (Carlson, 1999). For example, upregulation of gluconeogenesis and respiration is essential for yeast cells to survive using non-fermentable carbon sources, such as glycerol (Schuller, 2003). Also, transcriptional activation of the *GAL* genes, which occurs in the presence of galactose and in the absence of glucose, is required to convert the hexose galactose into glucose-6-phosphate, which can then be used for fermentation (Johnston, 1987).

Since all three suppression conditions can be linked to the downregulation of PKA activity, the simplest explanation is that the viability of *arg4::mec1-4* is improved for the same reason in each case. Therefore, the prediction is that a downstream effect of decreasing PKA activity can, somehow, suppress the lethality of temperature sensitive *mec1* strains (Figure 7.6). Unfortunately this idea has not yet been tested directly as initial attempts to assess the effect of multicopy *BCY1* or *PDE2* on the growth of temperature sensitive *mec1* strains were not successful.
7.3.2 The relationship between the three conditions that suppress \textit{arg4::mec1-4} lethality

The level of suppression of \textit{arg4::mec1-4} lethality conferred by both \textit{ras2\Delta} and non-glucose carbon sources was similar to the level of suppression described for multicopy expression of \textit{GIS2} (Section 4.2.1). Combining deletion of \textit{RAS2} with increased expression of \textit{GIS2} did not increase the level of suppression of \textit{arg4::mec1-4} lethality further (Figure 7.3). This suggests that both these conditions influence the growth of \textit{arg4::mec1-4} by the same mechanism. Multicopy expression of \textit{GIS2} seemed to confer a marginally greater level of suppression of \textit{arg4::mec1-4} lethality than deletion of \textit{RAS2} did. Therefore, assuming a common mechanism of suppression, other \textit{RAS}-independent effects of multicopy \textit{GIS2} expression could also influence the growth of \textit{arg4::mec1-4} strains.

Increased \textit{GIS2} expression showed a combined effect with the absence of glucose on the level of suppression of \textit{arg4::mec1-4} lethality (Figure 7.4). This is consistent with a model where \textit{GIS2} acts by downregulating the Ras-cAMP-PKA signalling, and the absence of glucose can also independently downregulate PKA activity. In this model, suppression of \textit{arg4::mec1-4} lethality by the absence of glucose should be independent of \textit{GIS2}, and again this is what was seen (Figure 7.5).

One problem with this model however is that multicopy expression of \textit{GIS2} does not have a dominant effect in decreasing PKA activity (Sections 5.2.6 and 5.3.1). For example, the combined effect of the absence of glucose and deleting \textit{RAS2} on the growth of \textit{arg4::mec1-4} could not be tested, because in this situation the level of PKA activity falls too low for cells to proliferate (Figure 6.7) (Tatchell \textit{et al.}, 1985). However, the combined effect of the absence of glucose and increasing \textit{GIS2} expression could be tested (Figure 7.4), which appears inconsistent with the fact that the effect of multicopy \textit{GIS2} on the viability of \textit{arg4::mec1-4} was epistatic to that of \textit{ras2\Delta} (Figure 7.3). Another possibility is that multicopy \textit{GIS2} does not negatively regulate Ras activity, but instead independently causes some downstream effects that are shared by downregulation of PKA activity. Although this model still does not explain why multicopy \textit{GIS2} showed a combined effect on the level of suppression of \textit{arg4::mec1-4} lethality in the absence of glucose, but not with \textit{ras2\Delta}. 
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The observation that the effect of the absence of glucose on the growth of arg4::mec1-4 varied depending on the auxotrophic markers genes of the strain is also puzzling (Figure 7.4). Downregulation of PKA activity causes significant changes to cellular metabolism (Thevelein & de Winde, 1999), and one of these changes may well account for the suppression of arg4::mec1-4 lethality. It is possible that additional changes to cellular metabolism, depending on the auxotrophic requirements of a strain, can influence the level of suppression conferred.

A more detailed analysis of the relationship between GIS2, the Ras-cAMP-PKA pathway and the type of carbon source was beyond the scope of this thesis. But, despite the open questions described above, it remains a reasonable assumption that there is a common mechanism of suppression of arg4::mec1-4 lethality for the three different conditions. This common mechanism of suppression is most likely to be downregulation of PKA activity.
Chapter 8

General Discussion

8.1 The role of *MEC1* in promoting replication fork progression through *RSZs*

The hypothesis investigated in Chapter 3 stated that Mec1 could be required to fine-tune dNTP availability with replication fork progression through *RSZs*. The key prediction of this hypothesis is that the relevant proteins (Mec1, RNR, and Sml1) should co-localise with the replication fork. Therefore, I tested this hypothesis by using ChIP and immunocytology to look for the association of Mec1 and Rnr1 with replicating DNA. However, no data were obtained that supported this hypothesis. Nevertheless, given the technical limitations of these assays (Section 3.3.1), the precise role of Mec1 in promoting continued replication fork progression through *RSZs*, and whether fork progression through *RSZs* depends on the role of Mec1 in regulating dNTP levels, remain open questions.

8.2 The mechanism of suppression of the lethality of temperature sensitive *mec1* alleles by multicopy *GIS2*

8.2.1 Elucidating the mechanism of suppression

Several possibilities were considered and tested experimentally to elucidate the nature of the interaction between the temperature sensitive *mec1* alleles and multicopy *GIS2*. The observation that multicopy *GIS2* could not detectably restore viability of *mec1Δ* or *mec1-kd* (Figure 4.2) suggested that the temperature sensitive Mec1 protein was required for suppression. Two further possibilities were then considered: i) that multicopy *GIS2* directly restored Mec1 activity or ii) that the effect of multicopy *GIS2* bypassed the essential function of Mec1, but still required some residual activity of the temperature sensitive Mec1 protein to increase viability. These models were initially presented in Section 4.3.1 and Figure 4.7.
Mec1 function could be restored by several different mechanisms. One would be to stabilise the temperature sensitive Mec1 protein at the restrictive temperature. This could be achieved by the Gis2 protein binding the temperature sensitive Mec1 protein directly. However, the structure of GIS2 and the behaviour of its metazoan homolog, CNBP, suggested that Gis2 functions primarily through binding to nucleic acids (Section 6.2.1). The temperature sensitive Mec1 protein could also be stabilised by a change in cellular metabolism that generally increases the thermal stability of proteins. Multicopy GIS2 did not have a general ability to suppress the lethality of temperature sensitive alleles of different genes (Figure 7.1). However, multicopy GIS2, and other related conditions such as ras2Δ, do have the ability to suppress the lethality of temperature sensitive alleles of several functionally distinct genes (Chapter 6).

Mec1 activity could also be restored by increasing the expression of the temperature sensitive mec1 allele or by promoting the interaction of the temperature sensitive Mec1 protein with its kinase substrates (Section 4.3). Whatever the mechanism, if Mec1 function was being restored then this should be apparent phenotypically. For example, restoring Mec1 activity in temperature sensitive mec1 strains should restore cell cycle-dependent fluctuations in Sm11 protein levels and would also be expected to increase the ability of cells to grow in the presence of genotoxic stress. The precise effect of multicopy GIS2 on the ability of temperature sensitive mec1 strains to grow in the presence of genotoxic stress remains unclear (Section 4.2.5). Some cell cycle-dependent fluctuation in Sm11 protein levels was seen in arg4::mec1-4 cells expressing multicopy GIS2 (Figure 5.4). This could be a direct effect of increased activity of the temperature sensitive Mec1 protein, it could be a Mec1-independent direct effect of multicopy GIS2, or it could be a consequence of the GIS2-dependent improvement in S-phase progression, as discussed in Section 5.3.2.

Overall, no experimental evidence is presented that strongly argues either way as to whether multicopy GIS2 suppresses the lethality of temperature sensitive mec1 alleles by directly restoring Mec1 function or by bypassing the essential function of MEC1.
8.2.2 Could changes in Smll protein levels account for the suppression?

Multicopy expression of GIS2 lead to two different changes in Smll protein levels: a trend for a general increase in Smll, but also a cell cycle-dependent decrease in Smll (Figures 5.1, 5.3 and 5.4). Although these two changes may appear inconsistent with each other, both could be accounted for by some change in the balance of protein synthesis and degradation. Decreasing Ras-cAMP-PKA signalling is known to have a significant effect on this balance. In a wild type cell, Ras-cAMP-PKA signalling is decreased in response to nutrient deprivation. The resultant effect is to shut down cellular metabolism as cells cease to proliferate. One effect of decreasing Ras-cAMP-PKA signalling activity is to decrease the transcription of ribosomal protein genes, so that protein synthesis rates are decreased (Klein & Struhl, 1994; Neuman-Silberberg et al., 1995). Another effect is to promote autophagy, which is the pathway that targets proteins, and other cytoplasmic constituents, to the vacuolar compartment for degradation (Budovskaya et al., 2004). The results presented in Chapter 7 suggest that suppression of the lethality of temperature sensitive mecl alleles by multicopy GIS2 could be mediated by a downstream effect of decreasing PKA activity. If this downstream effect were a change in the balance of protein synthesis and degradation then the expected overall effect would be to decrease protein levels. This idea is therefore not consistent with the observed general increase in Smll protein levels (Figure 5.1).

A general alteration in the balance of protein synthesis and degradation is also difficult to reconcile with the increase in cell cycle-dependent degradation of Smll protein levels. For multicopy GIS2 to restore cell cycle-dependent fluctuations in Smll protein levels it would need to specifically target the Smll degradation pathway during S-phase, rather than promote the general degradation of the autophagy pathway. The idea that GIS2 could make Smll more accessible to the protein degradation machinery was suggested in Section 5.3.2. Smll is targeted for degradation by the 26S proteasome after ubiquitination by the SCF$^\text{Cde4}$ ubiquitin ligase (R. Rothstein, personal communication). Therefore, this idea could be tested further by assessing the phosphorylation status of Smll and the effect of mutations in the Smll degradation pathway on the suppression of the lethality of temperature sensitive mecl alleles by multicopy GIS2.
Figure 8.1 The nature of the genetic interaction between GIS2 and temperature sensitive mecl alleles. A model outlining possible mechanisms of suppression of the lethality of temperature sensitive mecl alleles (mecl-ts) by multicopy GIS2, as discussed in Chapter 8. The molecular function of Gis2 is most likely to be as a nucleic acid chaperone. Multicopy GIS2, deletion of RAS2, and the absence of glucose have all been shown to independently suppress the lethality of mecl-ts. Assuming a common mechanism of suppression in each case, there are several possible mechanisms for how these conditions could influence the viability of a mecl-ts strain. A) There could be a direct effect to increase the activity of the Mec1-ts protein. B) There could be a modest increase in dNTP levels, for example by increasing the level of dNTP precursors, or by increasing Sml1 degradation. C) There could be a dNTP-independent mechanism of improving S-phase progression, for example by increasing the stability of the replisome.
8.2.3 What is the mechanism of suppression?

Overall, the mechanism of suppression of the lethality of temperature sensitive mec1 alleles by multicopy GIS2 remains unknown. Possible mechanisms of suppression are outlined in Figure 8.1. The only known mechanism for suppressing the lethality of loss of Mec1 function is to increase dNTP levels. So, it is a logical assumption that multicopy expression of GIS2 could, somehow, increase dNTP levels.

I did attempt to measure dNTP levels directly in collaboration with another group, but unfortunately these attempts were unsuccessful. So, the question of whether suppression depends on a modest increase in dNTP levels or not remains open. Other experimental approaches to determine whether there is a modest, GIS2-dependent, increase in dNTP levels would be to measure the rate of petite formation or mutation rate. Petite yeast cells are cells that do not contain functional mitochondria and therefore cannot grow on non-fermentable carbon sources (Bernardi, 2005). Increasing dNTP levels causes a reduction in petite formation: an sml1Δ strain has ~2.5 fold higher dNTP levels than a wild type strain and shows a ~2.3 fold lower rate of petite formation (Zhao et al., 1998). Increasing dNTP levels also causes an increase in mutation rate: an rnr1-D57N mutant (that has lost allosteric regulation) has ~2 fold higher dNTPs levels than a wild type strain and shows ~3 fold increase in the forward mutation rate to canavanine resistance (Chabes et al., 2003a). Therefore assessing the effect of multicopy GIS2 on the mutation rate and the rate of petite formation, compared with wild type and sml1Δ control strains, would be informative in deciding if suppression did depend on increased dNTP levels.

The available evidence suggests that GIS2 encodes a nucleic acid chaperone that is somehow involved in gene expression (Section 6.2.1). With this in mind, multicopy expression of GIS2 most likely causes some change in gene expression. Gis2 could bind to DNA, RNA, or both, and therefore could alter gene expression at different levels: for example transcription, RNA processing or mRNA translation. A detailed consideration of the proposed role of GIS2 in regulating gene expression is beyond the scope of this thesis. So, assuming multicopy GIS2 does cause some change in gene expression, independent of Mec1 function, how could this affect the lethality of temperature sensitive mec1 alleles?
A significant possibility is that, via changes in gene expression, multicopy expression of GIS2 somehow alters cellular metabolism. This effect would be consistent with a common mechanism of suppression of the lethality of temperature sensitive mecl alleles by multicopy GIS2, deletion of RAS2 and growth on non-glucose carbon sources (Chapter 7; Figure 8.1). Assuming there is a common mechanism of suppression in these three situations, a resultant change in cellular metabolism could indirectly impact on dNTP metabolism to partially suppress the lethality of temperature sensitive mecl alleles. For example, a change in cellular metabolism could increase the level of dNTP precursors. This would then increase the flux through the RNR enzyme, and generate the predicted modest increase in dNTP levels that would cause partial suppression of the lethality of temperature sensitive mecl alleles (Chapter 4). Recently, it was shown that threonine biosynthesis contributes to a cell's ability to maintain dNTP pools via its effect on de novo purine biosynthesis and consequent production of precursors for dNTP synthesis (Hartman, 2007). So, mutations in genes involved in threonine biosynthesis show a reduced ability to grow in the presence of HU. A reduction in Ras activity, or increased GIS2 expression, or growth on non-glucose carbon sources could alter the balance of amino acid biosynthesis, with a consequent effect on dNTP synthesis. In support of this idea, genes involved in amino acid biosynthesis can be transcriptionally regulated by cAMP levels (Chen & Powers, 2006; Roosen et al., 2005).

Another possibility is that changes in the redox balance of the cell could influence RNR activity (Carter et al., 2006). To maintain its activity the RNR enzyme must be regenerated after each catalytic cycle. The oxidised form of RNR is reduced by thioredoxin (Camier et al., 2007). One of the effects of downregulation of Ras activity is an increase in the expression of genes that protect against oxidative stress (Charizanis et al., 1999). Therefore a reduction in Ras activity or increased GIS2 expression could lead to an increase in the efficiency of the RNR catalytic cycle by making reduction of the oxidised form of RNR more favourable.

If suppression does not require an increase in dNTP levels, what could the mechanism be? One possibility is that multicopy GIS2 could, somehow, increase the stability of the replisome. The prolonged replication fork stalling observed in mecl-4 and mecl-40 cells is presumably a result of suboptimal dNTP levels, as it can be
suppressed by deletion of SML1 (Cha & Kleckner, 2002). If multicopy GIS2 stabilises the replisome, this could allow replication to proceed more efficiently with a suboptimal level of dNTPs and would reduce the rate of replication fork stalling. An increase in trehalose levels, which is a known effect of decreasing PKA activity (Tatchell et al., 1985), is a plausible mechanism for how multicopy GIS2 could increase replisome stability. Additionally, as a nucleic acid chaperone, Gis2 could bind to stalled replication forks and contribute to replication fork stabilisation.

Alternatively, by altering some aspect of cellular metabolism, multicopy GIS2 could be compensating for other, unknown, defects caused by loss of Mec1 function. The idea that the role of Mec1 is more wide ranging than currently understood is discussed in the next section.

8.3 Crosstalk between pathways that control nutrient availability and genomic integrity

The observation of a genetic interaction between GIS2 and MEC1 brings up the question of the importance of cross talk between different cellular signalling pathways. In fact there is increasing evidence, both in S. cerevisiae and in mammalian cells, that an efficient response to genotoxic stress requires an integrated response of different signalling pathways in the cell.

8.3.1 Examples of nutrient response pathways being used in the cellular response to genotoxic stress

PKA has been shown to contribute to the Mec1-dependent mitotic delay in response to DNA damage (Searle et al., 2004). The Chkl kinase functions downstream of Mec1 to execute this mitotic delay (Section 1.3.4.2). This study showed that, although deletion of TPK1 (a PKA catalytic subunit) is not checkpoint defective on its own, co-deletion of CHKL and TPK1 causes a greater mitotic checkpoint defect in response to DNA damage than deletion of CHKL alone. PKA negatively regulates APC/C activity by inhibitory phosphorylation of APC/C subunits in S. pombe and mammalian cells (Kotani et al., 1998; Yamada et al., 1997). Searle et al. (2004) showed that in S. cerevisiae Cdc20 is phosphorylated on PKA consensus sites in
response to DNA damage, in a Mec1- and PKA-dependent manner. The authors therefore suggest a model where Mec1 can control the activity of PKA to regulate the progression through mitosis, via Cdc20 phosphorylation, in the presence of DNA damage.

The TOR pathway is another nutrient sensing pathway that has been shown to be important for survival in the presence of genotoxic stress (Shen et al., 2007). The TOR kinase (Tor1 and Tor2 in *S. cerevisiae*) is inhibited by the antibiotic rapamycin (Wullschleger et al., 2006). Shen et al. (2007) showed that cells treated with rapamycin had a reduced ability to survive MMS-induced genotoxic stress. This reduced survival rate correlated with a defect in maintaining the MMS-induced transcriptional induction of *RNR1* and *RNR3*.

### 8.3.2 The role of Mec1

Recently a phosphoproteomics screen was conducted to identify novel kinase substrates of Mec1/Tel1 and Rad53 in *S. cerevisiae* (Smolka et al., 2007). This approach identified many new targets in diverse nuclear processes, such as transcriptional regulation and RNA metabolism. A similar, more large-scale, analysis of mammalian proteins that are phosphorylated on ATM/ATR consensus sites in response to DNA damage also identified many new kinase substrates (Matsuoka et al., 2007). In this screen, significant crosstalk between the DNA damage response pathway and insulin-AKT-TOR pathway was identified. One of the identified ATM/ATR kinase targets in this pathway was p70S6K (ribosomal protein S6 kinase). The functional homolog of p70S6K in *S. cerevisiae* is Sch9 (Urban et al., 2007). Sch9 functions in a parallel pathway to Ras-cAMP-PKA in controlling the cellular response to nutrient availability (Toda et al., 1988). Sch9 also contains a significant number of Mec1/Tel1 consensus phosphorylation sites (SQ/TQ motifs), suggesting it could be a target of the genotoxic stress response. Interestingly, deletion of *SCH9* can partially suppress the lethality of temperature sensitive mecl alleles (C. Wardlaw and R. Cha; unpublished data). Future work will focus on establishing whether Sch9 is a substrate of the Mec1 kinase and a possible role for crosstalk between Mec1 function and signalling through nutrient sensing pathways.
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