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Abstract

Electrical Impedance Tomography (EIT) is a recently developed imaging technique. Small insensible currents are injected into the body using electrodes. Measured voltages are used for reconstruction of images of the internal dielectric properties of the body. This imaging technique is portable, safe, rapid, inexpensive and has the potential to provide a new method for imaging in remote or acute situations, where other large scanners, such as MRI, are either impractical or unavailable. It has been in use in clinical research for about two decades but has not yet been adopted into routine clinical practice. One potentially powerful clinical application lies in its use for imaging acute stroke, where it could be used to distinguish haemorrhage from infarction. Hitherto, image reconstruction has mainly been for the more tractable case of changes in impedance over time. For acute stroke, it is best operated in multiple frequency mode, where data is collected at multiple frequencies and images can be recovered with higher fidelity. Whereas the eventual idea appears to be good, there are several important issues which affect the likelihood of its success in producing clinically reliable images. These include limitations in accuracy of finite element modelling, image reconstruction, and accuracy of recorded voltage data due to noise and confounding factors. The purpose of this work was to address these issues in the hope that, at the end, a clinical study of EIT in acute stroke would have a much greater chance of success. In order to address the feasibility of this application, a comprehensive literature review regarding the dielectric properties of human head tissues in normal and pathological states was conducted in this thesis. Novel generic tools were developed in order to enable modelling and non-linear image reconstruction of large-scale problems, such as those arising from the head EIT problem.
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1 INTRODUCTION
1.1 Overview

Electrical Impedance Tomography (EIT) is a relatively new imaging method with which reconstructed images of a subject can be made with array of external electrodes. It is inexpensive, fast, small and portable and has the potential to provide images at the bedside, in the community or for continuous monitoring. Set against these is a relatively poor spatial resolution. It has been in use in clinical research for about two decades but has not yet been adopted into routine clinical practice.

So far, most EIT applications addressed the more tractable case of changes in impedance over time, which permitted effective elimination of stationary artefacts through time-difference imaging. For some applications, such as differentiation of ischaemic from haemorrhagic acute cerebral stroke, time-referenced data is not available, and therefore, employment of spectral information is essential. For this purpose, comprehensive knowledge regarding the dielectric properties of biological tissues in normal and pathological states is required. In this work, such a survey was conducted for the tissues which constitute the human head. These values can be used in order to reliably estimate the magnitude of the peripheral changes which result from these conditions. Accurate Finite Element modelling of complex geometry, such as the human head, and in particular in a multi-frequency setting, result in the requirement to process multiple large-scale problems. In this work, a generic framework for solving multiple large-scale models efficiently was developed. The human head contains thin layers of large impedance contrast, such as the Cerebrospinal Fluid (CSF); therefore, generic methods for image reconstruction, which can effectively deal with large-scale inverse problems, were also developed here. Lastly, in a feasibility study for the application of stroke differentiation, the knowledge and tools developed in this work were combined together to assess the likelihood of such application in the face of realistic confounding factors.

In this opening chapter, EIT is briefly reviewed, and then the scope and outline of this thesis are presented.
1.2 Background

1.2.1 Impedance characteristics of tissues

The body can be considered as a composite volume conductor which comprises tissues with differing electrical properties [5]. Electric conduction within biological tissues occurs through movement of mobile ions. Such conduction is related to the ionic content and ionic mobility of each particular tissue type. Functional activity, as well as pathological conditions, results in structural and histological changes in the tissue. These changes are accompanied by characteristic temporal and spectral electric behaviour. Knowledge regarding the spatial dielectric properties distribution can provide useful information regarding the functional and pathological condition of the tissues.

1.2.2 EIT principles

Electrical Impedance Tomography (EIT) is a recently developing medical imaging modality that provides information regarding the internal electrical properties inside a body based on non-invasive voltage measurements on its boundary. Data acquisition is performed through an array of electrodes which are attached to the boundary of the imaged object. Sequences of small insensible currents are injected into the object through these electrodes and the corresponding boundary electric potentials are measured over a predefined set of electrodes. The process is repeated for numerous different configurations of applied current (Figure 1-1). The internal admittivity distribution can be inferred using this boundary data.

![Figure 1-1. EIT data acquisition principle. Single or multi-frequency current waveform are injected through set of electrodes, while boundary voltages are recorded through a predefined set of electrodes](image)
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1.2.3 The role of EIT

EIT was first proposed as a medical imaging method already in 1978 by Webster [6], and in 1980 uniqueness was proven for the linearised inverse problem by Calderón [7]. The realisation and popularisation of the method can be attributed mainly to Barber and Brown [8].

The potential medical applications of EIT are vast, including detection and classification of tumours from breast tissue [9-11], detection of pulmonary emboli and edema [12;13], monitoring of pulmonary and cardiac functions [14-18], gastric imaging [19;20], detection and monitoring of cerebral ischaemia and haemorrhage [21-26], and localisation of epileptic foci [27;28].

In the 1930's, a similar technique was suggested for geophysics applications, namely Electrical Resistivity Tomography (ERT). This method is used to locate resistivity anomalies using electrodes on the surface of the earth or in bore holes. In the field of industrial process tomography, this method is used to monitor mixtures of conductive fluids in vessels or pipes [29] and for non-destructive testing and evaluation of materials and machine parts [30;31].

In the past two decades, there have been major advances in medical imaging, with the development of hard-field imaging methods, such as Magnetic Resonance Imaging (MRI), X-ray Computer Tomography (CT) and Positron Emission Tomography (PET). In spite of their immense benefits, these methods are all immobile, expensive, and image either anatomy or slow metabolic changes over time. Conversely, EIT is non-invasive, portable, inexpensive, and can potentially provide a high temporal resolution of the order of tens of milliseconds.

1.2.4 The limitations of EIT

As opposed to hard-field imaging modalities which rely on collimated radiation beams which follow a well-defined straight-line trajectory, in EIT the electric current paths are less definite. Electric current propagates in body tissue through ionic interaction, which is intrinsically diffusive. From a mathematical perspective, the problem of recovering inner admittivity distribution from boundary information is a nonlinear inverse problem.
Moreover, the problem is also severely ill-posed in the sense that even small errors in the measured data may cause arbitrarily large errors in the estimate of the internal admittivity. In the presence of measurement noise, the solution can become unstable. Due to these inherited limitations, the spatial resolution of EIT reconstructed images is generally relatively poor.

1.2.5 Modelling and image reconstruction

Image reconstruction comprises two separate stages: In the forward solution, boundary voltages are calculated using an analytical or numerical model of the internal properties and boundary conditions. Accurate forward models need to be capable of representing reliably the governing partial differential equations (PDE) associated with the problem over complex geometry with inhomogeneous impedance distribution and non-trivial boundary conditions [32-34]. The inverse solution procedure uses this information to infer the internal properties from the boundary measurements. Due to the ill-posedness of the problem, conventional image reconstruction methods, such as backprojection, cannot be used reliably. Most reconstruction algorithms for EIT rely on a perturbation approach, in which small variations of the recovered parameters from a known reference state are assumed. Due to the ill-posedness of the problem, a-priori knowledge and assumptions are used in order to regularise and constrain the solution space [35;36]. The general approach is to minimise an objective function, which include two main components: one represents the goodness of fit between the forward model and the given data, and the second include additional arguments which represent priors that are used to regularise, and consequently stabilise the solution [37].

Image reconstruction can be categorised into two main approaches: difference imaging and static imaging. In difference imaging two data sets are measured which correspond to two different target admittivity distributions. Based on the difference between these measurements, the difference in admittivity distributions can be estimated [27;38;39]. This approach is relatively robust, since most stationary noise and error sources are cancelled out. In static imaging, the image reconstruction process employs only a single data set of voltage measurements and the aim is to reconstruct the absolute admittivity distribution.
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This approach involves highly accurate computation of the forward model in an arbitrary admittivity distribution (simulated reference) [40-42]. Such accurate models are typically of large-scale and therefore, introduce great computational difficulties for forward modelling and inverse problem solution.

Apart from introducing priors into the reconstruction procedure, image fidelity can be improved by the addition of independent information, and, in particular, by harnessing spectral information. This information can be used in order to constrain the inverse solution to physiologically plausible solutions. Moreover, this information is essential for improved forward modelling, which allows accurate predictions of the impact of functional and pathological conditions over the boundary voltage, and therefore assists in acquisition and hardware design. It is, therefore, crucial to get a firm understanding for the spectral tissue characteristics as well as the various mechanisms which characterise functional and pathophysiological behaviour. The addition of spectral information results in the requirement for solving multiple forward and inverse problems of larger scale. This requires development of appropriate forward and inverse problem frameworks which can efficiently treat large-scale problems.

1.3 Scope of Thesis

The overall purpose of this thesis was to develop generic methods which would enable improved modelling and image reconstruction of large-scale 3D EIT problems. In particular, the thesis focuses on the challenging problem of head EIT. The thesis has addressed these topics:

1. Physiology and modelling - A comprehensive critical review of the impedance spectrum of human head tissues in normal and pathological conditions was undertaken. This was utilised for a forward modelling study which aimed to set a specification for measurement accuracy for EIT in acute stroke with scalp electrodes
2. Forward problem - Novel generic tools have been developed for efficient solution of multiple large-scale forward models
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3. Inverse problem - Novel generic methods for the solution of large-scale non-linear EIT inverse problems have been developed

This thesis is divided into seven chapters. In Chapter 2, a critical literature review of the local impedance properties of normal head tissue throughout the measurable EIT frequency range is given. The structural representation of the head compartments for modelling purposes was also reviewed. In Chapter 3, the spectral and temporal impedance-related changes during pathological conditions are reviewed. Pathophysiological mechanisms are discussed together with their expected influence over impedance. In Chapter 4, a quasi-static approximation for the EIT forward problem is introduced from the Finite Element Modelling (FEM) perspective. Two novel approaches for processing large-scale forward models efficiently are introduced: monopolar current sources and inverse-based multi-level preconditioning. First, a validation study was performed which set out to compare the accuracy of the developed forward solver with tank data. Second, the method of multi-level preconditioning was utilised for solving the forward problem, and the improvement in computational efficiency was assessed. The 5th chapter begins with a critical review of inverse problem methods with respect to their suitability for large-scale problems and the human head problem in particular. The most suitable non-linear methods were implemented, and a new novel non-linear Newton-Krylov method is presented. Lastly, a comparative study between the non-linear approaches is undertaken. The 6th chapter provides a qualitative estimation for the expected peripheral voltage change due to stroke, derived from an anatomically accurate finite element model. Physiological and acquisition errors were modelled and evaluated as well. The feasibility of performing classification by means of bioimpedance, absolute imaging and MFEIT is addressed. In Chapter 7, there is an overall discussion of the thesis with recommendations for future work.

An undergraduate level familiarity with physics, biology, and a familiarity with the principles of numerical analysis is required for comprehension of this thesis.
1.4 Authorship Statement
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2 DIELECTRIC PROPERTIES OF TISSUES IN
THE NORMAL ADULT HUMAN HEAD
2.1 Introduction

Bioimpedance measurements reflect the dielectric properties of the body tissues. It is possible to determine tissue type and integrity by its distinct spectroscopic signature. Reliable multi-frequency EIT modelling, effective reconstruction algorithms and appropriate instrumentation specifications require comprehensive knowledge regarding the dielectric properties of the tissues under examination, the participating mechanisms during pathological states, and knowledge regarding the expected physiological variability between one subject and another.

For forward modelling, this knowledge is essential in order to determine the propagation of electric fields throughout the medium in normal and abnormal states. For the inverse solution, this information can serve as a gold standard allowing differentiation between different tissues and their condition.

To date, dielectric properties of the human head have been investigated for a limited range of frequencies for the use of EIT [26;32;43]. However, exploiting a wide frequency range can offer better contrast between the different tissues and their conditions.

In this chapter, a literature review for normal impedance values has been conducted. The reviewed studies were incomplete, as there were relatively few for human tissue, measurements have not been made over the entire desired frequency bandwidth of 5Hz to 5MHz, and numerous technical considerations, such as acquisition method, and sample preparation procedures, differed from one study to another. In order to provide a reasonable set of working values for modelling purposes, extrapolations and physiologically plausible estimates were needed.

2.2 Purpose

The purpose of the work in this chapter is to review critically the frequency dependant dielectric properties of the tissues which constitute the head: grey and white matter, cerebrospinal fluid (CSF), blood, skull, scalp, skin and the eye. The anatomical boundaries needed for structural representation of the head tissues for Finite Element modelling are also reviewed. The final estimated and extrapolated values of impedance were subsequently used for simulation studies and image reconstruction purposes in this thesis.
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2.3 Design

A short introduction concerning the physiology of each tissue type is provided, followed by a chronological literature review of the dielectric properties of each tissue. The entire measurable frequency range of an EIT system is reviewed, starting at 5Hz up to 5MHz. An emphasis was set on the frequency - dependant behaviour of the tissues, rather than their absolute admittance at a certain frequency.

Extensive data have been published over the years regarding dielectric properties of the head tissues in their normal state. Various In-vivo and in-vitro measurements and analysis techniques have been used, which encompass different species, freshness levels, and temperatures. There are several useful compendium studies which were helpful in sourcing the available published data [5;44-49]. However, data included in this review have all been obtained directly from the original papers.

Where necessary, impedance values were translated into SI units, and have been presented both graphically and in table form to permit ready comparison.

2.4 Background

Electric current propagation within biological tissues occurs through ionic interactions. This flow is determined by the ionic content and ionic mobility of each particular tissue type. Different tissues vary in their cell structure and cell type composition. These differences result in characteristic dielectric properties and spectroscopic behaviour for each tissue type. However, these properties are also influenced by additional experimental and tissue related factors, such as the temperature and the directions in which the measurements were taken. Many studies attempted to define the dielectric properties of the head tissues; those studies involved tissue samples from various sources and conditions, and varied in their experimental setups. Reported results were represented in various units. In this section, a glossary of terminology is provided, and is followed by an introduction of dielectric relaxation mechanisms which provide a generalised description of the spectroscopic tissue behaviour. Finally, an overview of the various factors which influence recorded impedance properties is given.

2.4.1 Terminology

Interdisciplinary researchers, including physicists, electrochemists, biomedical engineers and electrophysiologists, gave rise to cross-fertilisation of ideas, but also
chose to use different jargon, which unfortunately included confusing misnomers. Before proceeding to the literature review, a description of the basic concepts and definitions of dielectric properties is provided.

The complex parallel admittance of a right prism shaped sample placed between two parallel electrodes of surface area $A$ and separation distance $d$ is defined as:

$$ Y^* = G + i\omega C = \frac{A}{d} \sigma^* = \frac{A}{d} \left[ \sigma + i\omega \varepsilon_0 \varepsilon \right] $$

(2.1)

where $i = \sqrt{-1}$, $\omega = 2\pi f$ is the angular frequency, $f$ is the given frequency in Hz, $Y^*, G, C, \sigma^*, \sigma$ and $\varepsilon$ are frequency dependant and are defined in Table 2-1. The asterisk sign in this context denotes complex valued parameters.

The series equivalent complex impedance $Z^*$ is defined as

$$ Z^* = \frac{1}{Y^*} = R + iX = \frac{d}{A} \zeta^* = \frac{d}{A} [\rho' + i\rho''] $$

(2.2)

where $Z^*, R, X, \zeta^*, \rho'$ and $\rho''$ are frequency dependent and are defined in Table 2-1. The prime and second signs denote the real and imaginary valued components respectively. The complex impedance can also have the following form

$$ Z^* = \frac{1}{Y^*} = R + iX = \frac{G - i\omega C}{G^2 + (\omega C)^2} $$

(2.3)

And similarly the specific complex impedance $z^*$

$$ z^* = \frac{1}{\sigma} = \rho' + i\rho'' = \frac{\sigma - i\omega \varepsilon_0 \varepsilon}{\sigma^2 + (\omega \varepsilon_0 \varepsilon)^2} $$

(2.4)

The resistivity is defined as $\rho = 1/\sigma$ which is different to the real specific resistance $\rho'$, which according to equation (2.4) is defined as

$$ \rho' = \frac{\rho}{1 + (\omega \varepsilon_0 \varepsilon)^2} $$

(2.5)

The complex capacitance $C^*$ can be defined as

$$ C^* = \frac{Y^*}{i\omega} $$

(2.6)

which leads to the definition of the complex relative permittivity $\varepsilon'$

$$ \varepsilon' = \varepsilon - i\varepsilon'' = \varepsilon - i\sigma / \varepsilon_0 \omega $$

(2.7)

where $\varepsilon' = \varepsilon_0 = \varepsilon$. In the common case of an isotropic medium, the permittivity is scalar, but, in anisotropic media, this is not the case and $\varepsilon$ is a rank-2 tensor. The admittivity, or complex conductivity, is the preferred quantity in this study. This quantity is composed of a real valued component (the conductivity) and an imaginary
component (known as susceptivity). The admittivity and complex permittivity are related by

$$\sigma^* = i\omega \varepsilon^* \varepsilon_0$$  \hspace{1cm} (2.8)

Table 2-1. Dielectric properties definitions. (S [Ω⁻¹] denotes Siemens units, and F are Farads)

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol / definition</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductance; Conductivity</td>
<td>G; ( \sigma )</td>
<td>S; ( \frac{S}{m} )</td>
</tr>
<tr>
<td>Capacitance; Specific capacitance</td>
<td>C; ( c = \varepsilon_r \varepsilon_0 )</td>
<td>F; ( \frac{F}{m} )</td>
</tr>
<tr>
<td>Admittance</td>
<td>( Y^* = G + i\omega C )</td>
<td>S</td>
</tr>
<tr>
<td>Complex conductivity / Admittivity</td>
<td>( \sigma^* = \gamma = \sigma + i\omega \varepsilon_0 \varepsilon_r )</td>
<td>( \frac{S}{m} )</td>
</tr>
<tr>
<td>Permittivity of vacuum</td>
<td>( \varepsilon_0 = 8.85 \cdot 10^{-12} )</td>
<td>( \frac{F}{m} )</td>
</tr>
<tr>
<td>Relative permittivity</td>
<td>( \varepsilon = \varepsilon_r = \varepsilon^* )</td>
<td>-</td>
</tr>
<tr>
<td>Out of phase loss factor</td>
<td>( \varepsilon^* = \sigma / \varepsilon_0 \omega )</td>
<td>-</td>
</tr>
<tr>
<td>Complex relative permittivity</td>
<td>( \varepsilon^* = \varepsilon^* - i\sigma^* / \varepsilon_0 \omega )</td>
<td>-</td>
</tr>
<tr>
<td>Resistivity</td>
<td>( \rho = \frac{1}{\sigma} )</td>
<td>( \Omega \cdot \text{cm} )</td>
</tr>
<tr>
<td>Resistance; Real specific resistance</td>
<td>( R; \rho^* = \rho / \left[ 1 + (\omega \varepsilon_0 \rho^2)^2 \right] )</td>
<td>( \Omega; \Omega \cdot \text{cm} )</td>
</tr>
<tr>
<td>Reactance; Imaginary specific resistance</td>
<td>( X; \rho^* = (\omega \varepsilon_0 \rho^2) / \left[ 1 + (\omega \varepsilon_0 \rho^2)^2 \right] )</td>
<td>( \Omega; \Omega \cdot \text{cm} )</td>
</tr>
<tr>
<td>Impedance; Specific impedance / Impedivity</td>
<td>( Z^* = R + iX; \ z^* = \rho^* + i\rho^* )</td>
<td>( \Omega; \Omega \cdot \text{cm} )</td>
</tr>
</tbody>
</table>

2.4.2 Dielectric relaxation mechanisms

The impedance of live tissue comprises resistive elements, such as the intracellular and extracellular space and the membrane resistance, and reactive ones, such as the bi-lipid layer of the cell membrane. A dispersion refers to a steep conductivity increase and decrease of the relative permittivity over frequency, due to increased interaction of the applied current in these bands. The three main steps are termed the \( \alpha \), \( \beta \) and \( \gamma \) dispersions [50]. (Figure 2-1)

The low frequency \( \alpha \) dispersion is associated with three factors: 1) A frequency-dependent conductance of the protein channels in the cell’s membrane. 2) A frequency-dependent counter-ion environment near the charged cell surface. 3) An endoplasmic reticulum effect in muscle tissue only.
The $\beta$ dispersion is typically manifested at hundreds of kHz. It is mainly due to the polarisation of cellular plasma membranes, which act as barriers to the flow of ions between the intra and extra cellular media. The plasma membrane capacitance, the cell radius and the fluid conductivities determine the associated relaxation time. An additional contribution to this dispersion is due to polarisation of proteins and other organic macromolecules [51].

The $\gamma$ dispersion is due to the polarisation of water molecules. Tissue water displays a broad dispersion spectrum, ranging between 100MHz and few GHz [51].

![Graph showing conductivity and susceptibility of grey matter](image)

**Figure 2-1. Admittivity of grey matter across frequency**

Each of these relaxation regions is characterised by a single time constant, $\tau$ which to a first order approximation, can be expressed by the Debye expression \(^1\) for the complex relative permittivity $\hat{\varepsilon}$ as a function of angular frequency $\omega$

$$\hat{\varepsilon} = \varepsilon_{\infty} + \frac{\varepsilon_s - \varepsilon_{\infty}}{1 + i\omega \tau}$$

(2.9)

where $\varepsilon_{\infty}$ is the permittivity at frequencies $\omega \tau \gg 1$, and $\varepsilon_s$ is the permittivity at field frequencies $\omega \tau \ll 1$. Hurt [52] modelled the dielectric spectrum of muscle to the summation of five Debye dispersions together with a static ionic conductivity term $\sigma_i$.

---

\(^1\) Debye relaxation is the dielectric relaxation response of an ideal, noninteracting population of dipoles to an alternating external electric field. This expression can be derived from density of states approximation in quantum mechanics.
\[ \hat{\varepsilon}(\omega) = \varepsilon_\infty + \sum_{n=1}^{s} \frac{\Delta \varepsilon_n}{1 + i \omega \tau_n} + \frac{\sigma_n}{i \omega \varepsilon_0} \]  

(2.10)

where \( \Delta \varepsilon_n = \varepsilon_n - \varepsilon_\infty \), and \( \varepsilon_\infty \) is the permittivity of free space. The complexity of both the structure and the composition of biological material is such that each dispersion region may be broadened by multiple contributions to it. The broadening of the dispersion could be compensated empirically by introducing a distribution parameter. This approach is represented by the Cole–Cole multiple equation

\[ \hat{\varepsilon}(\omega) = \varepsilon_\infty + \sum_{n=1}^{s} \frac{\Delta \varepsilon_n}{1 + (i \omega \tau_n)^{(1-\alpha_n)}} + \frac{\sigma_n}{i \omega \varepsilon_0} \]  

(2.11)

where \( \alpha_n \) corresponds to the width of each dispersion.

### 2.4.3 Kramers-Kronig

The complex relative permittivity \( \varepsilon' \) characterises a linear, causal response of any material to an electric field stimulus. The Kramers-Kronig relations [53] describe the relations between the real and imaginary components of the complex relative permittivity

\[ \varepsilon'(\omega) = \varepsilon_\infty + \frac{2}{\pi} \int_0^\omega \frac{\omega' \varepsilon''(\omega')}{\omega'^2 - \omega^2} d\omega' \]  

(2.12)

\[ \varepsilon''(\omega) = \frac{\sigma_\infty}{\omega \varepsilon_0} - \frac{2}{\pi} \int_0^\omega \frac{\omega' \varepsilon'(\omega') - \varepsilon_\infty}{\omega'^2 - \omega^2} d\omega' \]

where the second relation represents the loss excluding the ionic conductivity. These relations show that conductivity and permittivity are dependent variables. This explains why a conductivity increase over frequency must be accompanied by a permittivity decrease. Kramers-Kronig relations are limited to low amplitude fields, where a linear response applies. For biological materials, this condition is generally met.

### 2.4.4 Measurement techniques

Bioimpedance can be measured by four main techniques, known as: 2, 3, or 4-terminal measurement. Two-terminal measurements are the easiest and are typically used in the load impedance range of 100Ω to 10kΩ. In this method, the same two leads are used to drive currents into the medium and to acquire potential difference measurements. Three-terminal measurements are performed with two terminals and a guard. This technique is useful for high-impedance measurements when the effect of stray...
capacitance can introduce errors as well as when guarded, in-circuit measurements are necessary. Four-terminal measurements are performed using two electrodes to drive current and two to record voltage. This method in principle eliminates series impedances and contact-resistance errors. The impedance of current injecting electrodes becomes immaterial as a constant current source injects a constant current irrespective of electrode impedance; the impedance of electrodes on the recording becomes negligible if the input impedance of the recording amplifiers is so high that negligible current is drawn across the electrodes [54].

When low impedances are measured, a two-terminal connection introduces errors caused by the addition of the series impedance of the connecting leads. As a result, most instruments now use the four-terminal method to perform low-impedance measurements. The measured impedance range and the required accuracy therefore determine the choice of suitable measurement method for a given application.

Most EIT systems apply sine wave, or a composite of sine waves from different frequencies. However, another approach is application of pulse wave form. Such pulse can effectively apply infinite frequency spectrum altogether. In this study, measurements taken in 4 terminal mode were favoured; higher fidelity was accounted for studies in which a calibration procedure is well described.

2.4.5 Anisotropy
Some of the head tissues possess considerable anisotropic admittivity property. This is most pronounced in tissues with a regular cylindrical composition, such as white matter and scalp muscle, and can significantly affect the forward model predictions. Tuch [55] suggested mapping a conductivity tensor using diffusion tensor MRI; he demonstrated a strong linear relationship between conductivity and the diffusion tensor eigenvalues. Wolter et al [56] have demonstrated recently the impact of anisotropy for EEG and MEG field calculations. However, hitherto, there has been no established method for the inclusion of anisotropic admittivity tensors into head models and the inverse solution of the anisotropic case for EIT requires substantial usage of priors to restore uniqueness [57].
2.4.6 Temperature effects

Typically, most bioimpedance measurements were performed at room temperature of 20°C or at body temperature, which for most large mammalian species is around 37°C. Up to the GHz region, there is a linear relation between tissue conductivity and temperature. This behaviour is similar to that of a simple electrolyte, i.e. the temperature coefficient \( \frac{100 \ \Delta \sigma}{\sigma} \left( \frac{1}{^\circ C} \right) \) is about +2 \( \frac{\%}{^\circ C} \). Less consistent but similar behaviour was derived for the permittivity temperature coefficient \( \frac{100 \ \Delta \varepsilon}{\varepsilon} \left( \frac{1}{^\circ C} \right) \), which was found to be around +1 \( \frac{\%}{^\circ C} \) [46]. For most practical applications, a majority of the information content is related to the spectroscopic curvature of tissues, and therefore in this respect, these coefficients are negligible. Nevertheless, measurements acquired at body temperature are required for modelling purposes, and are therefore favoured here. In order to compare results from different studies in a reliable manner, the temperature at which the impedance was measured is mentioned for each reviewed study.

2.4.7 The effect of age

The age of the subject from which a tissue sample was taken is another source of variation in the dielectric properties. The heads of infants and neonates are structurally different from those of adults. This affects mainly the skull, which is less calcified, but also the brain itself and the skin impedance [58]. Moreover, there are large structural variations of the brain tissues between young adults and older subjects [59]. Apart from the structural differences, over the years the head tissues, and in particular the brain, skull and skin, become less hydrated and of lower permittivity.

2.4.8 In-vivo vs. in-vitro

Many studies have been performed on excised tissues. This allows full control over the tissue measurement conditions, such as separation of tissue types and measured volume. However, the impedance is materially affected as cell death rapidly alters the extracellular space and intracellular organelles [46]. Differences of up to 17% in conductivity and up to 49% in permittivity at the frequency range of 10kHz and 10MHz have been observed [60]. The applied pressure of probes may also influence the recorded impedance values.
2.4.9 Inter-species and inner-specificity

Many relevant measurements have been made in other animal species, usually mammalian. The effect of this difference is unclear but, in general, it appears that most mammalian values are similar and that the variation in tissue properties within each species exceeds variations between species [47].

2.5 Normal Tissue Dielectric Properties

2.5.1 Skin

The skin comprises epidermis, dermis and subcutaneous fat. Skin impedance is determined mostly by two layers: an outer dry keratin layer of the epidermis (stratum corneum), which consists of dead epidermal cells, and the underlying deep tissue (dermis and subcutaneous tissue) which contain granular layers of live cells (Figure 2-2). The skin impedance is mainly determined by stratum corneum at low frequencies and by the viable skin at higher frequencies. For the purposes of EIT applications, the dry keratin layer is completely removed when the skin is abraded prior to the application of surface electrodes. Reduction of the skin impedance is important for EIT data acquisition, as it minimises common mode errors when using differential mode measurements [61-63]. For that reason, only the figures given for the granular layers are in our scope of interest.

![Skin Diagram](image)

Figure 2-2. Skin and underlying subcutaneous tissue (adapted from Marieb 1991)

Yamamoto et al [64;65] used an AC bridge with two electrodes to measure the skin impedance of the human forearm at 2Hz to 1MHz. The polarisation impedance of the electrodes and the residual, or stray impedance of the lead wires, were measured separately for all frequencies and subtracted from the human measurements. The
measurements were repeated along a set of 15 stepwise removals of the stratum corneum (the 5th and bottom-most layer of the epidermis) by stripping cellulose tape pressed on the skin. No $\alpha$ and $\beta$ dispersions were observed in the keratin layers. This was attributed to the deceased nature of the stratum corneum layers which contained no live cells and so negligible capacitance [66,67].

While the ventral forearm is essentially a convenient measurement site, skin impedance exhibits a considerable regional variability over the body, showing lower impedance in the regions where sweat ducts are abundant, such as the palms. For this study, measurements from the human head are most appropriate. Rosell et al [61] performed skin impedance measurements over 10 human subjects at 10 different sites including the head. A three terminal measurement technique was used with a coaxial probe; their measurements were at the frequency range of 1Hz to 1MHz and were taken over non-abraded skin and so may be expected to have higher impedance at low frequencies with respect to those acquired over abraded skin. The highest skin impedance was obtained for the leg, whereas the lowest was at the forehead. Unfortunately, their report did not include any quantitative information for the extent of this effect. This study raised another interesting point; immediately after gel application, an impedance increase of up to 20% was reported, a phenomenon that they attributed to the closure of the sweat ducts after application of the cool gel.

Gabriel used an open-ended coaxial probe for skin impedance measurements of dry and wet human ventral forearm, palm and sole [68]. Those measurements sites are characterised by little amount of underlying fat and different thickness of stratum corneum. She reported systematic differences of the data obtained for the three dry skin-types, whereas wetting the skin reduced the differences and resulted in dielectric responses similar to those for high-water-content tissues. However, this study was at the radio and microwave frequency range (1MHz-100GHz), which can serve the purposes of this work mainly qualitatively. In a later publication, dry and wet human ventral forearm skin measurements were taken through the wide frequency range of 10Hz to 20GHz [49].

Another study demonstrating the impact of stratum corneum hydration level over the reliability in which such coaxial probes can measure the true impedance of the
granular skin layer was performed by Raicu et al [69]. They measured dry and 0.9% NaCl saline moistened skin impedance through the frequency range of 100Hz to 100MHz. Special care was given to the effective depth of the measurement probe, which increases as the contact region (including the stratum corneum) becomes more conductive.

**Figure 2-3. Wet skin conductivity over frequency**

**Figure 2-4. Wet skin permittivity over frequency**

Discussion and conclusions for this tissue are presented in 2.6.2.
2.5.2 Scalp

As contra-intuitive as it might seem, the scalp impedance plays a major role in head EIT, as it engaged with currents of the highest density coming from the electrodes, and therefore it is the first stage in which distribution of current into the rest of the layers is determined. Any inaccuracies at this stage will substantially affect the impedance readings of the inner layers.

Traditionally in the UCL group, the scalp has been represented as an isotropic and homogeneous layer of skeletal muscle. However, it is important to understand the underlying anatomy of the scalp to provide better accuracy. The scalp covers upper surfaces of the skull and comprises the following layers: Skin, Connective tissue (subcutaneous tissue), Aponeurosis (galea aponeurotica and occipitalis frontalis), Loose connective tissue, Pericranium. The subcutaneous tissue consists of a close meshwork of fibres, the meshes of which contain fatty tissue; the fibres bind the skin and galea aponeurotica firmly together, so that when the occipitalis or the frontalis scalp muscle is in action the skin moves with the aponeurosis (Figure 2-5).

Figure 2-5. Illustration of the frontal and occipital muscles covering the skull

Burger and Van Milaan measured the scalp resistivity at DC using the four terminal measurement method [70]. This is the only measurement found for scalp resistance alone, but it is concurrent with other values reported for muscle. They also reported anisotropy of the forearm muscle resistivity, which on the longitudinal direction provided almost similar value to the one measured on the scalp, while the transverse measurement was more than twice as resistive.
Schwan used alternating currents for *in-situ* muscle impedance measurements of canine skeletal muscle [44,71]. His measurements were of a non-specified direction and were performed using a two terminal measurement. In a later study, electrodes covered in platinum black were used, in order to reduce electrode polarisation errors. Burger and Van Dongen repeated the human forearm measurement 17 years later in the frequency range of 20-5000Hz [72]. They reported similar values on the longitudinal direction as before, but with transverse impedance, which was about 2.8 times larger than the longitudinal. Stoy et al performed two terminal impedance measurements over freshly killed rabbits and rats, and post-mortem dogs. Their measurements were in the frequency range of 100kHz and 100MHz [73]. For rat tissue, the β dispersion centre frequency was estimated at 197.5kHz with a rapid dispersion slope manifested by dispersion width (alpha parameter) of 0.078. This study did not distinguish between the longitudinal and transverse directions; however, their measurements appear to agree with other measurements made in the transverse direction. Epstein et al took two terminal measurements of canine muscle in the frequency range of 100Hz to 1MHz [74]. The year after, Gielen et al acquired *In-vivo* measurements of rat muscle at the frequency range of 10Hz to 100kHz [75]. Both studies were examining the anisotropic character of the muscle tissue. They concluded an impedance ratio of 5-7 times between the longitudinal and the transverse direction. Bodakian et al were comparing the dielectric properties of freshly excised chicken and beef muscle tissue with defrosted samples at the frequency range of 5Hz - 1MHz [76]. A two terminal needle array electrodes were used in most of their measurements; a choice, which undermined the reliability of their low frequency (<500Hz) measurements. An anisotropic resistivity ratio of about 2 between the longitudinal and the transverse directions observed for the freshly excised tissues between 100Hz and 100kHz. Gabriel et al made two terminal measurements of ovine muscle in the frequency range of 10Hz and 20GHz. These measurements were also modelled as a sum of four Debye dispersions [47-49]. Hart et al [77] took two terminal resistivity measurements of the bullfrog muscle in the frequency range of 1kHz to 1MHz. In addition to the analytical anisotropic models [78] they also calculated the exact contribution of each direction, based on a finite difference model they have generated.
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With their method, they confirmed that the longitudinal conductivity is higher than of the transverse direction. However, the difference in conductivity between these directions appeared smaller than in previous publications, especially for the lower frequencies that were considered in their study.

![Graph showing muscle longitudinal conductivity](image)

*Figure 2-6. Frequency spectrum of the muscle measured $\parallel$ (real part). Question marks denote studies in which the measurement direction was not explicitly mentioned. FD stands for analysis using Finite Difference model, PN stands for Parallel Needle model.*

![Graph showing muscle longitudinal permittivity](image)

*Figure 2-7. Frequency spectrum of the muscle measured $\parallel$ (imaginary part). Question marks denote studies in which the measurement direction was not explicitly mentioned.
explicitly mentioned. FD stands for analysis using Finite Difference model, PN stands for Parallel Needle model

Figure 2-8. Frequency spectrum of the muscle measured \( \perp \) (real part). Question marks denote studies in which the measurement direction was not explicitly mentioned. FD stands for analysis using Finite Difference model, PN stands for Parallel Needle model

Figure 2-9. Frequency spectrum of the muscle measured \( \perp \) (imaginary part). Question marks denote studies in which the measurement direction was not explicitly mentioned.
2.5.3 Skull

The skull is a collection of 28 separate bones, of which most are paired, although some in the median plane are single. There are two kinds of mature bones: compact bone and spongy bone. Compact bone is also called dense bone and cortical bone. Spongy bone is also known as cancellous bone, trabecular bone and medullary bone. Many of the skull bones are flat, consisting of two plates of compact bone (thickness of 1.7 - 4.3 mm) enclosing a narrow layer of cancellous bone (thickness of 3.8 - 5.1 mm) containing bone marrow. The majority of bones in the skull are held firmly together by fibrous joints termed sutures. The skull bones vary in thickness in different regions, but tend to be thinner where muscles cover them (e.g. in temporal and occipital region). In long bones, most of the thickness of the diaphysis (the main or mid section of the long bone) is made of compact bone, with a small amount of spongy bone facing the marrow cavity. The ends (epiphyses) of long bones, however, consist mostly of spongy bone covered with a shell of compact bone.

Figure 2-10. Mid-sagittal projection of the skull. [79]

The skull is indeed a bone of contention [32]. Data published regarding skull impedance covers a wide range of values, and while the impedance is not affected by brain pathology or functional activity, the resistivity of the skull affects measurements
made and images created if the ratio of brain:skull:scalp is incorrect in the models used.

Since the trabecular bone is an inhomogeneous composite material, containing a porous bony matrix filled with fluid, and is structurally and mechanically anisotropic, its electrical characteristics are complex. The high-frequency limit of relative permittivity depends on the water content of the tissue, and the collagen fibres are the main source of dielectric dispersion in a long bone.

Rush and Driscoll [80] measured impedances for half a skull immersed in saline. They assumed that dry skull is effectively an insulator, and that the effective conductivity of the skull is directly proportional to the conductivity of the fluid with which it is permeated. They found that the conductivity ratio of the permeating fluid to the immersed skull was 80. Subsequently, they used a conductivity ratio of 1:1/80:1 for brain, skull and scalp in a concentric spheres model to study EEG electrode sensitivity [81].

The skull resistivity can vary depending on which part of the head it is measured, as the skull thickness is not uniform [82]. Resistivity was measured at 20 sites of a human skull using the four terminal technique. The electrodes and bone samples were soaked in 0.9% saline 24 hours before testing. Skull resistivity was 15.7 times larger at the temporal regions than at the back of the head. Sutures lowered the resistance and the highest resistance values were found in regions where the bone had little or no marrow.

Oostendorp et al performed both in-vivo and in-vitro four terminal skull measurements at the frequency range of 100Hz to 10kHz [83]. In-vivo measurements were made on two subjects, both transversely and sagittally using FEM and inverse problem approach to measure the effective isotropic resistivity. The resulting calculated resistivity appeared much lower than those reported beforehand with relative scalp:skull:brain ratio of 1:1/15:1. Position and bone type variations dependence were further investigated during in-vivo measurements using four terminal technique at 10-90Hz on skull flaps excised from 4 patients during surgery (with a 15 - 65 minute delay between excision and measurement) [84]. Holes were
drilled in the samples to allow the resistivity to be measured at the different layers in the bone sample. (Table 2-2)

Table 2-2: Resistivity of different layers of skull [84]

<table>
<thead>
<tr>
<th>Layer</th>
<th>Range $\rho$ [(\Omega\text{cm})]</th>
<th>Mean $\rho$ [(\Omega\text{cm})]</th>
<th>Mean decrease in $\rho$ over 10-90Hz [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top compact layer</td>
<td>13900-18400</td>
<td>16200</td>
<td>1.8</td>
</tr>
<tr>
<td>Spongiform layer</td>
<td>2400-6200</td>
<td>4700</td>
<td>5.4</td>
</tr>
<tr>
<td>Lower compact layer</td>
<td>9800-35300</td>
<td>20500</td>
<td>8.6</td>
</tr>
<tr>
<td>Bulk</td>
<td>10700-11800</td>
<td>10500</td>
<td>4.6</td>
</tr>
</tbody>
</table>

A year later, frequency dependence of the conductivity of different layers and the bulk were measured and modelled at the same frequency range [85]. The samples were cut from calvarial, temporal, temporal-parietal and inferior occipital regions of the skull. Goncalves et al estimated the effective isotropic skull conductivity by an EIT-based method using spherical shells for analytical solutions [86;87]. In that study, 64 measurement electrodes and 7-10 pairs were used to inject sinusoidal current of 60Hz. Data acquisition was in 4-terminal mode. They also used a combined analysis of EEG/MEG inverse problem of Somatosensory Evoked Fields / Somatosensory Evoked Potential (SEF/SEP) and calculated the brain and skull resistivity [88]. Extension of their EIT analysis method to include realistic head model using Boundary Element Method (BEM) provided lower skull resistivity values with similar resistivity values for the brain.

Further conductivity measurements were made in five temporal bone samples temporarily removed during epilepsy surgery [89]. A series of measurements were made with an array of 16 electrodes, using two electrodes to inject the current, two electrodes as reference and ground, and the other electrodes to measure the potential distribution in an extended 4-terminal measurement. Measurements were also made on a piece of post mortem skull. The conductivity measured was about 10 times higher than any previously published data (see Appendix A for a summary of the data presented in this section). This difference could be due to the fact that the measurements were made a very short time after excision, while other samples have been dried and then re-soaked. The high conductivity could also be due to a thin layer of saline on the surface of the skull.
Since there is no published data regarding the spectroscopy of the skull throughout a wide frequency range, long bone which consist of lamellar and trabecular (or cancellous) bone are considered. Such bone has a similar composition to skull.

Figure 2-11. Long bone microstructure [90]

Chakkalakal et al investigated the impedance of bovine cortical bone immersed in saline with DC current [91,92]. They reported resistivity values in the radial direction, which were two orders of magnitude smaller than reported before at 98% relative humidity conditions [93]. They have suggested that the larger pores in the bone were not filled with fluid. Kosterich et al compared the dielectric properties of freshly excised and formalin fixed femoral rat bone over the wide frequency range of 10Hz to 100MHz [94]. They noted that for frequencies lower than 100kHz, conductivity was almost constant, whereas at higher frequencies there was a rapid increase.

Reddy et al investigated the dielectric properties of bovine cortical bone in three orthogonal planes in the frequency range of 1kHz - 1MHz [95]. They employed a differential two terminal method in which a known reference was measured at each frequency to account for stray capacitance effect. They reported the largest frequency dependence to be in the radial direction. Dielectric properties of bone marrow and cortical bone were measured in frequency range of 1kHz to 1GHz and 1kHz to 30MHz respectively, using two electrodes method at a temperature of 25°C for bone marrow or
37°C for bone tissue [96]. A small dispersion was noticed in the permittivity data from the marrow with a centre frequency of 1MHz; this probably corresponded to β dispersion of the blood included in the sample. De Mercato and Garcia-Sanchez demonstrated the impedance dependence on orientation [97]. They compared the dielectric properties of distal and proximal epiphysis trabecular samples with those of the diaphysis, and found the epiphysis resistivity to be less than half of the diaphysis; these differences reflect the microstructural differences of the bone at these regions. Unlike previous studies in which the samples were completely immersed in a physiological solution, a method that give rise to polarisation errors, in this study a special apparatus was used to maintain bone saturation with no immersion.

Later, Saha and Williams investigated the anisotropy of human distal tibia cancellous bone over frequency range of 120Hz-10MHz [98]. They found that the axial direction was characterised by lower permittivity and resistivity with respect to the transverse plane, where small differences were found between the anterior-posterior and the lateral-medial directions. Dielectric properties of wet human compact bone from distal tibia were measured by Saha and Williams in three orthogonal directions (axial, transverse, circumferential) using two terminal mode at 120Hz to 10MHz for axial direction and 10kHz, 100kHz and 1MHz for the normal directions [99]. The measurements were taken at 27°C and 100% relative humidity. The resistivity of the bone samples for the axial direction exhibited frequency dependent behaviour; the resistivity of the sample decreased by 23% in the frequency range of 120Hz to 10MHz. De Mercato and Garcia-Sanchez [100] measured dielectric properties of bovine femur in three directions (radial, axial, circumferential), using the two terminal technique at temperature of 23°C at three frequencies of 100Hz, 10kHz and 1MHz. They found a linear relation between the conductivity and the relative permittivity in each direction. Both conductivity and permittivity were larger in the axial direction than in the other two normal directions. This reflects the conductivity’s dependence on the bone’s anisotropic structure as fluid content in the axial Haversian systems is larger than in radial or tangentially connective channels. Gabriel et al [49] measured the impedance of cancellous human bone which contained red bone marrow at 23°C in the frequency range of 100kHz - 20GHz, ovine cortical bone at 37°C at 1MHz - 20GHz and bovine
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marrow at 37°C between 10Hz - 20GHz. These were taken with two terminal measurements. Sierpowska et al demonstrated the dependency of volumetric trabecular bone mineral density and its relative permittivity [101]. The dielectric and mechanical properties of femoral bovine trabecular bone samples from various regions were measured. The bones were frozen and defrosted prior to the measurement procedure. Measured frequencies were between 50Hz and 5MHz. Later they [102] measured the impedance of cadaver human trabecular knee bone at the same frequency range. Tibia and femoral trabecular bones were defrosted to room temperature (22°C) after they were kept frozen for 12 months. While there were no significant differences between the tibia and the femoral bone throughout the entire frequency range, human trabecular bone was found to be twice as conductive as bovine.

Figure 2-12. Cortical bone conductivity

![Cortical bone conductivity graph](image-url)
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Figure 2-13. Cortical bone permittivity

Figure 2-14. Trabecular bone conductivity
2.5.4 Cerebrospinal Fluid (CSF)

CSF is a clear colourless ionic fluid. It normally contains little protein and has a low pH and low concentration of glucose, potassium, calcium, bicarbonate and amino acids than plasma. However, the concentration of sodium, chloride, and magnesium is greater in CSF than in plasma. Few cells are usually present in the CSF; 0-5 cells/mm³ in adults is considered as normal. In human, the total volume of CSF contained within the ventricular system and the subarachnoid space is estimated to be 80-150 ml. The ventricular system alone is believed to contain from 15-40 ml of CSF, and about 75 ml surrounds the spinal cord.

As an ionic fluid, the CSF is expected to have a high conductivity. Radvan-Ziemnowicz et al compared human and feline CSF conductivity frequency dependence at 1kHz - 30kHz [103]. They reported conductivity temperature dependency to be \( +1.9 \frac{T}{T_C} \). Baumann et al measured the properties of CSF using the four terminal technique in a Perspex measuring cell at 10Hz - 10kHz, they compared the measured values at room temperature with those obtained at body temperature [104]. The samples were frozen and then de-frozen. As expected, no evidence for reactive component were found (\( \varepsilon = 0 \)). Latikka et al measured the CSF resistivity \textit{In-vivo} in patients with brain tumours during surgery with a monopolar needle at a single frequency of 50kHz [105].
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Figure 2-16. CSF (marked in blue) adapted from Marieb 1991

<table>
<thead>
<tr>
<th>CSF conductivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>conductivity [S/m]</td>
</tr>
<tr>
<td>frequency [Hz]</td>
</tr>
</tbody>
</table>

- * Radwan-Ziemnowicz 1964 human @ 24.5 C
- * Radwan-Ziemnowicz 1964 human (compensated for) 37 C
- Baumann 1997 human @ 25 C
- Baumann 1997 human @ 37 C
- Latikka 2001 human @ 37 C

Figure 2-17. CSF conductivity
2.5.5 Brain

Anatomical division of the brain partitions it into two hemispheres; each hemisphere is divided into the following six lobes: frontal, parietal, temporal, occipital, limbic system and insula. The outermost layer of the cerebral hemisphere is composed of grey matter (made up of cell bodies), whereas the inner layer consists of white matter (the axons of the brain cells).

![Brain diagram](image)

Figure 2-18. Left: brain lobes [106]; Right: grey and white matter illustration [107]

Many studies modelled the brain as a single homogeneous section, for the sake of geometric simplicity [33;108-113]. Several studies attempted to provide an estimation for the impedance of the whole brain, as the ratio between the impedance of scalp, skull and brain [112;114;115], however, the reliability of such approximations is dubious, especially for inner regions of the head. Another approach is to consider the relative volume proportions of these tissue types and provide some weighted average of grey and white matter values. Recent studies on 50 men and 50 women quantified the proportions to be 55% grey matter, 27% white matter and 18% CSF [116;117].

Considering the whole brain as a single homogeneous compartment does not account for the fact that white matter is about twice as resistive as grey matter and is highly anisotropic. In addition, these tissues are affected in a different way by pathophysiological processes.

2.5.6 Grey matter

Grey matter mainly consists of nerve cells soma and their supporting glial cells. Its structure is predominantly isotropic with nerves running in diverse directions.
Freygang and Landau used current pulses of 0.3-0.7ms duration on cat grey matter using four terminal measurement method [118]. Assuming a single pulse is delivered without periodicity, the spectrum of such a pulse included a strong DC component and a continuous frequency packet in the form of sinc(f), where the first lobe which encompassed 67% of the energy has a null at \( \frac{1}{\mu} \). Therefore, this impedance measurement was a superposition of DC measurement and the entire band below \( \frac{1}{\mu} = \frac{1}{0.5\mu} = 2\text{kHz} \), as opposed to sine wave acquisition which provide data regarding a single frequency. Although impedance of grey matter can be considered as isotropic, it should not be considered as homogeneous. Ranck measured specific impedance of rabbit cerebral cortex, and noted that the cerebral cortex is not homogenous due to lamination and the presence of cell bodies, and homogeneity can only be assumed at distances greater than 200 \( \mu \text{m} \) [119-120]. Ranck also mentioned that the presence of pial blood vessels could interfere with the conductivity measured by 5-25% if the vessels are within 0.5 mm of the current injection. A sine wave of 5Hz to 50kHz of sub-stimulating amplitude (2.8-11 \( \mu \text{A} \)) was injected into the cortex, and two electrodes were used to measure the impedance. The electrodes were placed 300 \( \mu \text{m} \) apart due to the suspected local inhomogeneity. Shunting effect of the blood vessels was taken into account on this study by compensation of 10% correction for blood conductivity. Measurements on rat during REM sleep were performed 3 years later using a similar method at frequencies between 1.5Hz and 3kHz [121]. He reported max reactivity of 7° at 50-100Hz which can be related to the \( \alpha \) dispersion of grey matter.

Van Harreveld et al studied the impedance of rabbit cortex using a tissue slab containing both white and grey matter [122]. The impedance was measured using two terminal measurements. One electrode was placed on the cortical surface and one on the lateral ventricle underneath. A sinusoidal current of 1kHz was used. Li et al performed four terminal measurements with needle electrodes of cat grey and white matter at the low frequency of 0.1-1Hz [117]. Whilst the fact that white matter impedance is in agreement with other work, the values are almost twice that of other papers. The increased values maybe due to the fact that current at very low rate was used (0.1 to 1Hz), which effectively measured the resistivity for DC.
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In their review, Geddes and Baker [5] reported resistivity values averaged over low-frequency of 5Hz to 5kHz. To calculate the average, they used values obtained from the papers by Crile, Freygang, Ranck and Van Harreveld, [118;119;122;123]. These values should be considered with caution as they were averaged over frequencies, species and measurement techniques. In addition, they also report the ratio of transverse to longitudinal resistivity of this fibrous tissue ranging between 5.7 and 9.4 obtained from the various papers they reviewed.

Robillard and Poussart studied grey and white matter impedance dependency with depth over frequency range of 20Hz to 2kHz using four terminal measurements [124]. As impedance can differentiate between tissue types, they demonstrated that depth electrodes localisation could be assessed using impedance measurements. Stoy et al measured the dielectric properties of canine grey and white matter in-vitro at frequency range of 100kHz - 100MHz at room and body temperature [73]. Surowiec et al measured the dielectric properties of post-mortem bovine grey matter at similar frequencies at room temperature [125]. Gabriel et al measured both ovine and human brain impedance using the two terminal method [49]. Ovine was measured over a wide frequency range from 10Hz to 20GHz, whereas post-mortem human brain was measured between 300kHz and 20GHz. Latikka et al recorded the impedance of white and grey matter in-situ using a needle electrode in human subjects undergoing brain surgery for deep brain tumours [105]. A monopolar blunt needle was placed in the path of surgery. Measurements were acquired in white and grey matter as the needle was moved towards the centre of the brain. Measurements were performed at frequency of 50kHz and a current of 2 μA. Greater variation was seen in the grey matter, both inter and intra-individually, possibly due to different physiological structures in different areas of grey matter. It may also be due to the fact the measurements were made during surgery on patients with brain tumours, which may have spread to surrounding tissue affecting the results.
Figure 2-19. Grey matter conductivity

Figure 2-20. Grey matter permittivity

2.5.7 White matter

White matter constitutes nerve fibres, which are highly anisotropic. Impedance measurements therefore depend on the orientation of the measuring electrodes in the nerve fibre bundles.
Freygang and Landau used current pulses of 0.3-0.7 ms duration and 1kHz rate on cat white matter in a similar method as described in 2.5.6 [118]. In this study, the current was applied across the whole cortex using the four terminal measurement technique. They found the resistivity of white matter to be 1.5 times of the grey matter.

Nicholson measured the specific impedance of cerebral white matter in cats using 20Hz to 20kHz current at 1μA, looking at both the transverse and longitudinal measurements [1]. The measurements were made at body temperature, using point electrode placed on the nerve fibres and a remote electrode of a platinum plate placed between the cerebral hemispheres. There was a decrease in impedance measured, as the frequency increased. The transverse impedivity measurements were approximately 9 larger than the longitudinal measurements. Means were taken to minimise the conducting effect of blood capillaries and corrections were made to the data.

Van Harreveld et al reported resistivity of the white matter measured on rabbits to be 4.6 ± 0.2 times that of grey matter [122]. The study of Ranck and Bement on the cat dorsal column indicated the ratio between transverse and longitudinal resistivity of 8.8 or 5.7 respectively [2]. Sinusoidal current of 5-10μA at 5-10Hz was passed through 40μm diameter platinum wire placed near the midline on the surface of the dorsal columns. The voltage was measured with an additional pair of glass microelectrodes. In the same paper, Ranck characterised the frequency dependence of the dorsal column at frequencies of 5Hz to 50kHz using the same method he used to measure the grey matter of rabbit [119]. The ratio between transverse and longitudinal resistivity was 5.6
at 5Hz to 2.9-3.1 at 5kHz and 50kHz. A reactive component was observed between these frequencies peaking between 5kHz and 50kHz with maximal value of 7°.

![White Matter Conductivity Graph](image1)

**Figure 2-22. White matter conductivity**

![White Matter Permittivity Graph](image2)

**Figure 2-23. White matter permittivity**

### 2.5.8 Blood

Blood is a circulating tissue composed of fluid plasma and cells. The plasma forms the liquid part containing electrolytes and large organic electrically polarised molecules. Apart from the plasma, the blood consists of several kinds of corpuscles: about 96% of them are red blood cells (also known as erythrocytes), 3% are white blood cells...
(leukocytes) and the reminders are platelets (thrombocytes). In haemolysed blood, erythrocytes are disrupted and their intracellular material is discharged into the liquid. Therefore, the electrical properties of whole blood and haemolysed blood are naturally very different. Whole blood exhibits $\beta$, $\gamma$ and $\delta$ dispersion, but curiously almost no $\alpha$ dispersion [51]. Erythrocytes are poor conductors of electrical current at low frequency compared with the extracellular medium or plasma which surrounds them. It is difficult to determine the dielectric constant of blood at low frequencies, since the capacitative part of the current is exceedingly low. On the other hand, the conductivity of the blood has almost linear dependence on haematocrit (the volume proportion of red blood cells occupied in the blood), so the concentration of erythrocytes critically determines the blood’s resistivity. The normal haematocrit range for adult males is 40% - 54%, and 37% - 47% for adult females. Blood resistivity is also effected by motion, flowing blood exhibits a lower resistance than stationary blood [127]. An extensive table that summarises most of the factors that influences impedance can be found in Hirsch et al study [128].

![Diagram of blood composition](image)

**Figure 2-24. Blood macroscopic composition: plasma 44-61% of whole blood; buffy coat containing leukocytes and platelets about 2% of whole blood; erythrocytes about 37-54% of whole blood (adapted from QA international 2004)**

Hober [129-131] was first to measure red blood cells impedance at low and very high frequencies, and noted that after the cells had been haemolysed and their membrane destroyed, the resistivity became frequency independent.
Burger and Van Milaan [70] performed four terminal measurements of human blood at DC frequency. They were using 0.01 - 0.001% heparin (a non electrolyte solution) to avoid coagulation, stressing that the low concentration used should not produce a significant influence on the measured impedance. Rosenthal and Tobias conducted impedance measurements of normal human blood at 1kHz and at 37°C using two terminals and an impedance bridge [132]. This study was investigating the effect of haematocrit level on impedance. Hirsch et al were investigating the relationship between blood resistivity and its erythrocyte concentration [128]. Their two terminal experiment setup included design of a horizontal cylinder measurement cell to avoid sedimentation effects. They derived a relation between red cell count and its conductivity. Schwan [71] compendium study quote whole blood measurements taken from rabbit at body temperature over the frequency range of 1kHz - 10MHz. Burger and Van Dongen [72] took four terminal measurements of human and bovine blood and bovine plasma over the frequency range of 20Hz - 5kHz using a horizontal tube as a measurement cell. Heparin was added to all samples and they were measured at 20°C and 40°C. They found blood resistivity to be frequency independent at their low - frequency range, but noted a linear relation to temperature (−1.13 \frac{\text{pS}}{\text{C}} \text{ and } −1.56 \frac{\text{pS}}{\text{C}} \text{ for human and bovine respectively}). Schwan [51] showed that blood almost does not exhibit α dispersion; for haematocrit of 40%, β dispersion had total permittivity increment of 2000, and centre frequency of 3MHz. Pfutzner performed two terminal measurements of sheep, porcine, microcytic (small red blood cells) and normal human blood, at frequency of 50kHz. He was investigating the effect of haematocrit concentration on impedance. When blood samples of 90% haematocrit were measured it was found to be 4 times more resistive than those of 20% haematocrit, while in the normal range for human blood, a high level of haematocrit is twice as resistive as a low level of haematocrit[133].

The relationship between the electrical impedance parameters and haematocrit of normal human blood was determined at 37°C in the haematocrit range of 20 - 40% for four types of anti-coagulants: acid citrate (ACD), ethylene diamine tetra - acetic acid (EDTA), sodium heparin (SH) and sodium citrate (SC) [134]. Zhao et al reported the largest resistivity when SH was used to anti-coagulate the samples, while those with
SC had the lowest values. In another publication Zhao et al [135] performed four terminal measurements of human blood flow at body temperature. The 4 electrodes were in the middle of the blood column to reduce the effect of sedimentation of blood cells. The cylinder measurement cell design allowed laminar blood flow. Gabriel et al conducted two terminal measurements over ovine blood at temperature of 37°C in the frequency range of 1MHz - 20GHz [47-49]. Casas reported mean ratio of $R_\|/R_\perp$ 1.9 ± 0.4, with centre frequency of 2020 ± 420kHz, with $\alpha$ of 0.16 ± 0.03, measured in porcine blood samples [136]. Jaspard et al studied the influence of haematocrit on the dielectric properties of animal blood in the frequency range of 1MHz to 1GHz and temperature of 37°C [137]. They found that an increase in haematocrit level induced an increase in the number of cell membranes with a decrease in the volume of plasma. Similarly, when haematocrit increased a drop of conductivity and an increase of relative permittivity were observed.

![Figure 2-25. Blood and its ingredients conductivity](image_url)
2.5.9 Eye

The eyes can be used as another alternative pathway for current injection or as electric potential measurements site for EIT data acquisition. The reason why eyes could be used for this purpose arises from the topology of the brain and skull. The optic nerve is a cranial nerve that connects the eye with the related occipital cortex without being interrupted by the skull and the CSF shunting effect. It is therefore a relatively conductive pathway for the current to flow through and comprehensive knowledge of its anatomical structure as well as dielectric properties is essential for accurate modelling.

Despite its relatively small dimensions, the eye is a complex ensemble of tissue types and structures (Figure 2-27). The anterior chamber is the area bounded in front by the cornea and in back by the lens, and filled with aqueous. The aqueous (aqueous humour) is a clear, watery solution in the anterior and posterior chambers. Its electrolytic composition is similar to that of blood plasma. The canal of Schlemm provides drainage for the aqueous fluid to leave the eye. The rest of the eye is filled with vitreous humour, a transparent, colourless mass of soft, gelatinous material.
comprising about $2/3$ of the eyeball's volume. It is a transparent substance, composed of collagen and hyaluronic acid, with water content of 99%. The cornea is a clear, transparent portion of the outer coat of the eyeball through which light passes to the lens. It mainly consists of extracellular fibrillar proteins with very few intervening cells. The iris gives the eyes colour and functions similarly to a camera aperture. The aperture itself is known as the pupil. The ciliary body is an unseen part of the iris, and together with the ora serrata form the uveal tract. The lens, which helps to focus light on the retina, is composed exclusively of tightly packed cells, with minimum extracellular space. The conjunctiva is a clear membrane covering the white of the eye (sclera). The choroid is the layer between the sclera and the retina and carries blood vessels. The retina is the innermost coat of the back of the eye, formed of light-sensitive nerve endings that carry the visual impulse to the optic nerve. The optic nerve conducts visual impulses to the brain from the retina.

Figure 2-27. The anatomy of the eye [138]

Watanabe et al performed in-situ two terminal measurements of white rabbit cornea impedance [139]. Their measurements were at the frequency range of 10kHz - 1MHz. They noted two sub-dispersions, a low frequency ($\omega_c = 70kHz$) associated with the endothelial layer, and the second at higher frequencies ($\omega_c = 2MHz$) related to the cornea epithelial layer. Gandhi quoted a value of 0.11 $\mu$m for the eye and the lens as a unified unit, for 60Hz [140]. However, as the eye consists of several membrane
structures, this value is expected to rise significantly at higher frequencies. Jurgens performed in-vitro four terminal measurements of porcine eyes at room temperature, 24-48 hours after excision [141]. Measurements conducted at the frequency range of 10kHz-1MHz. As expected, the aqueous and vitreous humours and the cornea displayed a flat frequency response, with no relaxation, as their cell content is negligible. The cortical and nuclear compartments of the lens, on the other hand, displayed relaxations. Gabriel et al measured the cornea, lens (cortex and nucleus) and the retina of ovine eyes at temperature of 37°C and frequency range of 10Hz-20GHz [47-49]. Kohli et al used a computer assisted AC impedance system to measure the DC voltage current characteristics and AC impedance of a goat lens [142]. The impedance of the eye lens against frequency showed an α dispersion at 0.1Hz. Lindenblatt carried out in-vitro measurements of the complex conductivity of bovine eye cornea, lens, sclera, vitreous humour and aqueous humour, at the frequency range of 10Hz-2kHz [143]. They noted that due to the high sensitivity of the eye tissues to electric current flow in these frequencies, only relatively low currents can be applied without introducing non-linearity of the measured substance. Their measurement setup included a lock-in amplifier to reduce effects of electrode polarisation, and flat ring electrodes, which did not penetrate the sample to prevent echo currents.

![Figure 2-28. Eye tissues conductivity](image)
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Figure 2-29. Eye tissues permittivity

2.6 Discussion and Conclusions

2.6.1 Skin

Measurements for wet skin acquired by Gabriel et al [49] and Raicu et al [69] were in good agreement over the entire frequency range. These values were considerably more resistive than those obtained by Yamamoto and Yamamoto [64,65]. These differences are both due the partial absence of the stratum corneum layer at the latter measurements, but also affected by the variation in electrodes design usage. A critical review by Martinsen and Grimnes [144] argued that multi-frequency In-vivo measurements of the stratum corneum alone are impossible to attain with present electrodes design, due to the strong dependence between measurement depth and frequency.

As the keratin layer is completely removed during the skin abrasion, the Yamamoto experimental setup seems to be more consistent with the expected skin impedance to occur following the preparation stage for MFEIT measurements. Nevertheless, further measurements over abraded scalp skin with improved instrumentations are still required.

The skin and any coupling substance such as gels of various types used to assist electrode contact, together form an interface between the external measurements
circuit and the interior of the body. This interface is characterised by the Electrode-Skin Impedance (ESI). Numerous studies conducted in order to quantify the impedance related to the skin-electrode interface [145-149], suggesting different equivalent parametric models for estimating ESI effect. However, this fundamental issue which requires delicate care for any bioimpedance application, goes beyond the scope of this discussion, which concentrates in the tissue's impedance.

2.6.2 Scalp

Considering the reported values for skeletal muscle, the temperature influence appeared to be a dominant factor. Measurements taken at 37°C were about a factor of 2 more conductive than those acquired at room temperature. Values measured by Gabriel et al [47-49], which covered the entire required frequency range, acquired at body temperature, and considered anisotropy, appeared to conform to other recent results with respect to the characteristic behaviour of the tissue over frequency. For these reasons, these values were chosen to represent skeletal muscle admittivity most reliably for modelling purposes. Nevertheless, four terminal measurements incorporating numerical modelling over this frequency range is yet desired.

The scalp is indeed composed mostly of muscle, but there are distinctive regions which are composed of other tissues which were not been considered in this review. Further measurements of the scalp impedance at various positions are still desirable.

Ultimately, an anisotropic forward model should account for the large extent of muscle anisotropy. For the time being, no established method was developed to map the scalp muscles' directionality. Given a simplistic isotropic model, crude assumptions and compromises needed to be considered in order to provide representative values. This task is especially difficult as the portion of transverse and longitudinal current flow is subject to the orientation of the tissue with respect to the injecting electrode positions. A crude assumption would be to consider ⅓ of the current to flow transversely and ⅓ longitudinally, which represent the relative likelihood of current in random orientation to flow in each direction. However, the high resistivity of the skull would draw the current to flow in parallel to the skull, rather than over the normal direction. On the other hand, for in-depth measurements, which are favoured for MFEIT of the head, injection is more likely to be in
diametrically opposed direction, which means that the current would have a large component that would flow in the normal direction, which would then encounter mostly the transverse component of the scalp impedance.

2.6.3 Skull

Dielectric properties of the skull are influenced by several factors: bone composition (skull layers-structure), non-uniform geometry, anisotropy and age (water content is reduced and bone marrow is changing from red to yellow with age, which increases resistivity). In addition, the reliability of the impedance measurements is also affected by the freshness of the samples, exposure to air and freezing effects.

Low-frequency skull impedance manifested a wide range of values, which for direct measurements varied by a factor of 8.4, and in location by a factor of almost 16. The main conclusion is that reliable representation of the skull impedance should consider its layered nature [84;85;117] and its geometric variability [89]. Any attempt to provide a simplified representation as a single homogeneous and isotropic tissue is likely to provide indefinite results.

All available studies measuring dielectric properties of the skull were conducted either at low frequencies to allow accurate EEG modelling, or at high frequencies above 1MHz. For the intermediate frequencies, the frequency response of long bones, which have similar composition to skull, can be considered. Moreover, the cortical part of the skull appears to have a notable degree of anisotropy. In such case, the circumferential direction of long bone can be considered as equivalent to the tangential direction of the skull cortical layers. Similarly, the radial direction of long bone can represent the radial component of the skull top and lower cortical layers.

Only Gabriel et al [49] and Kosterich et al [94] made impedance measurements of cortical bone at body temperature. The values they obtained were notably higher than those measured at room temperature. Yet neither study, had considered the bone anisotropic properties. From measurements acquired by Reddy et al [95], De Mercato and Garcia-Sanchez [100] and Saha and Williams [99], it is clear that the axial direction is consistently more conductive than the radial and the circumferential directions. These results agree with the histological composition of long bone. However, there is a large discrepancy as to the extent. This dispute is of small relevance for this discussion.
as only the radial and circumferential directions need to be considered to represent the skull. Another apparent difference is related to the samples' species. Measurements from human cortical bone were more conductive than bovine cortical bone (a factor of 2.9 - 7.2 in the radial direction).

In this respect measurements reported by Saha and Williams which were made on human bone are favoured. Unfortunately, the absence of permittivity measurements in that study in the circumferential directions dismisses this data for EIT purposes. Due to the limited frequency range of the other two alternative anisotropic studies, Kosterich et al.'s [94] isotropic measurements, which were performed over a wide frequency range at body temperature, remained most relevant. It is reasonable to assume that rat cortical bone is more conductive than of human; however, no qualitative figures are available to substantiate this presumption.

Bovine trabecular bone is known to be denser and less porous than the human trabecular bone [150]. Comparison of measurements reported by Sierpowska et al on bovine [101] and human [102], using similar method and temperature, showed a conductivity ratio of 1.8 - 2.4. Another source of variability for this type of bone is related to the site from where the sample was taken. The latter study showed that tibia appears to be more conductive than femur by about 18% - 20%. Moreover, even measurement from the same bone sample taken from different regions varied by a factor of about 3 [97].

A possible choice for modelling purposes would be to correct values acquired for trabecular bovine femur samples by Sierpowska et al [101] by the ratio of conductivity acquired between human and bovine samples in their later study [102]. In addition a correction is required to adjust the measurement temperature from 22°C to 37°C.

The live skull impedance values measured by Hoekema et al [89] and Akhtari et al [84;151] fall within the range of weighted conductivities of the chosen values for cortical and trabecular bone.

Generation of a three-layered finite element skull mesh is a challenging task, which requires precise knowledge regarding the inner structure of the skull. In cases where the skull is modelled with a single layer a compromise need to be considered. A crude approximation can be a homogeneous distribution of weighted average of \( \frac{1}{2} \) cortical
bone and ½ a trabecular bone, which roughly represents the average volume distribution of the two bone types.

Nevertheless, both choices for cortical and cancellous bone are far from being ideal for representing the skull impedance reliably. Direct \textit{in-vivo} measurements of a live skull over a wide frequency range at different skull sites, accounting for anisotropy are yet required.

### 2.6.4 CSF

Due to small concentrations of cells this fluid displays negligible frequency dependence. The high ionic concentration translates into high conductivity of the CSF with respect to any other tissue constituted in the head. As the CSF surrounds the whole brain and occupies the ventricles within the brain, this conductivity contrast gives rise to a substantial shunting effect of currents injected through the head. Therefore, despite the difficulty in modelling such a thin layer, it is important to account for this compartment effect as well as account for the presence of ventricles.

There is a good agreement between the temperature dependent values provided by Radvan-Ziemnowicz [103] and Baumann [104]. The latter measurements covered the widest frequency range and reported a mild frequency response, which appear more reasonable. However, Baumann used defrosted samples; a process which might damage the cell membranes. This could partly explain the higher resistivity values obtain by Latikka et al for \textit{in-vivo} measurements [105]. On the other hand, as samples used by Latikka et al were obtained from brain tumour patients, those samples might have been infiltrated by malignant cells [152], resulting in resistivity increase.

For modelling purposes Baumann values can be considered, however, non-defrosted CSF impedance measurements at body temperature and over a wider frequency range are required.

### 2.6.5 Grey matter

Most of the variation between white and grey matter, apart from the anisotropy of white matter, is due to the water content of the different tissue types [96]. Calculations by Foster indicated that grey matter consist of 82% water while white matter consist of 72% water [153]. Nightingale examined the water content of the three brain regions of mouse dissected out and desiccated. For the cerebellum the water content was
0.765g/1g of tissue, 0.737g/1g of tissue for the cerebrum and 0.723g/1g of tissue for the brain stem [154].

The most profound discrepancy arose between In-vivo versus in-vitro measurements. In-vivo reported values [117-121;155] were 3-8 times more conductive than values obtained in-vitro [49;73;125]. This variance could possibly be attributed to a poor compensation for the resistive contribution of the electrodes contact impedance over the two terminal studies. In-vitro measurements conducted by Gabriel et al [49] indicated that human grey matter is up to 52% more resistive than ovine grey matter at frequency range of 300kHz and above. This claim substantiated by Latikka et al’s In-vivo human measurements [105] as compared with Ranck’s rabbit measurements (53%).

There is a good agreement regarding the permittivity values among all authors. The $\alpha$ dispersion appears to occur around the 30 - 100Hz region.

Although measurements obtained by Gabriel et al spanned over a wide frequency range, they were performed up to 2 hours after the ovine death, which questions their validity for low frequencies. For modelling purposes, measurements acquired by Latikka et al can be regarded as a gold standard for the frequency of 50kHz [105]. Thus, with respect to the considerations above, Ranck [155] measurements adjusted to Latikka et al values at 50kHz could serve as a valid estimate for grey matter admittivity values for the frequency range of 5Hz - 50kHz. For higher frequencies, results acquired by Gabriel et al attuned accordingly could be used. Similar In-vivo human measurements as performed by Latikka et al over the entire frequency range are required.

2.6.6 White matter

Several studies demonstrated the influence of white matter anisotropy property for EEG and MEG modelling [56;156;157]. However, no studies had been published for the influence on the EIT problem.

Again, In-vivo measurements were considerably more conductive than in-vitro values. As opposed to the grey matter tendency, bovine white matter was found to be up to 63% more conductive than human [49].

63
Only the studies of Nicholson and Ranck [1;2] accounted for the anisotropic nature of white matter. Their measurements showed the conductivity in the longitudinal direction to be about 10 or 3 times larger than that in the transverse respectively. Ranck’s measurements were performed over cat spinal cord dorsal columns. This site is characterised by well-defined nerve fibres directionality. Nevertheless, the anisotropic ratio he found was lower than the one reported by Nicholson or by Geddes and Baker [5] compendium review.

Stoy's measurements of canine at room and body temperature showed conductivity difference of 25%-37% above 100kHz [73]. Such ratio is expected for this temperature difference.

Due to the large anisotropic variability, raw results reported by Latikka et al [105] could not be considered as a gold standard in this case. For isotropic approximation, nerve fibres can be assumed to be randomly oriented. In such case, contributions of 1/5 and 2/5 over the longitudinal and the transverse direction respectively, together with compensation of about 10-20% for the inter-species difference brings Ranck and Bement [2] results with a very good agreement with those of Latikka et al [105]. For higher frequencies, in-vitro values obtained by Gabriel et al [49] can be considered. These values need to be translated according to the mean difference from the spectrum obtained from Ranck and Bement recording, for the overlapping frequency range. Such choice could serve as a crude estimation for isotropic modelling of the white matter. Still, reliable in-vivo values accounting for anisotropy over a wider frequency range are required.

2.6.7 Blood

Three main factors have the largest influence upon blood impedance. The haematocrit level had the most profound effect, altering blood conductivity by a factor of up to 11.6 between 19% to 94% haematocrit. For a normal range of haemtocrit these differences reduce to about 54% for male and 36% for female blood at 50kHz [133]. Temperature provided a difference of about 40% between 18°C and 37°C [70;72]. Another significant factor was the samples source (species), which introduced a difference of about 6% between human and bovine, 21% between human and ovine. These differences reflect the different metabolic demands related to these species and genders.
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There were no continuous measurements throughout the entire reviewed frequency range. There seems to be an agreement among the authors that up to about 100kHz blood exhibits no, or minimal frequency response. From then on a pronounced impedance change, which corresponds to the β dispersion occurs, with a centre frequency between 2-3MHz [51;135-137].

For modelling purposes at the low frequency range Zhao’s measurements, which accounted for haematocrit level, temperature and sample species appear to be most trustworthy. These values should be extrapolated down to lower frequencies with relatively minor deviation from the true values. For frequencies above 1MHz, Jaspard et al [137] values for bovine blood which accounted for haematocrit and temperature can be considered.

Nevertheless, further measurement with flowing blood at body temperature, with controlled haematocrit level on wide frequency range are still required.

2.6.8 Eye

Only the cornea, lens, retina sclera, vitreous and aqueous humours compartments were considered, as the smaller compartments were normally too small to be measured independently or had very small influence over the total conductivity of the eye. The volume ratios were estimated from the image given in [158] to be 4% for cornea 3% lens, 9% retina, 14% sclera, 5% and 65% aqueous and vitreous humour respectively.

There is an agreement among the authors that the cornea, vitreous and aqueous humours display no relaxation up to 10MHz. The high density of cellular membranes and low extra-cellular water content of 5%, can explain the relaxation manifested by the lens. The conductivity values given by Jurgens et al [141] for the cornea were considerably larger then those reported by Gabriel et al [49] and Lindenblatt et al [159]. Considering the cornea’s composition Jurgens findings are surprising.

Due to the lack of available measurements through the entire desired frequency range, in this exceptional case, extrapolated values derived by Gabriel et al [48] were considered. Comparison of these values with Lindenblatt et al [159] for the low frequency range of 10Hz and 20kHz showed a good agreement for all eye tissues except the vitreous humour permittivity. This value was measured by the latter at
higher frequencies than our scope of interest, and its extrapolation poorly matched the expected values.

Eye admittivity can be approximated for modelling purposes to have the volumetric average of its compartments, along with the extrapolated values reported by Gabriel et al. The vitreous humour should be considered to have similar frequency dependency behaviour to saline.

The vitreous humour which comprises the largest relative volume has the foremost role in determining the eye impedance. However, the presence of blood vessels across the vitreous humour may result in higher conductivity; an effect which was not accounted in the measurements. There is still a requirement for human eye measurements at body temperature, over the entire frequency range of interest.

Current density safety limits is another essential issue which requires a special attention while considering the eye as a possible current injection site. These limits are derived by the sensation threshold, stimulation of the retina’s cones and rods, and by stimulation of the brain neurons. Attwell used the retina as a model for the field’s effect over the central nerve system (CNS) [160]. The retina has practically evolved all the possible mechanisms of the brain: neurons in the outer retina process information as graded voltage changes similarly to dendrites of central neurons, amacrine and ganglion cells in the inner retina generate calcium and sodium action potentials, together with all the intra-extra cellular biochemical signalling pathways. The retina’s role is the amplification of small signals under the presence of biochemical noise (even up to a single photon); hence its sensitivity can serve as a guideline for current magnitude while injecting current through the eyes. A reasonable estimate for an external field to produce retinal phosphenes (visual sensations arising from mechanical or electrical stimulation of the eyeball) is about $10 \text{mA} \text{cm}^{-2}$ for frequencies lower than 100Hz. Although one could argue, that for some applications, phosphenes can be allowed to occur as long as no damage is produced to the retina. However, as current is expected to flow through the cell’s membrane as well as through the limited amount of ECF (about 2% for the retina) for frequencies above 100Hz, we must assess the limitation for higher frequencies as well. Dalziel measured the perception threshold of current delivered through the hand via copper wire at frequencies 50Hz-100kHz [161]. The
results are summarised at Table 2-3. While the current values are not relevant for EIT application, the overall trend is expected to be similar. Therefore, for the higher frequencies higher currents can be injected without stimulating the nerves [162].

Table 2-3. Effect of the frequency of applied current on the perception threshold.

These values refer to the perceptions of current passed through the hand

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Current level for 0.5 percentile perception [mA]</th>
<th>Current level for 50 percentile perception [mA]</th>
<th>Current level for 95 percentile perception [mA]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.4</td>
<td>1.1</td>
<td>1.8</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>1.1</td>
<td>1.8</td>
</tr>
<tr>
<td>1000</td>
<td>1.1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>10000</td>
<td>8</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>100000</td>
<td>100</td>
<td>150</td>
<td>200</td>
</tr>
</tbody>
</table>

2.7 Summary Graphs

The figures below represent an isotropic approximation for the admittivity values of the human head tissues in body temperature (Figure 2-30 and Figure 2-31). These graphs were constructed according to the recommendations and guidelines suggested in this study. Yet these values should be used with caution due to the large extent of adjustments and corrections, which were required in order to obtain this data.

Figure 2-30. Conductivity of the head tissues
Figure 2-31. Permittivity of the head tissues
3 PATHOPHYSIOLOGY OF THE HEAD
TISSUES AND THEIR DIELECTRIC IMPACT
3.1 Introduction

In Chapter 2, a literature review of the admittivity values for tissues which constitute in the normal head was presented. During pathological states, various pathophysiological mechanisms can be observed on the microscopic and macroscopic level. These changes alter the biochemical composition and structure of the cells and their environment, and therefore result in a characteristic electrical spectroscopic behaviour. As a result of these changes, differentiation between various tissues' conditions by means of bioimpedance measurements may be possible.

Comprehensive knowledge regarding these mechanisms and their impact on dielectric properties of the head tissue is crucial for development of multi-frequency EIT techniques. For modelling purposes, this key information enables reliable estimation of the expected multi frequency peripheral boundary voltage changes subject to the local changes introduced by certain pathologies. These model-based predictions can assist in studying the feasibility of MFEIT applications, such as distinguishing between ischaemic and haemorrhagic stroke [163;164] and the localising of epileptic foci during long-term epilepsy monitoring [28]. Such studies also provide essential input for hardware and acquisition design. Another beneficiary of this knowledge would be the image reconstruction process. Images of higher fidelity can be achieved by adjustment of the reconstruction algorithms to enhance changes of particular spectral signature and reject others as artefacts.

3.2 Purpose

This chapter introduces the pathophysiological mechanisms occurring in the human brain in acute stroke, epilepsy and tumours. The purpose of this work was to review the literature on published impedance values of these conditions. These values are used later on for modelling of stroke in this thesis.

3.3 Design

A description of the impedance-related participating mechanisms is provided, followed by a chronological review of the available publications. The considerations for favouring one study over another are brought in the discussion section.
3.4 Background

3.4.1 Stroke

Stroke can be broadly divided in those resulting from infarction of the brain (Ischaemic stroke) and those resulting from intracerebral and subarachnoid haemorrhage (Haemorrhagic stroke) [165]. Approximately 86% of strokes result from infarction, and the remaining 14% are due to haemorrhage according to the Lausanne Stroke Registry (LSR) [166]. (Figure 3-1)

The LSR reports that about 55% of strokes are caused by cerebral vessel thrombosis. This stroke, which occurs due to formation of a blood clot within cerebral arteries damaged by arteriosclerosis, falls into two subcategories: large-vessel thrombosis and small-vessel thrombosis. Large-vessel thrombosis accounts for approximately 43% of strokes. 20% involve small-vessel disease, which causes a type of thrombotic stroke known as lacunar stroke. Approximately 15% of strokes are caused by cerebral embolism, a type of ischaemic stroke that occurs when circulation to a portion of the brain is blocked by an embolus originating elsewhere in the circulation, most frequently from the heart or from the cervical portion of the carotid artery. Part or all of the embolus is carried through the bloodstream until it lodges within an artery too small to allow passage, preventing the blood behind it from passing as well.

Haemorrhagic stroke may be due to an intracerebral haemorrhage or subarachnoid haemorrhage. An intracerebral haemorrhage occurs when an affected artery within the brain ruptures, flooding the surrounding brain tissue with blood. The major risk factor for intracerebral haemorrhage is hypertension. Most signs and symptoms associated with intracerebral haemorrhage are caused by the compression of brain structures and blood vessels. Subarachnoid haemorrhage (bleeding into subarachnoid space) usually follows the rupture of an aneurysm or an arteriovenous malformation (AVM).
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Figure 3-1. Pathogenesis of stroke according to the LSR

Recent developments in stroke treatment allow triage of clot busting therapy for ischaemic stroke. The treatment, which is performed through the administration of tissue Plasminogen Activator (t-PA) drug, requires definite elimination of haemorrhagic stroke case within 3 hours from the stroke onset, as the treatment is hazardous for patients who suffer haemorrhagic stroke [167]. Differentiation between the two stroke types has been addressed as a possible MFEIT application [163;164], and is revisited in Chapter 6.

3.4.2 Epilepsy

Epilepsy is the most common neurological disorder after stroke, with about 60 million individuals affected worldwide. According to the National Society for Epilepsy (NSE) [168] 1 in every 200 adults in the UK has epilepsy and 1 in every 100 children.

Epileptic seizures are identified as episodic, uncontrolled, excessive, synchronous discharges of groups of central neurons, that can be generated from excessive synaptic excitation, decreased inhibition, or increased activity of both excitatory and inhibitory synapses [169]. This condition characterises a particular type of discharge, known as clonic, in opposition to the tonic discharge, where neurons are firing incoherently and randomly.

Seizures can be classified according to their symptoms and the portion of the brain involved in the discharge. A general distinction divides them into convulsive if there is twitching or cramping of muscles or nonconvulsive in their absence. Seizures can be
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partial if only a limited part of the brain is involved or generalised if a major area is implicated. Partial seizures can also be classified as simple or complex: simple if consciousness is retained and complex if it is lost or at least impaired [170]. Partial seizures can also evolve into secondary generalised seizures, spreading in larger brain areas. This kind of condition is known as temporal lobe epilepsy if it originates in structures of the temporal lobe and is the most common type of seizure.

Epileptic EEGs are also characterised by interictal discharges, brief abnormalities that occur between seizures (ictus or ictal activity), usually without noticeable effect on the patient. Other warning symptoms are the auras, various sensations that forecast impending attacks. They consist in optical or olfactory hallucinations or peculiar feelings in the viscera (similar sensation as butterflies in the tummy).

Structural imaging of the brain provides means to distinguish epilepsies into symptomatic and essential. Symptomatic epilepsy is the manifestation of an identifiable brain lesion or disease, while essential epilepsy does not have a clear origin.

Although epilepsy can be controlled by an appropriate drug treatment in up to 75% of the patients, some continue to have seizures despite these treatments. A small percentage of the remainder may be eligible for neurosurgery (approximately 3%), during which the part of the brain that is considered to be the cause of the seizures is removed with a surgical operation [171]. The localisation of epileptic foci has been addressed as a possible application of MFEIT [172;173].

3.4.3 CNS Neoplasms (Brain tumours)

Primary Central Nerve System (CNS) neoplasms represent 2% of all cancers and are the 6th most common group of tumours in adults and the 2nd most common form of cancer in children, accounting for 20% of cancers in children under the age of 15 years [174].

The classification of CNS neoplasms is based on the World Health Organisation (WHO) classification of central nervous system tumours. The neuroepithelial group of tumours accounts for approximately 60% of all primary brain tumours. The majority of these are astrocytic tumours. The most common primary brain tumours are glioma and they begin in the glial cells. There are many types of gliomas, of differing histology.
Astrocytomas arise from star-shaped astrocytes. In adults, astrocytomas most often arise in the cerebrum. In children, they occur in the brain stem, the cerebrum, and the cerebellum. Brain stem glioma occurs in the lowest part of the brain. A brain stem glioma most often are diagnosed in young children and middle-aged adults. Oligodendroglioma arises from cells that form the fatty substance that covers and protects nerves. These tumours usually occur in the cerebrum. They grow slowly and usually do not spread into surrounding brain tissue. They are most common in middle-aged adults.

Some types of brain tumours do not begin in glial cells. A medulloblastoma usually arises in the cerebellum. It is the most common brain tumour in children. Meningioma arises from the meninges (the membranes surrounding the brain and spinal cord) and is most commonly found in children and young adults. They are usually slow growing. Schwannomas arise from Schwann’s cells that line the nerve that controls balance and hearing in the inner ear. The tumour is also called an acoustic neuroma. It occurs most often in adults. Craniopharyngeoma grows at the base of the brain, near the pituitary gland. This type of tumour most often occurs in children.

Figure 3-2. Left: Severe glioma-glioblastoma multiforme (GBM). These neoplasms are quite vascular with prominent areas of necrosis and haemorrhage [175]; Right: Macroscopic example of glioma arising in the cerebral hemisphere [175]

Brain tumours have a number of originating aetiologies and may arise following head injury, viral or bacterial infection, metabolic and other systematic diseases, and are associated with exposure to toxins and radiation as well as genetic abnormalities [176]. Some are due to tumours that metastasised to the brain from other parts of the body in which they were developed. Others are believed to have originated in embryonic cells left in the brain during development [177]. In some cases, tumours are
a consequence of embryological timing and migration errors - if germ cell layers differentiate too rapidly or the cells migrate to the wrong location, they exert neoplastic influences within their unnatural environment. These are a primary cause of congenital tumours.

Vargova et al have compared diffusion parameters of the extracellular space of the brain tumours and control [178]. Their measurement showed that the extra cellular space (ECS) volume was increased in all studied glial tumours and medulloblastomas except for oligodendrogliomas. There was a positive correlation between the size of the ECS volume and proliferative activity of the tumour.

3.5 Pathophysiological Tissue Properties

3.5.1 Ischaemic stroke

Two main pathological states violate the cell's homoeostatic condition: hypoxia and ischaemia. While hypoxia is merely a state of reduction in the availability of oxygen, affecting oxidative phosphorylation and ATP production, ischaemia is caused by a reduction in blood flow, which results in addition in the accumulation of catabolites.

On the cellular level, the ischaemic cell attempts to overcome the lack of oxygen by switching from aerobic to anaerobic metabolism \(^2\). Anaerobic metabolism leads to the accumulation of osmotically active products, such as lactic acid, which causes a reduction in intracellular pH value, and this result in increased intracellular osmotic pressure. At the next stage, the availability of ATP is severely reduced; subsequently the energy dependent sodium-potassium pump in the plasma membrane reduces or even ceases its transport activity. The Active transport mechanism failure, leads to alteration in the intracellular ionic contents. Subsequently membrane depolarisation occurs, as the intracellular sodium concentration increases and potassium concentration decreases. Then chloride ions and a large amount of calcium flow into the cell. The influx of calcium leads to the release of a number of neurotransmitters, which in turn activate N-methyl-D-aspartate (NMDA) and other excitatory receptors on other neurons. These neurons then become depolarised, causing further calcium influx, further glutamate release, and, therefore, a local amplification of the initial

\(^2\) i.e. from production of ATP by oxygen (aerobic) to use of glycogen and creatine phosphate instead (anaerobic)
ischaemic insult. The joint effect of failure of the active transport, opening of the voltage-dependant ionic channels and anaerobic metabolism, results in substantially high concentration of ions and catabolites. This state induces an influx of water aiming to balance the osmotic pressure on both sides of the cell’s membrane. Consequentially the cell swells, causing oedema. This phenomenon occurs primarily among the grey matter glial cells.

The extra-cellular space of grey matter is about 10-20%; therefore even a small change in its volume complement results in a considerable impedance increase. Due to the cell membrane permeability at high frequencies, this effect is most profound at low frequencies. Different cell types react differently to a state of hypoxia/ischaemia. Brain cells are especially vulnerable to the lack of oxygen, as the transmission of electric impulses and biosynthetic reactions within the neurons requires a continuous intracellular energy supply. This energy is mainly produced by glucose breakdown during aerobic glycolysis. When brain cells resort to anaerobic glycolysis, the availability of intracellular glucose is dramatically reduced and therefore neurons are more susceptible to hypoxia than most other cell types.

Within seconds to minutes of the loss of perfusion to a portion of the brain, an ischaemic cascade is unleashed, which if left unchecked, causes a central area of irreversible infarction surrounded by a penumbra of potentially reversible ischaemic tissue. A hypothesis for the expected changes over longer periods of 10 hours to few days can be considered as similar to the one following tissue excision. After all metabolisms had almost ceased, the β dispersion is expected to decline noticeably and eventually to disappear completely. Accordingly, a resistivity decrease accompanied with a decrease in permittivity at low frequency is expected [46].

Van Harreveld measured cerebral impedance of rabbit brain using a two terminal method, during circulatory arrest [179]. The measurements were performed at a fixed frequency of 1kHz. Five minutes after circulatory arrest, there was a sudden large drop in conductivity, assigned to the development of a cortical negativity (asphyxial potential). After the rapid drop, the conductivity continued to decrease at a decreasing rate. After 4-5 hours the conductivity became only 20-30% of the original value. The reactance change was significantly smaller than that of the resistance in amplitude,
though similar in terms of percentage change. This significant conductivity change is a result of the contribution of several mechanisms: 1) Cooling of the brain to room temperature (about 20% decrease), 2) Draining of fluid from the cortical surface and lateral sinus and possibly intercellular fluid (additional drop of 15-20%), 3) Emptying of blood vessels (10% decrease). Van Harreveld postulated that the rapid conductivity drop was due to a transport of ions from the intercellular compartment into the cells and fibres. Unfortunately, these results cannot be interpreted to specific impedance, as the geometry of conductance is not clear and the measurements reflect changes at a single frequency only.

Surowiec measured the dielectric properties of bovine brain, liver, kidney and spleen after excision, at frequencies from 20kHz to 100MHz [180]. Organs had been removed and kept refrigerated, and periodically, a sample was removed and examined. Their report regarding grey and white matter was only qualitative, indicating significant changes in permittivity for grey matter, and similar, but much less profound changes for white matter.

Holder measured In-vivo, in-situ cerebral impedance changes in rats during ischaemia [22]. Ischaemia was invoked by diathermy of the vertebral arteries and reversible occlusion of the common carotid arteries. Cortical and scalp electrode arrays were positioned in the frontal occipital plane. Four terminal measurements were performed using the Sheffield EIT system at 51kHz. Cortical measurement showed an impedance increase of 50-200%, whilst the scalp measurements resulted in 10% of that increase (i.e. 5-20%). In another publication, Holder repeated the experiment using a single channel system at 50kHz, of higher accuracy than the Sheffield system used previously [181]. He reported a cortical impedance change of 15-60%, whilst the change over the scalp was 10-20% of this increase.

Gabriel et al took measurements of 24-48 hours post-mortem human grey and white matter tissues at the high frequency range of 1MHz-20GHz, and ovine up to two hours after excision at the frequency range of 10Hz-20GHz [47-49]. The values measured for grey and white matter can serve as ischaemic tissues, though care should be taken as other possible bio-chemical processes may have occurred while the tissue was not alive.
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Lingwood et al measured cerebral ischaemia in neonatal piglets using 4 scalp electrodes [182]. Impedance has been measured at 4-1012kHz with a four terminal method. They used Cole-Cole analysis in order to derive the resistance at DC (R₀) which is most closely related to extracellular fluid volume [183]. Following cerebral hypoxia, cerebral impedance increased by 8.5% in mild ischaemia and returned to baseline after resuscitation. Upon induction of severe hypoxia cerebral impedance increased by 23.5% and remained elevated.

Wu et al performed in-vivo measurements of rabbit brain tissue impedance under both normal and ischaemic conditions by using two terminal measurements in the frequency range of 0.1Hz to 1MHz [184]. The results of In-vivo measurement showed that the impedance increase ratio was up to 75% at frequencies lower than 10Hz. In the frequency range from 1kHz to 1MHz, the ratio showed a constant value of 15%. In another publication, Wu et al conducted in-vitro four terminal measurements at the same frequency range in rabbits [185]. The impedance frequency response curves showed a significant difference (P < 0.001) when ischaemia occurred. The magnitude of the real part and imaginary part increased remarkably. The imaginary part of the frequency response increased monotonically. They concluded that the whole brain impedance cannot be represented by a traditional 3-component model.

Seoane et al measured neonate porcine brain impedance in-vivo in the frequency range of 20kHz-750kHz prior to, during and following hypoxia [186]. 1-4 days old piglets were anaesthetised and ventilated to maintain normal blood oxygenation. Severe hypoxia was instituted for 45 minutes by reducing the oxygen level. Four terminal measurements were made with electrodes positioned over the dura located at P₃, P₄, C₃ and C₄. After 45 minutes of hypoxia resistance increased by 63% at 50kHz. Following subject resuscitation, resistance reached its maximum increase of 71%, and then later dropped down gradually to a level of about 18% above the original resistance 2 hours later. Later they performed a similar study with fetal sheep, comparing only the frequencies 30kHz and 200kHz [187]. Mean changes were 35% and 30% respectively, from which they concluded that lower frequencies are more susceptible over time to ischaemia onset, allowing identification of the phenomena within 50 seconds earlier and reaching 10% over baseline level about 75 seconds earlier.
than higher frequencies. The next study included two separate sessions: one for measurement of the trajectory of resistance change, and the second for measurement of the complex impedance spectroscopy following ischaemia [188]. 7 adult and 2 neonatal pigs were used as subjects respectively, over the frequencies ranges of 50kHz-200kHz and 20kHz-750kHz correspondingly. Again, a similar setup and protocol as [186] has been performed. Resistance at 50kHz increased between 23% and 119%, and following normal oxygenation there was a short period of additional resistance increase reaching 25%-121%. Similar behaviour with smaller changes manifested at 200kHz. Following ischaemia, the Cole-Cole plot radius increased and the centre was shifted to higher resistance values. While maximal resistive increase of about 34% was reported around 20kHz, maximal reactive increase of 58.5% occurred at 300kHz. (See Appendix B for a summary table of the data presented in this section)

3.5.2 Haemorrhagic stroke

Haemorrhagic stroke is caused by a rupture of a blood vessel in the brain. Subarachnoid haemorrhage (SAH) accounts for 65% of haemorrhagic strokes, whereas intracerebral haemorrhage accounts for 35% of haemorrhagic strokes (Figure 3-3). This occurrence could be either spontaneous or traumatic. A rupture of a cerebral aneurysm or Arterio-Venous Malformation (AVM) causes the more common spontaneous SAH.

![Figure 3-3. Subarachnoid and intracerebral haemorrhage [189]](image)

Two pathophysiological mechanisms occur during haemorrhagic stroke: a ruptured vessel causes a focal or diffused blood volume expansion, which results in a small local impedance decrease, due to the high conductivity of the blood.
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The second mechanism to appear is a rapid ischaemia of the surrounding brain region due to a loss of cerebral blood flow (CBF) autoregulation so that reduction in cerebral perfusion pressure (CPP) or increased intracranial pressure (ICP) causes global or regional brain ischaemia. This fall in CPP may be due to elevated intracranial pressure or reduced mean arterial pressure (MAP). The physical properties of a haemorrhage result in increased local tissue pressure around the lesion. This result in squeezing of the microcirculation and focal ischaemia. After the initial haemorrhage, erythrocytes are trapped in the subarachnoid cisterns or vessels and slowly haemolysise and release by-products to circulate within the subarachnoid space. These by-products are spasminogens, which increase the influx of calcium into the vascular smooth muscle, altering myocyte function and causing prolonged contraction and vasospasm [190-195]. In fact, cerebral vessels constriction induced by vasospasm is estimated to occur in 70 to 90% of patients with SAH. Therefore, a haemorrhage would appear as an inner bleed, surrounded by ischaemic tissue.

3.5.3 Epilepsy
A seizure is manifested as a prolonged repetitive neuronal activation. Consequently, three key mechanisms occur: 1) Cell swelling due to the ionic equilibrium breakdown, which results in an impedance increase. 2) Tissue activation causes vasodilatation and blood volume increase, which can be expected to decrease tissue impedance. 3) Opening of ion channels during excitation increases cell membrane permeability to ion flux, which results in a resistance decrease. Of these, cell swelling is expected to be the most profound process.

In more detail, increased brain neuronal activity results in a substantial alteration of the ionic distributions between intra- and extra-cellular spaces along with changes of the dimensions of these compartments. During epilepsy, extracellular potassium and chloride concentration increases, while extracellular sodium and calcium concentrations tend to decrease. Potassium is released by the neurons in the extracellular space during activation; therefore extracellular potassium concentration is high where neuronal activity is increased. Potassium is partially removed from the extracellular space by the glial cells through potassium-chloride uptake and spatial
glial buffering. Both mechanisms are associated with water fluxes from the extracellular space into the cells, causing an osmotic swelling of the cells and shrinkage of the extracellular space in areas of enhanced neuronal activity.

During the action potential, extracellular sodium decreases by about 10% due to the sodium influx. Although this influx is mitigated by active ATPase pumps, it creates an ionic unbalance across neuronal membranes that cause water to move into neurons, which then swell, shrinking again the extracellular space. Consequently, where the neuronal activity is maximal the size of the extracellular space decreases by about 30%. Moreover, this ionic pick-up traps ions inside the highly resistive cell membrane, which therefore prevent them from freely participating in the extracellular current flow.

During the 1960's, impedance changes related to induced epileptic activity have been locally measured in various animal experiments with cortical and implanted electrodes. Van Harreveld and Schadé [196] measured cortical impedance changes with an AC bridge at 1kHz using two terminals (silver electrodes resting on the cortex) on rabbits and cats with encephale isolé. The magnitude of the changes depended on the way the convulsion was induced (with Metrazol or with electrical stimulation) and whether it was developing into spreading depression (SD) or not. The conductivity drop during convulsions was usually no more than 5%, while decreases of 10% were measured if convulsions were triggering SD.

In the same year, Adey et al [197] induced hippocampal seizures with electrical stimulation in cats and measured local resistance changes with a coaxial electrode (two terminals) and a Wheatstone bridge. They found small, irregular, rapid resistance perturbations during the seizures without consistent baseline shifts at first and with a small baseline drift on repeating the experiment after 10 days. Following seizure termination slow frequency rhythmic waves appeared. The first change was a

---

3 A process by which glial cells dissipate local potassium gradients by transferring potassium ions from areas of high to low concentration.

4 An animal with its caudal medulla transected and its respiration maintained artificially; it remains alert, has sleep-wake cycles, normal papillary reactions, and a normal EEG.

5 This state is characterised by rapid and nearly complete depolarisation of a large population of brain cells with massive redistribution of ions between intracellular and extracellular compartments, that evolves as a regenerative process, and propagates slowly as a wave in brain tissue.
resistance increase and a small baseline drift in the same direction was often present. In successive seizures, a slow progressive resistance increase of 2.5-33% was encountered.

Porter et al reported preliminary observations on 3 human patients with temporal lobe epilepsy using implanted manufactured coaxial electrodes (two terminals) in the hippocampus and hippocampal gyrus [198]. A Wheatstone bridge with provision for balancing parallel capacitance and resistance at 1kHz was used to measure in-phase and quadrature components. No changes were present during spontaneous and electrically induced seizures, while resistance drops between 2-14% and capacitance increases of almost 1% were recorded in Metrazol induced seizures.

Shalit measured cat cortical impedance variations with two terminals and a Wheatstone bridge at 10kHz, in assessing the influence of Metrazol on cerebral blood flow [199]. Despite the increase in blood flow during convulsions, impedance increases were found in 85% of the cases, decreases in 9% and a combination of the two phenomena in the remaining 6%. The magnitude of the changes was highly variable: from few ohms to several hundreds ohms.

Elazar et al induced spontaneous seizures with a tungstic acid in cats [200]. They measured separately local resistive and capacitive components at 1kHz with a coaxial stainless steel electrode (two terminals). The resistance changes started within 10 seconds after the beginning of the electrical seizures and were reaching peaks of 10-12% for long attacks (>150 sec), while the capacitance was changing in the opposite direction. The region of maximal variation did not always correspond with the region of the lesion, but was strictly correlated with the maximal EEG activity. During interictal periods baseline fluctuations between 1-3% were observed.

Rao measured local cortical impedance changes associated with electrically-induced focal and generalised seizures using four terminal measurements in rabbits at 47kHz [173]. During focal activity an increase of 9.5±1.4% was found near the stimulation site together with an increase of 1.7±0.5% a few mm away. During generalised activity, instead, an increase of 14.3±0.5% followed by a second increase of 15.6±1.5% was detected in the vicinity of the stimulation site together with an increase of 11.9±2.0% a few mm away after 2 minutes delay.
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Fox et al measured resistivity increases of 22±3% in the pyramidal cell layer of rats transverse hippocampal slices bathed in a 'low-Ca<sup>2+</sup>' artificial CSF (ACSF), which induces spontaneous seizures and prohibits synaptic connections [201]. A three-terminal system with high spatial resolution was used with DC pulsed current. No significant differences in resistivity were observed between normal ACSF and 'low-Ca<sup>2+</sup>' ACSF. (See Appendix B for a summary table of the data presented in this section)

3.5.4 Tumours

No studies have been conducted to directly measure electrical properties of the brain tumour tissue. On the other hand, there have been many studies looking at the dielectric properties of other cancer tissue in general.

In a study of dielectric properties of breast carcinoma and surrounding tissues by Surowiec et al, excised infiltrating breast carcinoma was measured at frequencies from 20kHz to 100MHz at 37°C [202]. Three main categories of cancer tissue were considered: the central part of the tumour, the tumour surrounding tissue, and the peripheral tissue away from the tumour. The conductivity of tumour tissue was about 20-25 times larger than of normal tissue. The relative permittivity of the tumour tissue was up to 15 times higher than of the normal tissue. However, the frequency behaviour was very similar to that of the normal tissue up to the GHz band. Breast carcinoma involves a proliferation of cells that more closely resemble the glandular and ductal tissues, which have higher conductivity and permittivity than normal breast tissue.

Morimoto et al measured the impedance of various tumours over a frequency range of 0 to 200kHz by a three-electrode method [203]. The electrical impedance was measured In-vivo in patients with either breast or pulmonary disease. On the basis of those impedance measurements and the equivalent circuits, they calculated the extracellular resistance $R_e$, intracellular fluid resistance $R_i$, and cell membrane capacitance $C_m$ in tissues. They found that $R_e$ and $R_i$ were significantly higher in breast cancers than in benign tumours and normal breast tissues and that $C_m$ was significantly lower in breast cancers than in other tissues. These results contradict other reports, and are further discussed in the discussion section 3.6.4. Conversely, $R_e$ and $R_i$ were significantly higher, and $C_m$ was significantly lower, in normal lung tissues than in pulmonary masses and in malignant tumours than in organised pneumonias.
Osypka et al has used a four terminal method to measure impedance of the in-situ sarcoma of the rat in frequency range of 0.1Hz to 10MHz [204]. Tumour tissue exhibited characteristic frequency of 250kHz at 35°C and 500kHz during hyperthermia of 42.5°C. Unfortunately in this study, measurements for normal tissue were not reported.

Blad and Baldetorp measured the dielectric properties of normal and tumour (squamous cell carcinoma) mouse thigh muscle ex-vivo. They used a four terminal mode at frequencies 1.5kHz to 700kHz at different temperatures [205]. The measurement cell was calibrated on known impedances of different concentrations of saline solution. Normal tissue showed higher resistivity at low frequencies. The imaginary impedance component exhibited a minimum at about 20kHz representing the centre frequency of the tissue, whilst the centre frequency for the tumour tissue was found at 100kHz.

Jossinet has measured the admittivity of samples of three groups of normal tissue (mammary gland, connective tissue and adipose tissue) and three groups of pathological tissue (mammary gland, fibroadenoma, carcinoma) at frequencies from 488Hz to 1MHz [206]. The conductivity of the normal connective and adipose tissues were significantly smaller than any other groups. Significant differences in conductivity were found at low frequencies (<32kHz) in carcinoma vs. fibroadenoma and carcinoma vs. normal mammary gland. The phase angle of the group of carcinomas has differed from all the other groups at frequencies 125kHz to 1MHz. The normal mammary gland group differed from all the other groups by the phase angle at frequencies below 16kHz, but large variability of the phase angles in this group resulted in large error, therefore these values cannot be explained by the tissue response at low frequency.

Haemmerich et al has measured In-vivo the conductivity of liver tumours in rats by four terminal mode at frequencies 10Hz to 1MHz [207]. The histology of all the excised tumours was assessed after the conductivity measurement. As a tumour grows, the connecting liver tissue becomes compressed, which results in higher density of liver tissue. They found that tumour tissue had a higher conductivity than normal tissue. This increase was more pronounced at low frequencies (a factor of 2.1 at 10Hz vs. 1.1 in 1MHz). There was a significant correlation between each of the Cole-Cole parameters
3.6 Discussions and Conclusions

3.6.1 Ischaemic stroke
All studies reported a rapid and substantial impedance increase following the initiation of the ischaemic event. The variations in the magnitude of changes can mainly be attributed to the variability in the ischaemia severity. This claim can be substantiated by the difference in impedance changes obtained by Lingwood et al for mild and severe ischaemia (8.5% vs. 23.5%). Only two studies, by Wu et al [184;185], included measurements in frequency below 1kHz. These studies demonstrated that impedance changes of up to 75% are expected to appear at the low frequency range of 50Hz, whereas for frequencies above 1kHz a constant change across frequency of about 15% is anticipated. At low frequencies, current flows mainly within the extracellular fluid which is about 10-20% fraction of the total volume in grey matter. As a result, even a small variation related to cell swelling results in a significant impedance change. At higher frequencies, the permeability of the cell membrane allows ionic current to pass thorough the cell. Therefore, the overall impact of cell swelling over impedance is less profound. As changes in cell membrane mobility can be associated with the tissue dispersions, it is sensible to inspect the changes in impedance in the $\alpha$ and $\beta$ dispersion regions, which lie in the measurable frequency range of EIT. The $\alpha$ dispersion of grey matter is around 50-150Hz, whereas the $\beta$ dispersion occurs around 10kHz [119;120]. If tissue excision is considered to cause a comparatively similar process to ischaemia, the $\alpha$ dispersion is affected immediately, while $\beta$ dispersion is expected to decline noticeably only after all metabolism has ceased, a process which occurs only after few days [46]. These reported changes were concurrent with the values reported by Lingwood et al [182] at the intersecting frequency band. It is therefore recommended to represent ischaemic brain tissue using changes reported by Wu et al [184] fitted over the normal brain behaviour.

3.6.2 Haemorrhagic stroke
No studies were found to directly quantify the effect of haemorrhagic stroke over the dielectric properties of the head. The physiology suggests that the inner part of the
lesion will have a mixed impedance value of the original brain tissue and blood according to their volume proportions. The extent of blood saturation is dependent on the severity of the stroke. For severe cases, the whole extracellular fluid will be displaced by blood, which can account for 10-20% volume in grey matter. In the severest scenario, the original tissue could be deformed out by the blood and therefore the affected region will contain blood only. While the inner part of the region will be saturated with blood to some extent, the surrounding layer will be comprised of ischaemic matter. Further studies are required in order to quantify the dielectric changes expected in this pathology.

3.6.3 Epilepsy
Considering the limited published information across frequency, apart from Porter et al report [198] showing an impedance decrease, there seems to be an agreement between the authors measuring at 1kHz that a local impedance increase of about 10% is expected during seizure.

Nevertheless, none of the authors provided any spectroscopic information, which could assist in deciding about favoured frequencies to represent the largest change. Assuming that the cardinal factor is indeed cell swelling, similar considerations as applied for ischaemia can be considered here. This claim can be supported by the larger changes reported by Fox et al [201] for low frequency. An alternative approximation to reveal the frequency dependant behaviour of brain tissue is to consider epileptic tissue to have similar, but weaker behaviour of tissue undergoing spreading depression. For this related condition, Ranck’s [155] study for the low frequency band of 5Hz to 50KHz can be used together with Yoon et al [208] study for the higher frequencies of 100kHz and above. The reported changes in these studies need to be treated with care, and scaled down to comply with the more moderate changes expected during epilepsy.

3.6.4 Tumours
There has been no scientific paper published so far regarding the dielectric properties of brain tumours. Therefore, this literature review has been focused on the dielectric properties of cancer tissue in general. It has been previously published [66;176], that tumour cells demonstrate greater permittivity and conductivity than normal tissue.
This can be attributed to two reasons: 1) Cancer cells tend to have higher sodium concentration and larger water content than normal cells. 2) Membranes of cancer cells have different electrochemical properties.

Hypercellularity of brain neoplasms may seem to suggest a reduced intercellular space in tumour tissue. Yet, despite this prediction a varying degree of extracellular space enlargement has been observed across a range of different brain tumours [178;209]. There also has been a strong correlation between an extracellular space volume and malignancy of the tumours.

It is possible that the migratory capacity of the tumours will also be dependent on the ability of the tumour to create space for migrating cells. Authors [202;204;206;207] have found an increase of the conductivity of the measured tumour tissue in comparison with the normal tissue with its characteristic frequencies varying between 100kHz and 1MHz. The increase in conductivity at high frequencies however, was not as pronounced as at low frequencies. One author [203] has reported a conductivity decrease in the tumour tissue at lower frequencies. There is not clear mechanism which can explain these results, and therefore further studies are required to assess their validity.

Tumour tissue is much more inhomogeneous than normal tissue, the cells vary in size and shape and the arrangement of the cells is less uniform. When cells die by the mechanism of necrosis, eventual rupture of the cell membrane occurs and therefore the impedance difference between extra- and intracellular space decreases. Therefore, it is possible that necrosis and vascularisation of the tumours, which are the signs of high-grade tumours, will cause an increase that is even more pronounced in conductivity than the conductivity change of lower grade tumours.
4 THE FORWARD PROBLEM
Chapter 4: The Forward Problem

4.1 Introduction

The ability to model a physical problem reliably is often desirable in applied and engineering sciences. Modelling can assist in experimental design; it can provide supplementary information in cases where measurement is impractical or only possible invasively. In many cases, modelling can spare the large resource costs needed for physical experiments, and whenever experiments are indeed performed, modelling can provide crucial guidance for the expected signals and noise contribution for validation purposes. From the imaging perspective, the solution for the inverse problem relies on the accuracy and reliability of the forward model; modelling errors should therefore be smaller than measurement error to allow reliable imaging. In the imaging world, such a model is termed a forward model, or forward problem, as opposed to its inverse which is often less well determined.

There are several ways by which the EIT forward problem is defined; generally speaking, it can be regarded as finding boundary voltage distribution of an object, for known geometry, admittivity distribution and injected currents 6.

The forward problem formulation comprises three main stages: the physical, mathematical, and numerical models. The physical model stage comprises selection of the appropriate physical theory and related governing equations (e.g. electromagnetics), along with a set of assumptions related to the physical nature of the problem (e.g. quasi-static, and three dimensional geometry). The next stage is a mathematical representation of the physical model; at this stage, the independent variables, differential/integral equations and specific boundary conditions are defined. Numerous mathematical models for the EIT forward problem have been developed over the years; the most accurate model, up to date, is the so-called Complete Electrode Model [210;211] which will be introduced further in this chapter. The third stage is a numerical model of the problem. This can be performed either analytically or numerically. An analytical solution should ultimately provide the most accurate solution; however, this approach is only applicable for a limited number of models. These include mainly simple geometries, such as concentric spheres [32;39;109;110], spheroids and cylinders [212]. At the early days of EIT, this approach was in common

---

6 For some applications, such as sensitivity calculations, derivation of the internal fields is also desirable
use, as its computational efficiency played a major role with respect to its computationally intensive numerical counterparts. Nowadays, there are still some applications, mostly related to process tomography, for which this approach is still employed. Nevertheless, as most medical applications require imaging of complex geometries, numerical methods, which offer great versatility and generality, are commonly favoured.

Recent advances in acquisition involve harnessing spectral information into the reconstruction process [24;213;214]. However, this requires handling the calculations of more models or alternatively, larger problems. While the former can be addressed relatively easily using distributed computing [215;216], the latter still poses a major difficulty. Recent advances on the modelling front include the use of realistic MRI/CT-based volume meshes [33;217;218]. This minimises geometric errors, which, up to recently, were among the cardinal error contributors. Nevertheless, reliable and precise geometry representation of physiological organs introduces a limitation, as the models become increasingly large, which results in significant computational demands. Other improvements in modelling involve better approximation of the governing equations, such as accounting for the complete Maxwell equations set [219], or using high order element basis functions [34]. This results in a rapid rise in the problem size. Lastly, recent advances on the algorithmic front involve the development of effective non-linear inverse solvers [40;220-222]. Such iterative frameworks compensate well for the non-linearity of these problems, but, on the other hand, require repeated calculation of the forward model for each of the non-linear iteration steps. In addition, within each step, numerous evaluations of the forward model are required for the process of globalisation, such as line-search or trust regions methods [163;223].

The underlying goal of the work presented in this chapter was to provide an improved generally applicable method for EIT forward modelling for use in medical applications which require large-scale models.

4.2 Purpose
The purpose of this work was to develop methods for processing large-scale forward models efficiently. Two novel approaches to achieve this goal are presented: 1) The employment of multi-level inverse-based preconditioning [224], in order to accelerate
the solution of the complex-valued linear system of equations derived from Finite Element discretisation of the forward problem. 2) Use of virtual monopolar current sources, which minimises the number of forward models that are required to be solved for modelling and for construction of the sensitivity matrix.

In addition, the chapter includes two separate studies, the first aims to assess the benefit of multi-level preconditioning, while the other aims to compare the results of the forward modeller developed here, based on EIDORS 3D code suite [225], with empirical experimental measurements.

4.3 Design
In this chapter, a Finite Element (FE) formulation of the three dimensional EIT forward problem is presented, followed by a comprehensive review of different numerical tools for its processing. The necessity for preconditioning large-scale complex valued linear system matrices is introduced, for which the utilisation of two novel multi-level approaches are proposed. The first method performs a complex-to-real splitting of the linear matrix and construction of an implicit Algebraic Multi-Grid (AMG) preconditioner, and the second employs an inverse-based multi-level incomplete LU preconditioning. Later, the principles of the novel monopolar current sources method are presented.

In this chapter, two studies are presented: the first one is an empirical validation study for a Matlab forward modeller, developed chiefly for the head EIT problem. In the setup of this study, modelling results were compared with measurements from a saline filled head shaped tank which contained a human skull. The second study is a numerical study, aimed to assess the benefits of employing a multi-level inverse-based preconditioner along with effective numerical solver for large-scale models. In this study, the performance of conventional preconditioning methods was compared with multi-level techniques over problems of growing scale.

The forward modeller developed here has been adopted as the principal modelling tool in the UCL research group [25;28;113;162-164;215;216;226;227;227-233]. The application of the multi-level preconditioner and numerical solver has also been extended for the use of Optical Tomography. These were presented along with the monopolar current excitation approach in the special issue for computational aspects of
soft-field modelling in the Journal of Information and Sciences [234] and in the World Congress on Medical Physics and Biomedical Engineering in Seoul 2006 [235].

4.4 Background

4.4.1 Forward problem formulation

4.4.1.1 Problem definition

Let $\Omega$ be the domain under consideration, with surface $\Gamma$; the forward problem can informally be defined as: given current injection sources and sinks $\{q\}$ on $\Gamma$, and admittivity distribution $\gamma$ over $\Omega$, find the boundary electric potential $V_r$ on $\Gamma$.

4.4.1.2 Governing equations

The governing equations which represent the EIT problem are derived from stationary Maxwell's equations. Maxwell's time domain equations for inhomogeneous media, without magnetic sources, are defined as

\[
\nabla \times E = -\frac{\partial B}{\partial t} \tag{4.1}
\]

\[
\nabla \times H = J + \frac{\partial D}{\partial t} \tag{4.2}
\]

\[
\nabla \cdot D = \rho \tag{4.3}
\]

\[
\nabla \cdot B = 0 \tag{4.4}
\]

The continuity conservation law is given by

\[
\nabla \cdot J = -\frac{\partial \rho}{\partial t}. \tag{4.5}
\]

where $H$ is the magnetic field, $B$ magnetic induction, $E$ electric field, $D$ electric displacement, $J$ current density and $\rho$ charge density. In fact, only three out of the five equations above (4.1)-(4.5) are independent; either the first three (4.1)-(4.3), or the first two (4.1),(4.2) and the fifth (4.5), the remaining two, can be derived out of the three others. For time-harmonic injected currents of angular frequency $\omega$, the electric and magnetic field take the form

\[
E_\omega(t) = \Re\{\hat{E}e^{i\omega t}\} \tag{4.6}
\]

\[
H_\omega(t) = \Re\{\hat{H}e^{i\omega t}\}. \tag{4.7}
\]

The following relations hold for isotropic linear medium

\[
D = \varepsilon E \tag{4.8}
\]

\[
B = \mu H. \tag{4.9}
\]
Since biological tissues are mostly nonmagnetic, only the free space permeability is thought \( \mu = \mu_0 = 1.25663 \cdot 10^{-6} \frac{\text{Tm}}{\text{Am}} \). The magnetic flux density becomes
\[
B = \mu_0 H.
\] (4.10)

The EIT acquisition technique is based on injection of currents. The total amount of current density is given by \( J = J_{\text{conduction}} + J_{\text{source}} \), where \( J_{\text{conduction}} = \sigma E \) denotes the ohmic current and \( J_{\text{source}} \) stands for the current sources. Incorporating relations (4.8)-(4.10) together with (4.6)-(4.7) into (4.1)-(4.2) provides
\[
\nabla \times E = -i \omega \mu_0 H
\] (4.11)
\[
\nabla \times H - \gamma E = J_{\text{source}}
\] (4.12)where \( \gamma = \sigma + i \omega \epsilon \) is the admittivity. The electric field can be derived out from a scalar and vector potentials, which in the time domain have the form
\[
E = -\nabla u + \frac{\partial A}{\partial t}
\] (4.13)
and in the frequency domain
\[
E = -\nabla u - i \omega A
\] (4.14)where \( A \) is a magnetic vector potential, and \( u \) is the electric scalar potential.

### 4.4.1.3 The quasi-static approximation

For low frequencies, a quasi-static approximation holds. Under this assumption, a simplification of Maxwell equations can be considered. The quasi-static approximation employs the following assumptions: 1) At low frequencies \( \mu = \mu_0 \) for biological tissues. 2) The effect of magnetic induction, which generates induced electric field can be neglected, i.e. the second term in (4.13) and (4.14) is negligible. In order to know when this assumption is valid, the following condition has to be fulfilled \([3,4]\)
\[
\mu \sigma \omega L^2_c \left( 1 + \frac{\omega \epsilon}{\sigma} \right) \ll 1
\] (4.15)
where \( L_c \) is the characteristic distance over which \( E \) varies significantly.

In the quasi-static approximation, the modified Maxwell equations of linear isotropic medium becomes
\[
E = -\nabla u
\] (4.16)
\[
\nabla \times H = \gamma E + J_{\text{source}}.
\] (4.17)

By applying divergence over (4.17) and substitution of (4.16),
\[
\nabla \cdot (\gamma \nabla u) = \nabla \cdot J_{\text{source}}.
\] (4.18)

If there is no current source inside the medium and on the boundary, then (4.18) becomes the generalised Laplace equation.
\[ \nabla \cdot (\nabla u) = 0 \quad (4.19) \]

### 4.4.1.4 The complete formulation

As described in Chapters 2 and 3, the impedance of biological tissues may change remarkably at frequencies, which may not be encompassed within the quasi-static approximation domain. Hence, it is crucial to know where the quasi-static conditions break down, and different governing equations rule. Biophysical modelling of mammalian tissue in the range 1kHz-10MHz has indicated that displacement currents are significant above 1MHz. The induced magnetic field rises slightly in the 100kHz-1MHz region, and becomes rapid around the 1MHz region [236, 237].

Let us follow the non-quasi-static formulation. The magnetic flux \( B \) is defined as
\[ B = \nabla \times A. \quad (4.20) \]
Maxwell equation (4.1), can be written in the frequency domain in the following form
\[ \nabla \times E = -i\omega B \quad (4.21) \]
Substitution of (4.20) into (4.21), provides
\[ \nabla \times E = -i\omega \nabla \times A \quad (4.22) \]
which can be also written in the following form
\[ \nabla \times (E + i\omega A) = 0. \quad (4.23) \]

By using the general vector relation \( \nabla \times \nabla u \equiv 0 \), the electric field can be represented as
\[ E = -i\omega A - \nabla u \quad (4.24) \]

Applying divergence over (4.24) provides
\[ \nabla \cdot E = \nabla \cdot (-i\omega A - \nabla u) = -i\omega (\nabla \cdot A) - \nabla \cdot (\nabla u) \quad (4.25) \]

Employing Lorentz’s gauge
\[ \nabla \cdot A = -\mu \gamma u = -\mu (\sigma + i\omega \epsilon) u \quad (4.26) \]

Equation (4.25) becomes
\[ \nabla \cdot E = i\omega \sigma \mu u - \omega \epsilon \mu u - \nabla^2 u \quad (4.27) \]

Substituting (4.8) into (4.3) provides
\[ \nabla \cdot E = \frac{\rho}{\epsilon} \quad (4.28) \]
Combining (4.27) with (4.28) provides
\[ \nabla^2 u + k^2 u = -\frac{\rho}{\epsilon} \quad (4.29) \]

where \( k^2 = -i\omega \mu (\sigma + i\omega \epsilon) = -i\omega \mu \gamma \) is the wave number for the resulting Helmholtz wave equation. Equation (4.29) is the scalar governing equation for EIT. For low frequencies and no current sources, this relation indeed reduces back into the modified Laplace equation derived at 4.4.1.3.
4.4.1.5 Electrode models

A general solution for the domain interior is presented above; however, boundary conditions should be introduced for the problem. Let $\Omega \in \mathbb{R}^3$, with $C^2$-continuous boundary $\Gamma$, for which $n_L$ electrodes are attached. It is assumed that there are no interior sources of charges, and quasi-static fields. Under these conditions, time-harmonic Maxwell’s equations reduce to the generalised Laplace equation (as shown in 4.4.1.2), which provides the following relation for the electric potential

$$\nabla \cdot (\gamma(r;\omega)\nabla u) = 0$$  \hspace{1cm} (4.30)

where $u$ is the scalar electric potential, and $\gamma(r;\omega) = \sigma(r;\omega) + i\omega\varepsilon(r;\omega)$ is the electric admittance coefficients tensor, and $\omega$ is the angular frequency of the applied current. This equation holds for the potential inside the domain of interest. In practice, currents are applied through electrodes located on the surface $\Gamma$ of the body, which impose boundary conditions for the problem. Let us denote the inward pointing normal component of the surface current density by $J$, and introduce the following Neumann boundary condition

$$\gamma \frac{\partial u}{\partial n} = J \text{ on } \Gamma$$  \hspace{1cm} (4.31)

where $n$ is normal to the boundary $\Gamma$.

Formerly, terms (4.30) and (4.31), together with a current conservation condition $\int J = 0$ and ground (or reference voltage) condition $\int u = 0$, formed the Continuum Model. Unfortunately, this simple model is not practical for real application, as the current density $J$ is unknown. Still, the total amount of current injected through discrete set of electrodes attached to the body is well known. The underlying idea behind the Gap Model was to approximate the unknown current density to be constant for each of the electrodes. Nevertheless, this model turned to be inadequate as well. A more accurate model requires allowance for the discreteness of the electrodes, and the need to consider them as an additional conductive material.

The integral of the current density over each electrode is equal to the total current driven to that electrode

$$\int_{\Gamma_i} \gamma \frac{\partial u}{\partial n} dS = I_i \text{ on } \Gamma_i \quad i = 1, 2, ..., n_L$$  \hspace{1cm} (4.32)
where $I_i$ is the current driven into the $i$th electrode through the surface $e_i$, and $\Gamma_i \subset \Gamma$ denotes the boundary area underneath the electrode. In a complementary way, there are no normal current density components throughout the rest of the boundary surface, i.e. the gaps
\[ \gamma \frac{\partial u}{\partial v} = 0 \quad \text{on } \Gamma_2 \]  
(4.33)
where $\Gamma_2 = \Gamma \setminus \Gamma_1$, the gaps boundary.

The high conductance property of the electrodes can conventionally be interpreted as uniform constant potentials $V_i$ on each electrode, which are effectively the measured boundary voltages
\[ u = V_i \quad \text{on } e_i, \quad i = 1, 2, \ldots, n_L \]  
(4.34)

This model is known as the Shunt Model. Although this model confers an improvement from the Continuum Model, there were discrepancies between the model's predictions and experimental results. The missing link was to account for the electrochemical effect, which is formed at the contact layer between the electrode and the body. This effect can be modelled by a thin highly resistive layer over the electrode contact area, which characterised by effective contact impedance $z_i$. In practice, electrodes have a finite area and displays complex impedance in series with that of the body alone. Thus, relation (4.34) becomes
\[ u + z_i \gamma \frac{\partial u}{\partial v} = V_i \quad \text{on } e_i, \quad i = 1, 2, \ldots, n_L. \]  
(4.35)

In addition to the above relation, a current conservation term is added
\[ \sum_{i=1}^{L} I_i = 0. \]  
(4.36)

For the sake of uniqueness, a reference condition over the potential is added by grounding
\[ \sum_{i=1}^{L} V_i = 0 \]  
(4.37)

This set of conditions forms the Complete Electrode Model which, up to date, is the most accurate model for EIT [34,210]. This model provides a unique solution up to an additive constant introduced by (4.37). It is capable of predicting measured potentials at better precision than 0.1% error with respect to the measurement system [211]. An in depth theoretical study of the model can be found in [238].
4.4.2 Numerical approaches

Once the physical properties of the problem have been formulated mathematically, knowledge regarding the geometry and the specific known parameters are required in order to define a model uniquely. Over the years, numerous numerical methods were developed to meet this need. The common feature for these approaches is the requirement for discretisation of the original problem, reformulation of the governing equation over a discrete problem and eventually solution of the resulting system of equations. Among these methods, probably the simplest is the Finite Difference (FD) approach, for which the domain is divided into equidistant vertices. Some properties, such as the admittivity, are considered to be constant for each discrete unit (voxel or vertex) and the potentials can be calculated using a system of linear equations which approximate the partial differential derivative relations between them. A more sophisticated related approach is the popular Finite Elements Method (FEM), where the domain is divided into elements of various sizes and orientations. This approach offers more accurate modelling of interfaces between sub-domains, and better control over the discretisation density at various regions. However, the meshing process, in which the connectivity of the elements is defined, has been a labour intensive procedure up to date, which often requires the services of a specialist [33]. An alternative approach in which only boundary of the domain mesh is required is the Boundary Element Method (BEM). This approach is based on the integral form of the problem, and employs Green's functions as kernel. Thus, no approximation over the domain is required, as only an approximation over the boundary is applied. Consequently, BEM offers higher accuracy and in some cases a computational advantage over FEM. On the other hand, its formulation is complex for general curved surfaces and it is limited to homogeneous and continuous internal regions [239,240]. A way to benefit from both methods is to employ BEM for homogeneous isotropic layers, and FEM for the remainder, while coupling both methods. This recent approach, known as hybrid BEM-FEM, is gaining increasing interest recently [241,242], but yet has not been developed for the EIT problem. Another group of recent approaches are meshless or mesh-free, methods. These methods require only a cloud of vertices to be defined over the domain, whereas no connectivity information is required. These have not yet been developed for the EIT problem.
4.4.3 Finite Element Modelling (FEM) formulation

In Finite Element Modelling, the potential is free to vary as a polynomial function from vertex to vertex within an element. For each of the elements in a mesh an interpolation function (or basis function) is suggested and a summated series of those are used to approximate the solution over the entire model. These functions can have any degree, but it is most common to use only linear or quadratic functions. For the quadratic case, extra nodes are added at the midpoints of each element edge. Increasing the number of linear elements improves the linear solution accuracy but, in practice, a quadratic solution is likely to be more accurate than a linear solution for the same number of elements, especially in regions of high field variation [34].

The discrete problem is commonly approached in two ways: Rayleigh-Ritz or Galerkin method. In the former, a variational expression is minimised with respect to its variables, which provides a differential matrix whose entries depend on the chosen interpolation functions. The latter is a weighted residual method, from which a similar system is derived [243].

In order to solve (4.30) together with the boundary conditions (4.32), (4.33) and (4.35), the domain is partitioned into \( k \) tetrahedral elements with total amount of \( n_v \) vertices. The admittivity coefficients are approximated by a piecewise constant function over the mesh. The nodal potential can then be written as

\[
  u_h = \sum_{i=1}^{N} u_i \phi_i
\]  

(4.38)

where \( u_i \) stands for the discrete sample of \( u \) at the \( i^{th} \) node, and \( \phi_i \) is the standard nodal basis for a set of piecewise linear functions. Derivation of the Galerkin weak form [243] of the solution is performed by multiplication of (4.30) by a sufficiently smooth arbitrary test function \( w \), and integration over the domain \( \Omega \)

\[
\int_{\Omega} w \nabla \cdot (\nabla u_h) \, dr = 0 \quad \text{in} \quad \Omega.
\]  

(4.39)

Relation (4.39) can be rewritten as

\[
\int_{\Omega} w \nabla \cdot (\nabla u_h) \, dr = \int_{\Omega} \nabla \cdot (\nabla u_h \cdot w) \, dr - \int_{\Omega} \nabla u_h \cdot \nabla w \, dr.
\]  

(4.40)

By the divergence theorem, this relation becomes

\[
\int_{\Omega} \nabla u_h \cdot \nabla w \, dr = \int_{\Gamma_1} \nabla u_h \cdot \hat{n} \cdot w dS + \int_{\Gamma_2} \nabla u_h \cdot \hat{n} \cdot w dS.
\]  

(4.41)

Where \( \Gamma_1 \) and \( \Gamma_2 \) are the boundary area beneath the electrodes and elsewhere respectively. Imposition of (4.33) and (4.35) over \( u_h \) yields
\[ \int_{\Omega} \nabla u_s \cdot \nabla w \, dx = \sum_{i=1}^{L} \int_{z_i} \frac{1}{z_i} (V_i - u_s) w \, ds. \]  

(4.42)

Substitution of \( u_s \) from (4.38) into (4.42) provides
\[ \sum_{i=1}^{L} \left( \int_{\Omega} \nabla \phi_j \cdot \nabla w \, dx + \int_{z_i} \frac{1}{z_i} \phi_j w \, ds \right) u_i - \sum_{i=1}^{L} \left( \int_{z_i} \frac{1}{z_i} w \, ds \right) V_i = 0. \]

(4.43)

Therefore, setting the test function to be \( w = \phi_j \) for \( j = 1 \ldots n_v \) yields \( n_v \) algebraic equations. Imposition of the remaining boundary condition (4.32) over \( u_s \) together with the application of (4.35) provides additional \( n_e \) algebraic equations
\[ \frac{1}{z_i} V_i |e_i| - \sum_{i=1}^{n_v} \left( \int_{z_i} \frac{1}{z_i} \phi dS \right) u_i = I_i \quad l = 1 \ldots n_e \]

(4.44)

where \( |e_i| \) denotes the area of the \( i \)th electrode. This relation implies that the current \( I_i \) injected through the \( i \)th electrode, is partially dissipated by the power loss across the electrode contact impedance, while the rest is designated to generation of potential across the medium. Let us introduce the following notation
\[
\begin{align*}
A_m(i,j) &= \int_{z_i} \nabla \phi_j \cdot \nabla \phi_i \, d\Omega, \quad i, j = 1 \ldots n_v; A_m \in \mathbb{C}^{n_v \times n_v} \\
A_z(i,j) &= \sum_{i=1}^{n_v} \int_{z_i} \frac{1}{z_i} \phi_j \phi_i \, dS, \quad i, j = 1 \ldots n_v; A_z \in \mathbb{C}^{n_v \times n_v} \\
A_v(i,l) &= -\int_{z_l} \frac{1}{z_l} \phi_i \, dS, \quad i = 1 \ldots n_v, l = 1 \ldots n_e; A_v \in \mathbb{C}^{n_v \times n_e} \\
A_d(s,l) &= \begin{cases} 
\frac{1}{z_l} |e_l| & s = l \\
0 & s \neq l 
\end{cases}, \quad s, l = 1 \ldots n_e; A_d \in \mathbb{C}^{n_e \times n_e}.
\end{align*}
\]

(4.45)

Therefore, the assembled complete system would be of the form
\[
\begin{pmatrix}
A_m + A_z & A_v \\
A_v^T & A_d
\end{pmatrix}
\begin{pmatrix}
u \\
v
\end{pmatrix} =
\begin{pmatrix}
0 \\
I
\end{pmatrix}
\]

(4.46)

where \( u(i) = u_s \), \( v(l) = V_l \) and \( I(l) = I_l \) for \( i = 1 \ldots n_v \) and \( l = 1 \ldots n_e \). The right hand side (RHS) is typically composed of zeros apart from pairs of positive entries and their negations, representing the source and sink electrodes. This is due to the fact that current is not able to enter or leave the medium in any other site than through the injecting and receiving electrodes. For further use, the system will be denoted as
\[
A \; x = b
\]

\[A = \begin{pmatrix}
A_m + A_z & A_v \\
A_v^T & A_d
\end{pmatrix}, \quad x = \begin{pmatrix}
u \\
v
\end{pmatrix}, \quad b = \begin{pmatrix}
0 \\
I
\end{pmatrix}
\]

(4.47)
4.4.4 Computation of the forward solution

The linear system of equations obtained in (4.47) is well-posed, as opposed to the system which typically arise from the inverse problem. Moreover, the rank of this system is full, and therefore has a unique least square solution; it is sparse and therefore relatively compact in storage, and lastly the system is symmetric, thus can be decomposed into small factors.

Such systems can be solved directly or iteratively. Direct methods explicitly compute an inverse of the coefficient matrix \( A \), which is then multiplied by the RHS sources term \( b \) to produce the desired solution. The main advantage of this approach is that once \( A^{-1} \) is derived, solutions for multiple RHS sources terms can be rapidly obtained with the modest computational cost of matrix vector multiplication. Nevertheless, this procedure is excessively demanding computationally, even for systems derived from moderate size 3D problems, and anyway, moderate solution accuracy levels normally suffice. The precision of this procedure is bounded by floating-point round-off limits; which can be quantified by the relative solution residual error expression

\[
\frac{\| A^{-1} b - x \|_2}{\| b \|_2} \leq \epsilon
\]  

(4.48)

In Matlab, for instance, a relative residual accuracy of the order of \( 10^{-16} \) is obtained by default for PC architecture [244]. Controlled measurements using a high specification EIT system would optimistically provide 60 - 80dB SNR. Hence, calculation of the inverse with accuracy beyond \( 10^{-5} \) is somewhat redundant. An additional drawback is the storage requirement for the inverted system, which is typically less sparse than the system itself. Iterative solvers approximate the solution gradually with no explicit formulation of the inverted system. These methods offer control over the desired accuracy level, and therefore avoid redundant over-refinement of the solution. The convergence rate of these methods is strongly dependant on the spectrum of the system matrix; the more clustered the eigenvalues of \( A \), the more rapid and stable the convergence would be. A characteristic measure of the spectral properties of a real-valued system matrix is the condition number, which defines the ratio between the largest and smallest eigenvalues.
\[ \lambda = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} \]  

(4.49)

The smallest eigenvalue \( \lambda_{\text{min}} \) is closely related to the properties of the physical system that is being modelled, and the elements sizes in its discretisation. The lower and upper bounds of this eigenvalue are proportional to the volumes of the smallest and largest elements respectively. Fortunately, this entity is only weakly related to the shape of the elements. In contrast, the largest eigenvalue \( \lambda_{\text{max}} \) can become arbitrarily large by a single badly-shaped element \(^7\) [245]. The complex geometry of realistic physiological models, and in particular head models, imposes strict constraints over the regularity of the model discretisation. Furthermore, such models comprise of large regions of inhomogeneities, which can be assigned with a wide diverse of local properties. Consequently, a typical coefficient system is prone to be ill-conditioned.

### 4.4.5 Linear iterative solvers

The solution for the linear system of equations \( Ax = b \) derived from FEM discretisation (4.47), can be formulated in terms of least squares minimisation of the norm of the residual of the system

\[ \arg \min_x \| Ax - b \|^2_2 \]  

(4.50)

There is a wide range of methods for minimising this term iteratively. Two important groups are stationary and non-stationary techniques. Stationary methods, also known as fixed-point methods, update the solution by the following iterate step

\[ x_i = Bx_{i-1} + c \]  

(4.51)

where both \( B \) and \( c \) are independent of the iteration count \( i \). Despite their simplicity, the effectiveness of this group of solvers is rather limited. Nevertheless, stationary techniques, which include methods such as Jacobi, Gauss-Seidel and Successive Over-Relaxation (SOR), can effectively precondition non-stationary methods. Conversely, non-stationary methods use information that arises at each iteration. This group of techniques is more recent, their algorithms and convergence analysis is more complex, but they are more effective [246]. Among those, Krylov subspace family of solvers are among the most effective and efficient for large and sparse systems of coefficients.

---

\(^7\) Different importance is given to each of the mesh quality measures, with respect to the purpose (condition, interpolation or discretisation). In the conditioning context, the small angles measure is the primary indicator.
The underlying principle is construction of sequence of A-orthogonal (conjugate) search directions \( p_i \), using either the Lanczos or Arnoldi method. Where two vectors \( v_i, v_j \) \((i \neq j)\) defined as A-orthogonal if
\[
v_i^T A v_j = 0 \quad i \neq j. \tag{4.52}
\]
These search directions span a Krylov subspace, using the coefficient matrix \( A \) and a vector \( v \)
\[
\mathcal{K}_r(A,v) = \text{span}\{v, Av, \ldots, A^{r-1}v\} \tag{4.53}
\]
Starting with an initial guess \( x_0 \), a Krylov method will produce iteratively an approximate solution \( x_r \) using the Krylov subspace A-orthogonal search directions. This selection for search direction is what distinguishes Krylov subspace methods from the local gradients approach commonly used for Steepest Descent and Newton-type methods. In some respects, efficiency is granted since progression is performed at any direction only once. This concept can intuitively be interpreted by demanding A-orthogonality of the remaining error \( e_{r+1} = x_{r+1} - x \) for the \( t+1 \)th iteration and the current search direction \( p_t \),
\[
e_{r+1}^T A p_t = 0 \tag{4.54}
\]
The initial error \( e_0 \) can then be expressed as a sum of A-orthogonal components (corresponds to the A-orthogonal search directions); thus, at each iteration one of the error components is eliminated until the desired solution is reached (or its predefined vicinity).

Krylov subspace methods are characterised by two main properties, which makes them especially effective for large-scale problems. The first virtue is their highly economical memory requirement. Most of these methods employ Lanczos method for orthogonalisation, which for symmetric matrices can generate subsequent search directions, using only a three-term vector reoccurrence. Methods based on the Arnoldi method features a modified version of the Gram-Schmidt process, which is tailored for Krylov subspace. This approach requires the storage of the entire search directions sequence, or at least, a moderate part of it. The second virtue, is the fact that \( A \), and sometimes also its conjugate transpose \( A^* \), are only accessed in the form of matrix-vector product. The importance of this property is that an explicit formulation of \( A \) is not compulsory, as long as some mechanism which provides the product, exists.
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In the following, the Conjugate Directions method is introduced, which set the grounds for the popular linear Conjugate Gradients solver. Later, a review of some of the most suitable solvers for the indefinite linear system is provided.

4.4.5.1 Conjugate Directions

Solving a linear system of equations \( Ax = b \), where \( A \in \mathbb{R}^{n \times n} \) is Symmetric Positive Definite (SPD)\(^8\), is equivalent to minimisation of a quadratic form function

\[
f(x) = \frac{1}{2} x^T A x - b^T x + c
\]

(4.55)
since at the minimum the derivation obeys

\[
\frac{\partial f(x)}{\partial x} = \nabla f(x) = Ax - b = 0 \quad \Rightarrow \quad Ax = b.
\]

(4.56)

For linear systems, the gradient of the minimised function is equal to the residual error \( r(x) \)

\[
r(x) = Ax - b = \nabla f(x).
\]

(4.57)

The general iterative step is given by

\[
x_{i+1} = x_i + \alpha_i p_i.
\]

(4.58)

Substitution of (4.58) into (4.55) provides the minimised function at the \((t+1)\)th iteration

\[
f(x_{i+1}) = \frac{1}{2} (x_i + \alpha_i p_i)^T A (x_i + \alpha_i p_i) - b^T (x_i + \alpha_i p_i) + c.
\]

(4.59)

The one-dimensional step size \( \alpha_i \), minimiser of this quadratic function along \( x_i + \alpha_i p_i \), can be found by differentiation with respect to \( \alpha_i \)

\[
\frac{\partial f(x_{i+1})}{\partial \alpha_i} = (Ax_i - b)^T p_i + \alpha_i p_i^T Ap_i = r_i^T p_i + \alpha_i p_i^T Ap_i = 0
\]

(4.60)

where \( r_i = Ax_i - b \) as defined in (4.57). Therefore, we obtain

\[
\alpha_i = -\frac{r_i^T p_i}{p_i^T Ap_i}.
\]

(4.61)

A set of A-conjugate vectors are linearly independent, hence, had one conjugate direction \( \{ p_0, p_1, \ldots, p_s \} \) been picked as a search direction at each iteration, \( f \) would be minimised within, at most \( n \) steps [247]. This important property can be proved by expressing the error term as a linear combination of the search directions

\[
e_0 = x_0 - x = \sum_{i=0}^{s-1} \delta_i p_i
\]

(4.62)

where \( \delta_i \) values can be determined by pre-multiplication of (4.62) by \( p_i^T A \)

---

\(^8\) A matrix \( A \in \mathbb{C}^{n \times n} \) is called positive definite if for any non-zero complex valued vector \( x \in \mathbb{C}^n \) if \( \Re \left( x^* A x \right) > 0 \), where \( x^* \) stands for the conjugate transpose of \( x \).
\[ p_i^T A e_0 = \sum_{i=1}^{n-1} \delta p_i^T A p_i = \delta p_i^T A p_i \]  

which leads to

\[
\delta_i = \frac{p_i^T A e_0}{p_i^T A p_i} = \frac{0}{p_i^T A p_i} = \frac{p_i^T A e_i}{p_i^T A p_i}.
\]

(4.64)

Since \( A e_i = r_i \), it follows that

\[
\delta_i = \frac{p_i^T r_i}{p_i^T A p_i} = -\alpha_i.
\]

(1.65)

From here, it is apparent that the process of constructing the solution \( x \), component by component, is equivalent to the process of cutting down the error term component by component

\[
e_i = e_0 + \sum_{i=0}^{n-1} \alpha_i p_i = \sum_{i=0}^{n-1} \delta p_i - \sum_{i=0}^{n-1} \delta p_i = \sum_{i=0}^{n-1} \delta p_i.
\]

(4.66)

After \( n \) iterations, all the components are cut down, and \( e_n = 0 \). The main flaw of this method is that construction of any new search direction via conjugate Gram-Schmidt process, requires retaining all previous search directions (as is the case for Arnoldi methods). Furthermore, this approach requires \( O(n^3) \) operations for generation of the full set.

### 4.4.5.2 Conjugated Gradients (CG)

The underlying idea of Conjugated Gradients is very similar to Conjugate Directions method, only that now, the search directions are constructed by conjunction of the residuals. The use of residual is, in some sense, inspired from the Steepest Descent method, and motivated by the fact that the residual is orthogonal to the previous search direction. Therefore, the first search direction is chosen to be the steepest descent direction \(-\nabla f(x_0) = -r_0\), while the followings are a linear combination of the steepest descent direction and the previous search direction \( p_{r-1} \) [248]

\[
p_r = -r_r + \beta_r p_{r-1}
\]

(4.67)

where \( \beta \) is determined by the A-orthogonality requirement by application of transpose over (4.67) and right multiplication by \( A p_{r-1} \)

\[
p_i^T A p_{r-1} = (-r_i^T + \beta_i p_{r-1}^T) A p_{r-1} = 0
\]

(4.68)

\[
\beta_i = \frac{r_i^T A p_{r-1}}{p_{r-1}^T A p_{r-1}}.
\]

(4.69)
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The general formulation can be written in an economic way using relation (4.67) and the fact that the residual is orthogonal to all the previous search directions
\[ r_t^T p_k = -r_t^T r_t + \beta_k r_k^T p_{k-1} = -r_t^T r_t \] (4.70)

Now the step parameter (4.61) can be written as
\[ \alpha_t = \frac{r_t^T r_t}{p_t^T A p_t} \] (4.71)

The residuals can be formulated in a recursive way by plugging (4.71) into (4.58)
\[ r_{t+1} = r_t + \alpha_t A p_t \] (4.72)

From here, it can be easily shown that the residual \( r_t \) is actually orthogonal to all previous residuals as well, and therefore, \( \beta_t \) can be reformulated as
\[
\beta_t = \frac{r_t^T A p_{t+1}}{p_{t+1}^T A p_{t+1}} = \frac{r_t^T (r_t - r_{t+1})}{p_{t+1}^T (r_t - r_{t+1})} = \frac{r_t^T r_t - r_t^T r_{t+1}}{p_{t+1}^T r_t - p_{t+1}^T r_{t+1}} = \frac{r_t^T r_t - \beta_{t-1} r_{t-1}^T r_{t-1}}{r_t^T r_t - \beta_{t-1} r_{t-1}^T r_{t-1}}
\] (4.73)

The general framework of the Conjugated Gradients method for normal equations can be finally introduced [249]

while \( \| r_t \| > \varepsilon \)
\[
\begin{cases}
\alpha_t = \frac{r_t^T r_t}{p_t^T A p_t} \\
x_{t+1} = x_t + \alpha_t p_t \\
r_{t+1} = A x_{t+1} - b \\
\beta_{t+1} = \frac{r_{t+1}^T r_{t+1}}{r_t^T r_t} \\
p_{t+1} = -r_{t+1} + \beta_{t+1} p_t \\
t = t + 1
\end{cases}
\] (4.74)

Algorithm 4.1. Linear Conjugated Gradients

Since the construction of any new search direction does not require explicit elimination of conjugated components from previous search directions, the typical runtime complexity per iteration of this algorithm is reduced from \( O(n^2) \) to \( O(\text{nnz}(A)) \), where \( \text{nnz}(A) \) stands for the number of non-zero entries in the coefficient matrix, which is typically \( O(n) \). This solver holds the optimal approximation property, that \( x \) has minimal error \( e = x - x \), measured with respect to the norm \( \| e \|_A^2 = e^T A e \), over all possible choices of \( x \), of the associated Krylov subspace. The convergence is determined by the spectrum of the eigenvalues, with the following relation for the relative error
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\[ \| e_t \|_A \leq \min_{q_i} \max_{\lambda_i} |q_i(\lambda_i)| \]  \hspace{1cm} (4.75)

where \( q_i \) is any polynomial of degree \( t \) satisfying \( q_i(0) = 1 \) and \( \{ \lambda_i \}_{i=1}^n \) stands for the set of eigenvalues of \( A \in \mathbb{R}^{n \times n} \). The number of required iterations for reduction of the error norm by a factor of \( \varepsilon \) is given by

\[ t \leq \frac{\sqrt{\kappa}}{2 \ln \left( \frac{1}{\varepsilon} \right)} \]  \hspace{1cm} (4.76)

where \( \kappa \) is the condition number. From (4.75) and (4.76) it is evident that the runtime complexity is of \( O(\sqrt{\kappa} n) \), which means that the relative error can be sufficiently reduced by few iterations only if the eigenvalues of \( A \) are clustered. Unfortunately, systems derived from discretisation of the EIT problem do not possess this property.

4.4.5.3 General Minimal Residual (GMRes)

The Generalised Minimal Residual method (GMRes) [250] is an extension of the Minimal Residual method (MinRes), which is only applicable to symmetric systems, to unsymmetric systems.

At iteration \( t \) an approximation \( x_t \) of the Krylov subspace is generated by the vector \( c \)

\[ K_t(A,c) = \text{span}\{c, Ac, \ldots, A^{r-1}c\} \]  \hspace{1cm} (4.77)

where typically \( c = b \) is taken. This method solves the least square problem

\[ \min_{z \in K_t(A,b)} \| b - Az \| \]  \hspace{1cm} (4.78)

by constructing an orthonormal basis \( V_t = \{ v_1, v_2, \ldots, v_t \} \) for \( K_t(A,c) \) using Arnoldi’s method. Starting with \( v_1 = \frac{b}{\| b \|} \), the basis for \( K_t(A,b) \) is constructed recursively

\[ v_{t+1} = \frac{v_{t+1}}{\| v_{t+1} \|} \]  \hspace{1cm} (4.79)

where

\[ v_{t+1} = Av_t - \sum_{i=1}^{t} (v_i^* Av_t) v_i \]  \hspace{1cm} (4.80)

which then lead to the following decomposition

\[ AV_t = V_t L_t \]  \hspace{1cm} (4.81)

where \( L_t \in \mathbb{C}^{(r+1) \times r} \) is an upper Hessenberg matrix. \( z \) can be represented now as \( z = V_t w \) for some \( w \), and therefore

\[ Az = V_t L_t w \]

\[ b = \| b \| V_t e_t \]  \hspace{1cm} (4.82)
where $e_1$ denotes here the first column of the identity matrix. The least square problem (4.78) is now reduced to
\[
\min_{w_i} \| (b^T) e_1 - L^T w_i \|.
\]
(4.83)

It can be seen that in order to generate the next basis vector, $A$ is accessed at (4.80) only in the form of $Av_i$. The major drawback of GMRes method is that the amount of work and storage required per iteration rises linearly with the iteration count. Unless one is fortunate enough to obtain extremely fast convergence, the computational cost rapidly become prohibitive. The customary way to overcome this limitation is by restarting the iteration. After a chosen number of iterations $t_{\text{restart}}$, the accumulated data is cleared and the intermediate results are used as the initial data for the next $t_{\text{restart}}$ iterations. This procedure is repeated until convergence is achieved. The difficulty is in choosing an appropriate value for $t_{\text{restart}}$. If $t_{\text{restart}}$ is too small, GMRes($t_{\text{restart}}$) may be slow to converge, or fail to converge entirely. A value of $t_{\text{restart}}$ that is larger than necessary involves excessive work and storage. Unfortunately, there are no definite rules governing the choice of $t_{\text{restart}}$. The complete pseudo-code can be found in [246].

4.4.5.4 Bi-Conjugated Gradients (BiCG, CGS, BiCGStab)

Bi-Conjugated Gradients is a Lanczos based alternatives to GMRes for non-symmetric systems. The basic principle is replacement of the orthogonal sequence of residuals with two mutually orthogonal (namely bi-orthogonal) sequences, which on the one hand requires only short recurrences, at the price of no longer providing minimisation. The residuals update now becomes
\[
\begin{align*}
  r_i &= r_{i-1} - \alpha_i A p_i \\
  \tilde{r}_i &= \tilde{r}_{i-1} - \alpha_i \tilde{A} p_i
\end{align*}
\]
(4.84)

with the following search directions
\[
\begin{align*}
  p_i &= r_{i-1} + \beta_i A p_{i-1} \\
  \tilde{p}_i &= \tilde{r}_{i-1} + \beta_i \tilde{A} p_{i-1}
\end{align*}
\]
(4.85)

where
\[
\begin{align*}
  \alpha_i &= \frac{r_{i-1}^T r_{i-1}}{p_i^T \tilde{A} p_i} \\
  \beta_i &= \frac{r_i^T r_i}{r_{i-1}^T r_{i-1}}
\end{align*}
\]
(4.86)
which ensures the bi-orthogonality relations
\[ \tilde{r}_i \tilde{r}_j = p_i^T A p_j = 0 \quad i \neq j. \] (4.87)

In this method the residual vector at iterate \( t \), can be regarded as a product of \( r_0 \) and a \( t \)th degree polynomial \( P_t \) in \( A \), which satisfies
\[ r_t = P_t(A)r_0 \]
\[ \tilde{r}_t = P_t(A)\tilde{r}_0 \] (4.88)

This suggests that application of such a polynomial contracts the residual. The method of \textit{Conjugated Gradients Square} (CGS) applies such contraction operator twice, rather than once at a time. However, there are no guarantees that such operation, which indeed reduces the initial residual, should work over an already reduced vector. The \textit{Stabilised BiConjugated Gradients} (BiCGStab) method was developed in order to avoid irregular convergence pattern often manifested by CGS. The general idea is to compute a sequence \( t \rightarrow Q_t(A)P_t(A)r_0 \) instead of the CGS sequence \( t \rightarrow P_t(A)r_0 \), where \( Q_t \) is a \( t \)th degree polynomial describing the steepest descent update. This method can also be interpreted as the product of BiCG and repeated application of GMRes(1). In this way, a residual vector is minimised at least locally, which leads to considerably smoother convergence. However, if the local GMRes(1) step stagnates, the method will breakdown. This breakdown comes in addition to the common breakdowns this family of solvers prone to have.

4.4.5.5 Quasi Minimal Residual (QMR, Symmetric QMR)

The Quasi Minimal Residual (QMR) method was presented by Freund and Nactigal, to solve indefinite nonsymmetric system matrices [251]. The general motivation was to overcome the breakdowns BiCG and its variants (CGS and BiCGStab) are susceptible to undergo \(^9\) using short occurrences.

The main idea is to solve a reduced tridiagonal system in the least square sense, similar to the approach of GMRes. Since the constructed basis for the Krylov subspace is bi-orthogonal, rather than the orthogonal basis produced by GMRes, the solution is viewed as quasi-minimal residual. Freund and Nactigal presented general error bounds, which showed that QMR is expected to converge as fast as GMRes. Comparison of the relations of the residuals of BiCG and QMR, shows that whenever

\(^9\) In exact arithmetic both CGS and BiCGStab breaks down whenever BiCG breaks down [251]
BiCG defines a search direction, which reduces the residual error substantially. QMR delivers similar results, however, when BiCG reaches a stagnant step or even diverge, QMR keep on converging. QMR implementation often facilitates a look-ahead strategy to avoid the breakdown threats inherited from the Lanczos procedure. Thus, the convergence behaviour is typically much smoother and robust than that obtained for BiCG, as well as for its variants CGS and BiCGStab. SQMR is an adaptation of the general nonsymmetric QMR method to exploit the symmetry of the matrix A.

Since EIT system matrices are symmetric, facilitation of the Symmetric (Simplified) QMR is possible. Although the runtime and storage requirements per iteration of SQMR are similar to those of SYMMLQ and MinRes it converges considerably faster [252]. A summary of the computational requirements for each of the solvers is brought in Table 4-1.

**Table 4-1. Summary of operation and storage requirement for iteration t [246]**

<table>
<thead>
<tr>
<th>Method</th>
<th>Inner product</th>
<th>SAXPY (^\text{10})</th>
<th>Matrix-Vector product</th>
<th>Preconditioner applications</th>
<th>Storage requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>CG</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>Matrix + 6n</td>
</tr>
<tr>
<td>GMRes</td>
<td>t+1</td>
<td>t+1</td>
<td>1</td>
<td>1</td>
<td>Matrix + (t+5)n</td>
</tr>
<tr>
<td>BiCG</td>
<td>2</td>
<td>5</td>
<td>1 + 1 transpose</td>
<td>1 + 1 transpose</td>
<td>Matrix + 10n</td>
</tr>
<tr>
<td>CGS</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>Matrix + 11n</td>
</tr>
<tr>
<td>BiCGStab</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>Matrix + 10n</td>
</tr>
<tr>
<td>QMR</td>
<td>2</td>
<td>8 + up to 4</td>
<td>1 + 1 transpose</td>
<td>1 + 1 transpose</td>
<td>Matrix + up to 16n</td>
</tr>
</tbody>
</table>

### 4.4.6 Preconditioning of sparse linear systems

#### 4.4.6.1 Fixed level preconditioning

The error convergence rate and numerical stability of Krylov subspace iterative methods depends strongly on the spectral properties of the coefficient matrix. Matrices obtained from discretisation of the EIT problem are typically poorly conditioned. This situation tends to worsen with increase of the problem scale. A remedy for the ill-conditioning and broad eigenvalue spread of the coefficient matrix is by preconditioning. Preconditioning is a process in which the linear system is transformed

---

\(^{10}\) SAXPY - (Scalar Alpha X Plus Y) is the basic operation of scalar multiplication and vector addition \(ax + y\), where \(a\) is a scalar and \(x, y\) are vectors
into an equivalent system (in the sense that it has the same solution), which has more favourable spectral properties, i.e. its eigenvalues are better clustered. A preconditioner $M$ is a matrix that effects such transformation

$$M^{-1}Ax = M^{-1}b$$  \hspace{1cm} (4.89)

where

$$\text{cond} (M^{-1}A) \approx \text{cond} (A)$$  \hspace{1cm} (4.90)

A good preconditioner possesses the following properties: for any vector $v$, $M^{-1}v$ can be obtained easily, and $M^{-1}A$ is close to an identity matrix. Various preconditioning schemes were developed in the past two decades. These were applicable for different matrix structures. For the real-valued admittivity case of the EIT problem (ERT), the coefficient system matrix $A \in \mathbb{R}^{(\nu_{e}+\nu_{i}) \times (\nu_{e}+\nu_{i})}$ is symmetric positive definite (SPD). As such, it has a defined square root. Cholesky factorisation decomposes $A$ by an upper triangular matrix $U$ such that

$$A = U^*U$$  \hspace{1cm} (1.91)

and

$$(U^*)^{-1} = (U^{-1})^*$$  \hspace{1cm} (1.92)

Considering a preconditioner $M = M_1M_2 = U^*U$, only an inverse of $U$ is required to be calculated. Complete factorisations may yield optimal convergence rates for iterative methods, and can be used effectively for direct methods as well; however, the computational cost for factorisation of large-scale problems is entirely unacceptable. Preconditioners based on incomplete-factorisation are constructed by executing a sparse factorisation algorithm, while dropping some of the fill elements. Elements can be dropped according to numerical criteria, or structural criteria. Since some of the fill elements are dropped, the resulting factorisation is sparser and takes less time to compute than the complete factorisation. The control over the completeness of these factors is done through selection of a drop tolerance parameter $\eta$. The trade-off between the computational effort required for factorisation and the effectiveness of the preconditioner, is manifested by the solution runtime. Incomplete Cholesky factorisation is highly effective while being used as a preconditioner for the Krylov-subspace method of Preconditioned Conjugated Gradients (PCG).

For the complex valued admittivity case, the coefficients system matrix is still symmetric, but, no longer positive definite. Thus, the presence of negative eigenvalues
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prevents calculation of the square root factors. For such cases, LU decomposition can be used. In this process, the system matrix \( A \in \mathbb{C}^{(n+n_1) \times (n+n_1)} \) is decomposed into a product of a lower triangular matrix \( L \) and an upper triangular matrix \( U \)

\[
A = LU.
\] (1.93)

This decomposition, in its incomplete form, is widely used as a preconditioner for non-symmetric and complex valued (indefinite) matrices. As \( L \) and \( U \) have different inverse, two separate triangular matrix inversions are required. This highly versatile factorisation is the traditional choice for preconditioning most of the Krylov subspace methods.

A common drawback for incomplete factorisation schemes is that a-priori knowledge (which is not necessarily available) regarding the permitted level of fill-in is required. Selection of fill-in level needs to account for the overall runtime for construction of the preconditioner with respect to the solution runtime for multiple RHS. As a result, this decision is often taken empirically.

4.4.6.2 Multi-level preconditioning

While fixed - level preconditioners could be extraordinarily effective for stabilising and accelerating the EIT forward problem solution process, the computational cost for their construction, even in their incomplete form, grows rapidly with the problem size. Over the years, several attempts have been made to meet this computational challenge by the scalable approach of Geometric Multi-Grid [253;254]. This approach requires the construction of hierarchical domain meshes of decreasing resolution. While this is achievable for simple geometries, the complexity of real-life physiological models makes this task complicated at best, if possible at all. Head shape models for instance, include very thin layers, such as the Cerebrospinal Fluid (CSF), which cannot be coarsened geometrically without introducing significant errors. Moreover, mesh generation is a tedious process, which cannot be automated, and requires the services of a specialist.

An alternative approach that overcomes this obstacle is the Algebraic Multi-Grid (AMG) [255] method. This approach does not require any information regarding the FE mesh geometry, and act directly on large-scale linear system matrices. The motivation is rooted in the limitation of stationary relaxation schemes (smoothers), such as Jacobi
or Gauss-Seidel, to reduce the low-frequency components of the error. These schemes effectively damp the high frequency components of the error, while leaving the low-frequencies almost unaffected. In order to address this shortcoming, AMG suggests the construction of a hierarchy of system matrices \( A_0 \subset A_1 \subset \ldots \subset A_{\text{base}} \), along with a set of prolongations \( P_{i,i-1} \) and restriction \( R_{i-1,i} \) operators that map between them. The algorithm works in a recursive manner, starting by applying relaxation smoothers \( S_i \) over the system, followed by application of restriction over the residual error. The next step is a recursive call, where the restricted residual serve as RHS for the restricted system. The next step is a recursive call, where the restricted residual serve as RHS for the restricted system. This procedure is followed down to the lowest-coarsest level, where a correction for the solution (error) is solved directly. From then and on, this correction is interpolated using the prolongation operators and added to the solution at each level, usually with the application of another post-relaxation stage. The general principle is that over the coarser grids, frequencies that were considered as low beforehand, are now, relatively high, and therefore effectively smoothed as well.

The application of the classical AMG algorithm is limited to a special type of system matrices called M-matrices. A matrix \( A \in \mathbb{R}^{n \times n} \) is defined as M-matrix if

\[
\begin{align*}
A_{ii} &> 0 \quad i = 1..n \\
A_{jj} &\leq 0 \quad i,j = 1..n \quad i \neq j
\end{align*}
\]  

and for some positive diagonal matrix \( D \), \( AD \) is strictly diagonally dominant

\[
\| (AD)_i \| \geq \sum_{j \neq i} |(AD)_{ij} | \tag{4.95}
\]

While used as a solver over classical elliptic PDE problems with M-matrix structure, the computational demand is optimal, i.e. scales like \( O(n) \). However, it is most effective as a preconditioner for an iterative solver, rather than for providing a complete solution.

### 4.4.6.3 The classical Algebraic Multi-Grid (AMG) preconditioner

The inner part \( A_u + A_z \) of a real-valued system constructed according to (4.47), corresponds to the Gap-shunt model. Such matrix maintains the standard elliptic PDE structure and features and therefore can be regarded as an M-Matrix. However, the augmented parts \( A_v, A_v^T \) and \( A_p \) violate the M-matrix property of this system [256]. Soleimani et al [256] suggested the utilisation of a commercial [257] classical AMG as a
preconditioner for the ERT problem (real valued EIT). They postulated that the augmented section of the ERT system invalidates only slightly the M-matrix definition, and therefore permit the use of a classical blackbox algebraic multi-grid preconditioner for the real valued problem. This approach indeed demonstrated a significant speedup in the forward solution stage. Nevertheless, in practise, the proximity property to M-matrix is not granted. At the low and high frequency ends, contact impedance values are extreme, which in turn scales accordingly the augmented section, introducing severe violation of the M-matrix structure. Attempts to employ this preconditioner in a non-linear inverse framework introduced frequent breakdowns whenever conductivity values approached zero. Lastly, since this preconditioner can handle only real valued admittivity problems, it is not applicable for medical problems, where permittivity cannot be ignored. For real symmetric positive definite problems such as ERT, a symmetric smoother is required, which is not a property of classical smoothers in their standard form. For the complex valued case, unsymmetrical techniques are required which are proposed in the next sections.

4.4.6.4 The modified unsymmetrical classical AMG preconditioner

An elegant way to provide a multi-level preconditioner using the classical AMG formulation for complex valued matrices is by a complex-to-real splitting and construction of an implicit AMG preconditioner. The first step is conversion of the symmetric complex matrix into real valued non-symmetric system

\[ A\mathbf{x} = (C + iB)\mathbf{x} = \mathbf{b} \Rightarrow \begin{pmatrix} C & B \\ -B & C \end{pmatrix} \begin{pmatrix} \mathbf{x}_{5m} \\ \mathbf{x}_{5e} \end{pmatrix} = \begin{pmatrix} \mathbf{b}_{5m} \\ \mathbf{b}_{5e} \end{pmatrix} \]  

(4.96)

where \( C, B \in \mathbb{R}^{n \times n}, \mathbf{b} \in \mathbb{C}^{2n} \) and \( C \) is approximately an M-matrix. Such system could be solved using Krylov-subspace solvers, which are suitable for non-symmetric matrices, such as stabilised BiCG, GMRES or QMR. Let us consider first the following preconditioner

\[ M = \begin{pmatrix} C & B \\ 0 & C \end{pmatrix} \]  

(4.97)

At each nonsymmetric solver's iteration the system \( M\mathbf{y} = \mathbf{z} \) is needed to be solved. This can be done by rewriting the system as

\[ \begin{pmatrix} C & B \\ 0 & C \end{pmatrix} \begin{pmatrix} \mathbf{y}_{5m} \\ \mathbf{y}_{5e} \end{pmatrix} = \begin{pmatrix} \mathbf{z}_{5m} \\ \mathbf{z}_{5e} \end{pmatrix} \]  

(4.98)
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At this stage, the following procedures could be performed in order to solve the system

\[
\begin{align*}
\text{solve } C y_{\mathcal{R}_{e}} &= z_{\mathcal{R}_{e}} \\
\text{solve } C y_{\mathcal{R}_{m}} &= z_{\mathcal{R}_{m}} - B y_{\mathcal{R}_{e}}
\end{align*}
\]

These internal solution procedures can be performed by any method, such as the Conjugated Gradients. However, unlike \( C + iB \), \( C \) is approximately an M-matrix, therefore, classical AMG can be employed here. While using an iterative method in (4.99) and (4.100), the required accuracy tolerance question need to be addressed. Classical multi-grid is a stationary method; therefore, application of a single AMG V-cycle rather than an accurate solution suffices [258]. In such case, the preconditioner becomes

\[
\tilde{M} = \begin{pmatrix}
\hat{C} & B \\
0 & \hat{C}
\end{pmatrix}
\]

(4.101)

where \( \hat{C} \) is defined by the V-cycle, and therefore not formed explicitly. Although this approach can be used for a wide range of applications, it is still prone to solution convergence breakdown, whenever, the approximation of the system matrix to an M-matrix is violated. In addition, the complex-to-real-split process doubles the storage requirements of the system matrix, which for large-scale systems can be limiting.

4.4.6.5 Inverse based multi-level ILU

Bollhöfer and Saad [224] recently introduced the innovative approach of inverse-based multi-level preconditioning. Unlike other multi-level preconditioning approaches, this approach is capable of handling complex valued sparse matrices of general structure, as well as efficiently handling Hermitian and symmetric structures. The algorithm comprises three core stages. At the first stage, rescaling and static partial reordering is applied to define a well-suited leading block \( B \). The coefficient system entries are being permutated to reduce the level of fill-in in the factorisation

\[
A \rightarrow \tilde{A} = P^T AQ = \begin{pmatrix}
B & F \\
E & C
\end{pmatrix}
\]

(4.102)

where \( P \) and \( Q \) are permutation matrices, \( B \) is the leading matrix block and \( C, E \) and \( F \) are the remaining block matrices. The next stage is a partial incomplete LU factorisation with diagonal pivoting, where the growth of the inverse triangular factors of \( P^T AQ \) is controlled. In order to understand this stage better, let us consider the following approximate factorisation for a process which terminates after \( t \) steps.
\[ \tilde{A} = \begin{pmatrix} B & F \\ E & C \end{pmatrix} = \begin{pmatrix} \tilde{L}_g & 0 \\ \tilde{U}_g & 1 \end{pmatrix} \begin{pmatrix} \tilde{D}_g & 0 \\ 0 & \tilde{S}_c \end{pmatrix} \begin{pmatrix} \tilde{U}_g & \tilde{U}_f \\ 0 & 1 \end{pmatrix} + \mathcal{E}_r = \tilde{L}_f \tilde{D}_f \tilde{U}_f + \mathcal{E}_r \]  

(4.103)

where \( \tilde{L}_g \) and \( \tilde{U}_g \) are unit lower triangular matrices, the leading \( 1 \times 1 \) part of \( \tilde{D}_g \) is diagonal and \( \tilde{S}_c \) is an approximation for the Schur complement \( S_c = C - EB^{-1}F \).

The error \( \mathcal{E}_r \) accommodates for the entries that are being dropped during the incomplete factorisation

\[ \mathcal{E}_r = \tilde{A} - \tilde{L}_f \tilde{D}_f \tilde{U}_f. \]  

(4.104)

For most threshold-oriented incomplete factorisation approaches, the error norm is set to satisfy

\[ \| \mathcal{E}_r \| = O(\eta) \]  

(4.105)

where \( \eta \) is the drop tolerance threshold. This error norm may provide a fair bound for the similarity of the factors to the original system; however, for preconditioning purposes the application of \( \tilde{L}_f^{-1} \) and \( \tilde{U}_f^{-1} \) over \( A \) in the form \( \tilde{L}_f^{-1} A \tilde{U}_f^{-1} \) is more relevant. This leads to the definition of the inverse error, which essentially represents the actual concern of effective preconditioning

\[ \mathcal{F}_r = \tilde{L}_f^{-1} \tilde{L}_f \tilde{U}_f^{-1}. \]  

(4.106)

This term emphasizes the importance of controlling the inverse triangular factors norms \( \| \tilde{L}^{-1} \| \) and \( \| \tilde{U}^{-1} \| \) [259;260]. These factors amplify the error related to the size of the entries which are being dropped during the incomplete LU decomposition [260]. Consequently, at this stage the reordered system \( P^T AQ \) is factored so that the growths of its inverse triangular factors are being controlled \( \| \tilde{L}^{-1} \|, \| \tilde{U}^{-1} \| \leq k \) by a factor or skip strategy. At each step, rows or columns that exceed the prescribed bounds are pushed to the end (Figure 4-1).

**Figure 4-1.** An illustration of the factor and skip strategy at level \( k \), rows or columns which exceeds the prescribed bounds are omitted from the incomplete factorisation and moved towards the lower and righter part of the system matrix.
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The last step is incorporation of the scheme above in a multilevel manner, so that the sub-matrix which was skipped from the factorisation in the current level, will be treated on the next level (Figure 4-2). Therefore, a multi-level strategy is applied recursively to the approximate Schur complement \( S \) of the system at each level

\[
A \rightarrow P^T AQ \rightarrow \tilde{P}^T \tilde{A} \tilde{Q} \rightarrow \begin{pmatrix} LDU & F \\ E & S \end{pmatrix}
\]

\[
S \rightarrow P_s^T SQ_s \rightarrow \tilde{P}_s^T \tilde{Q}_s \rightarrow \begin{pmatrix} L_s D_s U_s & F_s \\ E_s & T \end{pmatrix}
\]

(4.107)

Figure 4-2. Large-scale EIT system matrix of 90k x 90k entries. Left: single level Reverse Cuthill McKee (RCM) ordering; Right: the obtained inverse-based multi-level preconditioner

An implementation of this framework is available in the ILUPACK package [261]. Extended functionality, and in particular a broader variety of reordering schemes can be obtained by linking this package with the parallel sparse direct linear solver Pardiso [262-264]. The package also includes a selection of Krylov solvers, including the recent Flexible Generalised Residual (FGMRes) algorithm [265] and facilitates the use of the more robust Symmetric (Simplified) Quasi Minimum Residual (SQMR) [252], rather than the conventional stabilised BiCG for symmetric indefinite systems [251].

4.4.7 Sensitivity matrix (Jacobian) derivation

The sensitivity matrix, also known as the Jacobian matrix, is the discrete Fréchet derivative of the non-linear function, which maps a perturbation in the solution to variation in the boundary data

\[
\nabla F(\gamma) : \Delta \gamma_{in} \mapsto \Delta V_{in}
\]

(4.108)
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In particular, for the EIT problem, given a set of boundary measurement combinations \( V_r \in \mathbb{C}^n \) and admittivity map \( \gamma \in \mathbb{C}^s \), the Jacobian \( J \in \mathbb{C}^{m \times n} \) represents the variation in the \( i \)th boundary voltages measurement combination with respect to an admittivity perturbation in the \( j \)th element

\[
J_{ij} = \frac{\partial V_{ri}}{\partial \gamma_j} \tag{4.109}
\]

Naively, the Jacobian can be derived by introducing an admittivity perturbation \( \delta \gamma \) at each element and calculating its effect over the boundary voltages \( \delta V_r \); however, for realistic 3D problems such an approach is excessively inefficient. The alternative approach is based on Geselowitz reciprocity theorem [266]. This approach requires only solutions for the forward problem \( V_c = \{v_1, v_2, \ldots, v_p\} \) and for the adjoint forward problem \( V_m = \{w_1, w_2, \ldots, w_q\} \) (i.e., measurement leads are thought as current sources).

Let us denote a Jacobian row which represent the sensitivity associated with a certain injection-measurement pattern \( (s,t) \) by \( J_{(s,t)} \). For fixed current, in this formulation, each of the Jacobian rows is approximated by a scalar product of a single forward solution field (current field) \( \nabla v' \) and a single adjoint field solution (measurement field) \( \nabla w' \)

\[
J_{(s,t)} = -\int_{\Omega} \nabla v' \cdot \nabla w' d\tau \quad s = 1..p, t = 1..q \tag{4.110}
\]

For real valued boundary voltages and purely real and positive admittivity, the Jacobian operator is positive, linear, compact and self-adjoint operator. As such, its inverse \( J^{-1} \) is discontinuous and therefore unstable with respect to variation in measured data. For complex valued boundary potentials and admittivity, another complication arises due to the coupling between real and imaginary components of the admittivity perturbation and the boundary voltage variation. For this case, assuming \( \sigma \gg \omega \epsilon \) at each element, the Jacobian \( J \in \mathbb{R}^{2m \times 2n} \) can be decomposed as

\[
J = \begin{bmatrix}
J_{\Re \Re} & J_{\Re \Im} \\
J_{\Im \Re} & J_{\Im \Im}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial V_{1 \Re}}{\partial \gamma_{s \Re}} & \frac{\partial V_{1 \Im}}{\partial \gamma_{s \Im}} \\
\frac{\partial V_{1 \Re}}{\partial \gamma_{s \Im}} & \frac{\partial V_{1 \Im}}{\partial \gamma_{s \Re}} \\
\frac{\partial V_{2 \Re}}{\partial \gamma_{s \Re}} & \frac{\partial V_{2 \Im}}{\partial \gamma_{s \Im}} \\
\frac{\partial V_{2 \Re}}{\partial \gamma_{s \Im}} & \frac{\partial V_{2 \Im}}{\partial \gamma_{s \Re}}
\end{bmatrix} \tag{4.111}
\]

For practical applications, a complex valued Jacobian can be constructed using relation (4.110), with complex valued fields, while ensuring that the conjugated complex of the field \( \nabla v' \) is employed. Using this formulation, images of both the conductivity and the permittivity can be obtained.
For most EIT applications, the number of elements in the discretisation is significantly larger than the amount of independent measurement data. Consequently, the Jacobian matrix is large and highly underdetermined. For such cases, it is advisable to consider some spatial restriction transformation: either element to nodal base transformation or a regular-grid transformation [267]. These approaches interpolate the sensitivity $J'$ at each element either over the finite-element vertices $R^e_j : J' \mapsto J_e$, or over a regular grid $R^g_j : J' \mapsto J_g$. Such operations can reduce the Jacobian size substantially and allow for more efficient Jacobian inversion at the inverse solution stage, on the expense of introducing large errors over the boundaries for multi-tissue models [268]. These weighted interpolation operators along with their prolongations are especially useful for large-scale problems.

4.4.8 Forward modelling developments in UCL group

A thorough review of available FEM packages was carried out by Gibson [269] with the aim of choosing one for use in EIT. These were mostly sophisticated, inflexible pieces of software and their adaptation for solving multiple boundary conditions sets for each of the excitation patterns was cumbersome. EEG source modelling software, like ASA [111] and Curry [270] were disregarded at that time, as they were based on BEM of the head. The suitability of I-DEAS [271], was investigated by Liston [110], who found its memory demand excessive, even for solving the problem for a subset of boundary conditions. Gibson used the TOAST [272] software developed at the Optical Tomography group in UCL, which solves for photon density throughout an object when light is injected at one optode on the surface. The scattering of light is comparable to resistivity but there is no analogue in EIT to the concept of absorption. Photon density and the diffusion coefficient were substituted for the electric potential and conductivity, and the absorption coefficient set to zero in order to adjust the diffusion equation to the generalised Laplace equation. The refractive index was set to one in order to prevent refraction and reflection at internal tissue boundaries. Current injection was through point electrodes using Robin boundary conditions.

Later, the UCL group received a version of TOAST written in Matlab for 2D and 3D problems, which incorporated appropriate boundary conditions for the case of EIT. This solver, namely MaTOAST, produced more realistic voltage profiles than those
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reported earlier with TOAST [21;110]. However, MaTOAST code had several drawbacks: firstly, in terms of functionality, it was designed to work for the real part of the admittivity only, did not allow incorporation of anisotropic priors, employed arbitrary units and was limited to nodal base representation. In addition, this code included only a simple linear inverse solver. In terms of performance, it was slow and memory inefficient, and had not been validated for 3D problems. The author undertook improvements to this code on arrival in the group but later elected to pursue a different approach.

Fortunately, at that time a publicly available Matlab code library called EIDORS 3D had been released by Polydorides and Lionheart [225]. This code suite provided a framework for element based EIT forward modelling and Jacobian composition, based on the Complete Electrode Model. This enabled incorporation of anisotropic priors easily, was suitable for complex admittivity, and was well documented. Unfortunately, it has not been designed for large-scale models. The author took advantage of functions related to FEM system matrix composition, but then elected to develop new routines for the requirements of work in the UCL group for EIT of brain function.

Consequently, the author developed the SuperSolver Matlab toolbox, which was element based, but allowed nodal base formulation as well. This provided full complex admittivity support, inherently supported anisotropic priors, and was composed with special care for computational efficiency and scalability. The toolbox includes both forward and inverse solvers. It is fully documented, includes several demos, and works with physically meaningful units. The solver has been validated in tank and human measurements so far, in addition to the validation presented below in 4.6.1 [24;25;28;113;162;230;273].

4.5 Monopolar Current Excitations

The right hand side of system matrices derived from Optical Tomography contain a distribution of sources only, with no sinks. However, EIT has so far been modelled by a composition of sources and sinks, as derived from the stringent current conservation physical limitation. Nevertheless, mathematically, this limitation is not compulsory. Let $A \in \mathbb{C}^{n \times m}$ be the system matrix and $X = \{x', \ldots, x\} \in \mathbb{C}^{m \times 1}$ a set of solutions
corresponding to the set of RHS column vectors \( B = \{b^1, \ldots, b^\nu\} \in \mathbb{R}^{n \times \nu} \), which together forms the following set of linear systems
\[
AX = B
\]
where a typical RHS term satisfies
\[
\sum_{i} b^i = 0 \quad i = 1, n
\]
\[
\sum_{j} |b^j| \neq 0 \quad j = 1, \nu
\]

In the most general case, each column vector \( b^j \) includes a composition of few positive entries and their negations. Modern acquisition systems would allow multiple excitation patterns, involving the usage of each source numerous times with different sinks. For such cases, the number of unique excitation patterns exceeds the number of unique sources and sinks. Let us denote by \( Q = \{q^1, \ldots, q^s\} \in \mathbb{R}^{n \times s}, s \leq \nu \) the subset of unit basis vectors that spans the column space of \( B \), and by \( P = \{a^1, \ldots, a^\nu\} \in \mathbb{R}^{n \times \nu} \) the corresponding coordinate matrix transformation
\[
B = QP.
\]
Thus, the linear systems can now be rewritten as
\[
AX = QP.
\]

Assuming \( A \) is invertible, and since matrix multiplication is associative, one has
\[
X = A^{-1}(QP) = \left( A^{-1}Q \right)P
\]
where \( \tilde{X} \) are the solutions for the monopolar sources given by
\[
\tilde{x}' = A^{-1}q^i.
\]
Since \( A \) is a linear operator, each solution vector \( x' \), which corresponds to a RHS \( b^j \) term, can be also decomposed into linear combination of \( \tilde{X}' \); each of which is the solution for a monopolar source \( q^i \). Hence, only a solution of the system for each of the RHS elementary basis vectors \( q^i \) is required in order to construct any solution as a simple linear combination.

With the growing cost of computation for each solution \( x' \), and the relatively low computational cost of vector summation whenever \( s < \nu \), there will be a clear benefit of almost a factor of \( \nu/s \) in speedup by utilisation of this approach. The number of forward solutions for a given coefficient system is bounded by this method to be the number of unique independent sources (for EIT this would be the number of electrodes). Considering simulation studies for an instance, where a complete dipolar excitation pattern is employed, this approach reduce the computational cost from
\( n_l(n_l - 1)/2 \) to \( n_l \), i.e. it requires about twice of the square root of the original number of systems to be solved. In some respects, this approach provides the most compact form of representing the total amount of independent information that resides in the system.

The same principle can be used also within the inverse solution framework. The basic component required for constructing a search direction within that framework is the sensitivity matrix. As derivatives are distributive, the latter can be composed using combinations of monopolar potential distribution solutions. This can be performed either in the conventional adjoint composition manner, or alternatively, using the adjoint-fields framework [274;275]. Rewriting the Jacobian term given in (4.110) using monopolar current potential solutions provides

\[
J_{(i,j)} = \int_{\Omega} \nabla \bar{\psi} \cdot \nabla w \, dr = \int_{\Omega} \left( \sum_{s \in \mathcal{S}} \alpha'_s \bar{\psi}_s \right) \cdot \nabla \left( \sum_{j \in \mathcal{S}} \alpha'_j \bar{\psi}_j \right) \, dr = \sum_{s \in \mathcal{S}} \sum_{j \in \mathcal{S}} \alpha'_s \alpha'_j \int_{\Omega} \nabla \bar{\psi}_s \cdot \nabla \bar{\psi}_j \, dr
\]

(4.118)

where \( \bar{\psi}_s \) and \( \bar{\psi}_j \) stands for monopolar potential distributions and \( \alpha'_s, \alpha'_j \) represents the transformation coefficients which relate the monopolar solution to the forward solutions of the \( s \)th current field and the \( i \)th measurement field. Hence, the Jacobian derivation can be accomplished using the monopolar source potential solution and application of derivation over them.

### 4.6 Methods

#### 4.6.1 Forward solver validation

In this study, boundary voltages measurements from a realistic head shaped tank containing a human skull, in reference and perturbed states, were compared with data calculated from accurate Finite Element modelling.

##### 4.6.1.1 Acquisition setup and pre-processing

Measurements were taken from a head shape latex tank with a skull filled with 0.2% saline (0.43 g/l), with electrodes positioned according to the extended 10-20 scheme. Acquisition was performed using the UCH Mark 2.5 system [24], over 30 frequencies ranging in logarithmic scale from 2kHz - 1.6MHz. The applied currents were arranged in 3 waveforms composed of 10 frequencies. The setup included two states: the
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reference state, as described above, and a perturbed state, where a conductivity decrease of 11.3% was introduced by placing a cylindrical sponge of 2.6cm diameter and 2.6 cm height (volume 13.8cm³) centred 9cm above the foramen magnum. A Vitafoam green sponge of grade 40S, with density of $4 \frac{g}{cm³}$ was used. It was held by thin wood sticks, which were present also in the reference measurement. The skull was immersed in the saline for a day, to allow air out (Figure 4-3). 258 electrode combinations were used. A ground electrode was positioned in the forehead between electrodes number 1 and 2 (Figure 4-4). Contact impedance was simulated by RC circuits, which were attached to each of the electrodes. These circuits were with 430Ω resistors in parallel with 22nF capacitor, both in series with 200Ω resistor. The injected current was of 276μA. A median of 20 sampled frames was taken, and 42 channels that deviated by more than 3 standard deviations over frequency or were noisy over time were eliminated.

![Figure 4-3. The experimental latex tank and the skull, which were used for the validation experiment](image)

4.6.1.2 Modelling

An accurate 3 shell mesh model of 24,772 elements was generated [33] from a high resolution CT scan of the head-shaped latex tank and human skull which was acquired at the UCH CT unit (Figure 4-4). The skull conductivity was directly estimated, as this was deemed preferable to use of an estimate from the literature. This was achieved with a compartment-wise non-linear Damped Gauss-Newton recovery of the skull conductivity [25]. In this procedure, only the modelled skull conductivity value was free to change, while the remainder, which corresponded to the already assessed saline conductivity, maintained fixed. The scalp and brain region were assigned with saline
conductivity of 0.43 $\text{s/m}$ and the skull was assigned with the resulting optimised value of 0.0189 $\text{s/m}$. The injection-measurement protocol included 21 independent current injection patterns. The simulated contact impedances and current levels used were passed into SuperSolver, which was used to generate forward solutions. Later, a forward solution of the perturbed model was generated with conductivity value of 0.3814 $\text{s/m}$ assigned to the sponge region. The modelled sponge had a volume of 14.4 cm$^3$.

![Finite Element model of the latex tank head. The volume mesh presented here was generated using a CT scan of the tank](image)

4.6.2 Multi-level inverse-based preconditioning

The benefits of employment of an inverse-based multi-level ILU preconditioning scheme were assessed for real and complex valued matrices derived from Finite Element discretisation of head EIT models. In addition, the employment of the SQMR solver for complex valued systems was assessed. A comparison with the conventional incomplete preconditioners and solvers (PCG, stabilised Bi-CG and GMRes) with respect to the problem scale was performed.

4.6.2.1 Generation of test system matrices

Six MRI-based realistic adult head shape volume meshes of four layers each (scalp, skull, CSF and brain) were generated [33]. (Figure 4-5)
Figure 4-5. Multi-shell Finite Elements head model

The models consisted of logarithmically growing number of elements with 12k, 31k, 53k, 136k, 262k and 503k elements, and with 3k, 6k, 10k, 25k, 48k and 90k vertices respectively. (Figure 4-6)

Figure 4-6. Finite element meshes of growing density. The models consisted 12k, 31k, 53k, 136k, 262k and 503k elements, and 3k, 6k, 10k, 25k, 48k and 90k vertices respectively. Red makings represent the electrodes injection sites, and the G marks represent the grounding electrode

Admittivity values of normal human head tissues at the frequency of 75Hz were assigned to the model based on the values concluded in Chapter 2 [276]. 31 electrodes were positioned over the scalp according to the extended EEG 10-20 positioning, and a complete non-reciprocal dipolar current injection protocol with current level of 100μA was injected. Contact impedance of 1kΩ was set for all electrodes. These parameters were passed into SuperSolver [163] to generate symmetric complex valued system
classical AMG preconditioner. 4) SQMR (ILUPack) with multi-level inverse-based preconditioner. The latter was compared with an in-house Matlab implementation of the SQMR solver to eliminate platform and code architecture efficiency dependence.

For all solvers, the maximum number of iterations was set to 500, and desired relative residual error \( \|Ax_i - b\|_A / \|b\|_A \leq \epsilon \) levels of 10\(^{-6}\), 10\(^{-9}\), and 10\(^{-12}\) were attempted. The ILUPack stopping criterion for PCG is \( \|x - x_i\|_A < \epsilon \|x\|_A \), while for all other solvers it is the backward error criteria \( \|Ax_i - b\| < \epsilon (\|A\|_{} \|x_i\|_A + \|b\|_A) \). These criteria were adjusted to comply with Matlab's relative residual error criterion mentioned above to allow a fair comparison. The actual relative residual error obtained from each solution procedure, along with the runtime and total number of iteration was monitored. Bounds for the inverse triangular factors from the incomplete LU decomposition were set by the 'condest' parameter to 10. All incomplete factorisation based preconditioners were formed with drop tolerances \( \eta \) of 10\(^{-2}\) and 10\(^{-3}\). This choice was taken after initial experimentation in order to provide minimal complete runtime for a coefficient matrix with about 20-30 RHS commonly used for the type of imaging problems considered here. Storage requirement was recorded by the relative non-zeros (nnz) population in the preconditioner versus the original matrix, i.e. \( \text{nnz(preconditioner)}/\text{nnz}(A) \). The comparison was performed with a dual Xeon 2.8 GHz, 2GB RAM workstation on a single processor mode with Debian Linux and Matlab 7.1 [244].

4.8 Results

4.8.1 Forward solver validation

Application of the non-linear Damped Gauss-Newton algorithm over the shelled compartments, permitting only the skull impedance to vary, converged to a residual error norm of 8·10\(^{-8}\) within 2 steps and provided averaged skull conductivity of 0.0189 \( \Omega/m \). A plot of the modelled and measured boundary voltage in reference state is shown in Figure 4-7.

With the obtained skull conductivity value, the slope of the measured boundary voltage versus the modelled ones was 0.8874 with offset of 0.0005 and correlation coefficient of 0.892 (Figure 4-8 and Figure 4-9). A slope of 1 was achieved for skull conductivity of 0.023225 \( \Omega/m \) with offset of 0.0004 and correlation coefficient 0.894.
Figure 4-7. Modelled (blue) and measured (red) boundary voltages of the reference state at frequency 50.8kHz

Figure 4-8. Measured vs. modelled boundary voltages for the reference state at frequency 50.8kHz

Figure 4-9. Measured vs. modelled boundary voltages for perturbed state for averaged frequencies triplets
Figure 4-10 presents the measured versus modelled boundary voltage change related to the insertion of the sponge perturbation.

Figure 4-10. Measured vs. modelled boundary voltage changes for averaged frequency triplets. Upper graph: voltages; Lower: percentages

4.8.2 Multi-level inverse-based preconditioning

In the following, only the results for relative residual tolerance of $10^{-12}$ are presented. The runtime results for the higher relative residual error of $10^{-6}$ and $10^{-9}$ were qualitatively similar to these. Figures on the left represent the results with drop tolerance of $10^{-2}$ while those in the right are for $10^{-3}$. The runtime required for construction of preconditioners for real valued matrices with respect to the system matrix size (which corresponds to the mesh density) is presented in Figure 4-11.

Figure 4-11. Real valued EIT systems preconditioning runtime. Left: drop tolerance of $10^{-2}$; Right: drop tolerance of $10^{-3}$
The runtime requirement for solving these systems with conventional preconditioning and with multi-level preconditioning is presented in Figure 4-12.

Figure 4-12. Real valued EIT systems solution runtime. Left: drop tolerance of $10^{-2}$; Right: drop tolerance of $10^{-3}$

Similarly, Figure 4-13 and Figure 4-14 display the runtime required for preconditioner construction and solution of complex valued problems.

Figure 4-13. Complex valued EIT systems preconditioning runtime. Left: drop tolerance of $10^{-2}$; Right: drop tolerance of $10^{-3}$

Figure 4-14. Complex valued EIT systems solution runtime. Left: drop tolerance of $10^{-2}$; Right: drop tolerance of $10^{-3}$
Table 4-3 represents the memory requirement for storage of each of the preconditioners.

**Table 4-3. Memory requirement summary for each of the preconditioning approaches**

<table>
<thead>
<tr>
<th>Size</th>
<th>Sparsity</th>
<th>Incomplete Cholesky</th>
<th>ILUPack Real</th>
<th>Incomplete LU</th>
<th>ILUPack Comp</th>
</tr>
</thead>
<tbody>
<tr>
<td>2668</td>
<td>0.0049</td>
<td>$\eta = 10^{-2}$</td>
<td>$\eta = 10^{-3}$</td>
<td>$\eta = 10^{-2}$</td>
<td>$\eta = 10^{-3}$</td>
</tr>
<tr>
<td>5970</td>
<td>0.0023</td>
<td>0.77 2.5</td>
<td>2.48 4.82</td>
<td>1.51 4.49</td>
<td>1.7 4.03</td>
</tr>
<tr>
<td>9955</td>
<td>0.0014</td>
<td>0.69 1.97</td>
<td>2.36 4.45</td>
<td>1.34 3.80</td>
<td>1.69 3.69</td>
</tr>
<tr>
<td>25200</td>
<td>0.0006</td>
<td>0.8 2.24</td>
<td>2.69 5.6</td>
<td>1.58 4.37</td>
<td>1.73 3.84</td>
</tr>
<tr>
<td>48425</td>
<td>0.0003</td>
<td>0.7 2.06</td>
<td>2.64 5.44</td>
<td>1.4 4.05</td>
<td>1.74 3.92</td>
</tr>
<tr>
<td>88523</td>
<td>0.0002</td>
<td>0.7 2.16</td>
<td>2.84 5.87</td>
<td>1.42 4.26</td>
<td>1.85 4.26</td>
</tr>
</tbody>
</table>

**4.9 Discussion**

**4.9.1 Forward solver validation**

Standing boundary voltages of the reference case for both measured and modelled data were of the same order of magnitude (between $10^4$ to $10^3$ V) and exhibited a similar behaviour over channels (Figure 4-7). A comparison of the measured vs. modelled standing voltages (Figure 4-8), displays a cluster of correlated values around a fitted green line (encompassed within the yellow ellipse). The least square fitted line ($a = 0.8874$, $b = 0.0005$, $R = 0.892$) deviates slightly from a perfect slope of $a = 1$ and correlation of $R = 1$. The modelled and measured boundary voltages changes were of the same order of magnitude (between $0.5 \mu V$ to $3 \mu V$), although with wider correlation dispersion, which did not allow any reliable linear fitting (Figure 4-8).

Ultimately, a perfect match between measured and modelled data is expected, manifested as a widthless distribution over the fitted line for both standing voltages and voltage changes. The possible sources of error include discrepancies in geometry, inaccuracies in estimated conductivity, and hardware noise.

Despite the motivation for constructing a precise geometry model extracted from the tank CT scan, discrepancies could rise due to several reasons: 1) Variability of the skull thickness - this skull has a small broken area near the nose region, which was
beyond the accuracy of the CT scan-based meshing. In addition the skull was modelled here as an isotropic and homogeneous layer, while an anisotropic three layered representation would have been more appropriate. 2) The skull orientation - the skull orientation inside the tank was not entirely fixed. Further assessment of this claim was substantiated later, as slight shifts and rotation of the skull gave rise to boundary voltage changes of the order of 10%. 3) Coarseness of the volume mesh - this factor affects especially the electrodes contact regions, as well as the modelled perturbation shape and location.

Gilad et al [230] managed to fit highly correlated linear curves of standing voltages \( (R = 0.98) \) and changes \( (R = 0.86) \), which resulted from a sponge perturbation in a spherical tank using the same modeller. Their tank did not include a skull, and was measured with acquisition system of higher SNR. This supportive evidence may suggest that some of the discrepancies are indeed due to the modelled skull geometry. Reassuring results were also acquired in human subjects, with data collected at 20 experimental blocks which was recorded from 7 subjects. The average slope was \( 1.1 \pm 0.4 \) \( (R = 0.95) \). Whilst \( R \) was high there was a bias in the slope suggesting the conductivities in the model were not properly tuned. This result means that the model itself is accurate (as \( R \) was high) but is sensitive to the conductivity choice. Therefore, for realistic range in conductivity predictions this factor can be addressed to provide appropriate.

There is no overall agreement regarding the skull conductivity as discussed in Chapter 2, hence, selection of any other conductivity value for this region could provide different results. For an instance, setting the skull conductivity to be 0.023225 \( \frac{S}{m} \), provides a perfect slope of \( a = 1 \). This value, like the value of 0.0189 \( \frac{S}{m} \), lie within the range of values reported in the literature.

Law reported local variability of up to 15.7 times in skull resistivity between one region and another [82]. The skull was modelled in this study to have homogeneous conductivity. Therefore, even modelling the skull with variable conductivity should provide results that are more accurate. Another possible confounding factor is the inaccuracy in estimating the perturbation conductivity, since air bubbles can increase the measured boundary changes. However, had this effect been significant a steeper
slope would be achieved for the perturbed standing voltages, which was not the case at this study.

Hardware noise may also have contributed to this discrepancy; the acquisition system has been reported to have errors over load within channel of 0.9%, variation over frequency of ±1.5% and variation over electrode combinations of ±2% [228]. Contact impedance circuits included resistors with 1% error, and 20% capacitance error. One measure taken to assess this claim was averaging triplets of frequencies (Figure 4-9). The resulting slope and values dispersion were very similar to those achieved by considering only a single frequency. This result may suggest the following: either the effect of averaging is competing with the variance over frequencies, which then produced in similar results, or that the variability within each frequency over the channels is systematic and consistent, and therefore, frequency averaging does not provide any benefit there.

The differences between the measured and modelled standing voltages due to the inaccuracies mentioned above were of the order of 10%. Thus, one could not expect to match accurately the changes, which are smaller by more than two orders of magnitude than the standing voltages.

4.9.2 Multi-level Inverse-based preconditioning

4.9.2.1 Real valued problems

Factorisation

For the smaller models, the multi-level inverse-based factorisation runtime was comparable to the one achieved using incomplete Cholesky factorisation. However, as expected, benefits were apparent for the larger models, as, for the three larger models the former was about twice faster, and a larger speedup factor of up to 4.5 was achieved for the lower drop tolerance. This behaviour is expected, due to the overhead required for construction of a multi-level hierarchy, which for smaller models negates its benefit. Even so, the increasing speedup factor with the problem scale indicates the superiority of the multi-level approach in runtime complexity (Figure 4-11).

Solution runtime

PCG with inverse-based preconditioner was faster than PCG with incomplete Cholesky preconditioner by an increasing ratio of up to 4.8 and 3.3 for the higher and
lower drop tolerances respectively. A runtime comparison between Matlab’s PCG implementation and the ILUPack’s PCG implementation showed that the latter was faster by a factor of up to 1.8 and 1.3 for the higher and lower drop tolerances respectively. This step was performed to quantify the effect of implementation and software architecture over runtime, and therefore, assesses the effective efficiency of the algorithm in neutral conditions. A comparison of the inverse-based preconditioner versus the incomplete Cholesky using Matlab’s PCG for both provided an effective speedup of about 2.7 and 2.5. (Figure 4-12)

Memory requirement

The memory requirement for the multi-level inverse-based preconditioner compared that required for construction of preconditioner based on incomplete Cholesky factorisation grew increasingly with the problem scale by a factor of 1.9 to 2.7 for the lower drop tolerance, and between 3.2 and 4 for the higher one. This comparison was based on the ratio of the relative non-zeros entries populations between the two preconditioners.

4.9.2.2 Complex valued problems

Factorisation

The construction of the multi-level inverse-based preconditioner was faster than that of the conventional incomplete LU factorisation with speedup factors of up to 3.4 and 6 for the higher and lower drop tolerances respectively. The speedup factor grew rapidly with the problem size, which demonstrates the ability of the multi-level preconditioner to handle problems of growing scales. (Figure 4-13)

Solution runtime

The fastest convergence was obtained with the SQMR solver with multi-level inverse-based preconditioning and Maximum Weight Matching. Its speed advantage over the stabilised BiCG with conventional incomplete LU based preconditioning increased with problem size. It provided a convergence runtime speedup of up to 12 and 7.6 for the higher and lower drop tolerance accordingly (Figure 4-14). GMRes preconditioned with incomplete LU failed to converge for the 2nd, 5th and 6th larger systems. Stabilised BiCG with complex-to-real splitting with implicit classical AMG preconditioner failed to converge for the 4th and 6th systems. A possible cause is the violation of the M-matrix
structure in the Complete Electrode Model. This claim was further substantiated by the fact that the same approach worked successfully for complex-valued Diffuse Optical Tomography systems which complied with the M-matrix definition requirements [234].

A direct runtime comparison with results obtained using the splitting transformation (4.4.6.4) of the classical AMG is difficult. At first glance, the runtime seems excessively larger than that obtained using the conventional or inverse-based alternatives. However, this approach requires only multi-level SPD system setup, which for these systems was up to 2 and 9 times faster than complex-valued multi-level preconditioning and incomplete LU factorisation respectively. Whenever this approach indeed converged, its overall runtime for a single RHS is still better than that of the conventional use of incomplete LU preconditioning. However, for multiple RHS, which is the common practice for most imaging problems, there will be a crossing point where the use of a conventional incomplete LU preconditioner will be more efficient.

An interesting point is the smoother convergence runtime with respect to the problem scale, offered by the inverse-based factorisation. This property can be attributed to the strict control over the factor growth with respect to the inverse error.

A runtime comparison between GMRes and SQMR solvers with Matlab implementation versus ILUPack implementation showed that the latter was faster by a factor of up to 1.5. This step was performed to quantify the effect of implementation and software architecture over runtime, and therefore, assessed that the effective speedup owed to inverse-based preconditioning in neutral conditions was about 8 and 5 for the higher and lower drop tolerance accordingly.

Memory requirement

For the higher drop tolerance, the inverse-based preconditioner memory requirement was lower than for incomplete LU preconditioner for all problem scales by up to 12%. However, for the lower drop tolerance, the former required more storage by up to 30% (Table 4-3). These results are somewhat surprising, as, typically, the memory requirements of multi-level techniques are expected to be consistently greater than those of a single level. Nevertheless, these results show that it is possible to construct a
多级预条件器，尽管其稀疏程度低于单级预条件器，只要影响误差的项的贡献保持在一个合理的范围内。4.10 结论

4.10.1 前向求解器验证

测量和模拟的电压在合理的实验误差范围内一致。测量的差异与预测的相同数量级，但两者的相关性较弱。

在建模方面，通过提高颅骨的建模精度和使用更细的网格，可以为未来的研究提供更好的支持。收购过程应该能够提供可靠的接触阻抗估计，这可以精确地插入到模型中。提高精度和减少不同通道和不同频率的变异同样具有吸引力。

4.10.2 多级逆向基的预条件化

一种新的方法，通过多级预条件化迭代来减少计算量，被引入到本研究中。这种方法被与其他常规的预条件方法进行了比较。这种方法的计算量在程度和解空间方面都优于常规的预条件方法。两种因素影响这种行为：问题的条件数和问题的尺度。控制的值是预条件器的控制值由理论值推导的。在条件数更好的系统中，这种方案能提供更快的速度。而在小规模问题中，这种方法的益处不明显，尤其是在大规模问题中，这种方法的预条件化框架需要更多的计算时间，而不是可以优化的常规方法。

未来工作的主题将是评估多级预条件器在不同架构下的性能。
scheme can be utilised for other soft field methods, such as Magnetic Induction Tomography MIT, which would allow processing of problems of growing scale and complexity throughout the field.
5 LARGE SCALE INVERSE PROBLEMS
Chapter 5: Large Scale Inverse Problems

5.1 Introduction

One of the most challenging topics in EIT lies in solving the inverse admittivity problem. While the forward problem is well determined and rather straightforward to be treated, the inverse problem is both non-linear with respect to admittivity distribution and ill-posed. For a given mapping $J : \gamma \rightarrow V_r$, the system $J\gamma = V_r$ has been defined by Hadamard [279;280] to be well-posed provided: a) Existence - a solution $\gamma$ exist. b) Uniqueness - the solution is unique. c) Stability - the solution has a continuous dependency in the observed data. i.e. an arbitrarily small perturbation of the data would represent a small perturbation in the solution. This implies that $J^{-1}$ should be continuous. According to Hadamard's interpretation, problems which fail to comply with any of these criteria, cannot represent a real physical problem, and thus, are posed incorrectly, namely ill-posed. Whilst the first two criteria can be settled by considerate imposition of constraints, the third condition is the most problematic. One means of quantifying the severity of this implication is the condition number (ratio between the highest singular value and the lowest singular value) of the Jacobian matrix. This measure quantifies the spread of the Jacobian's singular values [281;282], which in practice, reflect the extent of the solution's instability with respect to small changes in the observation. Most EIT applications tend to have many more unknowns than observations, which also result in rank-deficiency of the Jacobian matrix.

Nowadays, a broad range of methods for solving ill-posed problems are available; most of them restore stability and uniqueness by imposition of a-priori information and filtration of high spatial frequency components through regularisation. By these means, the solution search space is constrained.

Up to now, EIT reconstruction methods (i.e. solving the inverse problem) were mainly unconstrained optimisation based, where a-priori information was incorporated by various regularisation techniques. This approach can be divided into two major streams: the first of which is stochastic in nature, hence based on probabilistic-statistical reasoning [283;284], the second is a deterministic approach, which can again be subdivided to linearised [27;38;285;286] and non-linear inversion methods [221;254;286-288].
In mathematical terminology, linearity of mapping accounts for two core aspects: 1) Output scales linearly with the input - the lack of scaling invariance in EIT exhibited by saturation of the forward solution. The spatial distribution of the ionic current flow is altered subject to an impedance perturbation. Therefore, a different number of ions flow through the perturbation, and consequently the response is not linear. For high admittivity contrast, linear reconstruction typically underestimates the true perturbation contrast. 2) Principle of superposition - complex perturbations, even with low admittivity contrast, can not be recovered fully with all the original admittivity distribution features by means of linear reconstruction.

5.1.1 Problem definition and formulation

The EIT inverse problem aims to recover the admittivity distribution \( \gamma_0 \) inside the domain \( \Omega \) from a given set of boundary voltages \( V_i \) and injected currents \( I_i \) at the boundary \( \Gamma \). As the problem is severely ill-posed, in the framework of this thesis the solution \( \gamma \) is formulated in the context of a least-square minimum of a regularised functional \( f(\gamma) \)

\[
\gamma = \operatorname{arg\,min}_\gamma \left\{ \frac{r(\gamma)}{\xi(V_i - F_i(\gamma))} + \tau \psi(\gamma, \eta) \right\}
\]

(5.1)

where \( F_i: \mathbb{C}^i \to \mathbb{C}^m \) is the forward model operator, which maps admittivity distribution \( \gamma \) into the data space, \( V_i \) stands for the given measured boundary voltages, \( \xi \in \mathbb{R}^{m \times m} \) weighs the residual error term in the nominator \( r(\gamma) = V_i - F_i(\gamma) \) according to the associated reliability of each of the measurements channels, \( \tau \) is the regularisation hyper-parameter and \( \psi(\gamma, \eta): \mathbb{C}^i \to \mathbb{R} \) is a regularisation prior.

5.1.2 Motivation

In clinical applications, such as acute cerebral stroke or breast mammography large impedance contrasts between different tissues types occur, as well as complex and large impedance changes over frequency. These changes go well beyond the linear inverse approximation of this non-linear problem, and therefore require a non-linear reconstruction framework. For an approximately homogeneous medium, such as the breast, a compromise can be made as for the internal discretisation of the problem in the inverse solution stage, and therefore allow the use of dual/multi - grid
representation [254]. However, the head, which consists of thin and complex geometric structures of high impedance contrast, does not allow facilitation of such an approach without introducing severe degradation of the solution [268]. This stringent constraint regarding discretisation results in a requirement to solve large-scale non-linear inverse problems. This task is exceptionally computationally demanding and requires development of special methods to handle this challenge.

5.2 Purpose and Design

In this chapter, an overview of deterministic non-linear reconstruction methods is provided, together with the relevant topics of regularisation and globalisation (A summary of the linear inversion methods is presented in Appendix C). For coherence, these methods are presented from perspective of the EIT inverse conductivity problem, with special emphasis on scalability. Further, a novel non-linear inversion approach for large-scale problems is presented. This innovative approach, termed Newton-Krylov inversion combines the Krylov-subspace efficiency in production of an implicit Hessian inverse together with the effectiveness of Newton-type search direction. Furthermore, in this work suitable transformation strategies for the data and parameter space, which precondition the normal equations derived at each Newton step, are proposed. Newton-Krylov inversion was implemented in two non-linear schemes: Damped Gauss-Newton and Levenberg-Marquardt. The computational efficiency of these methods was assessed by comparison with four other non-linear inversion methods. This was accomplished for the problem of imaging of stroke in the adult human head, using two head models of increasing mesh-density. Comparisons of the minimised function value and solution error with respect to runtime, iteration count and memory consumption were performed.

This study was presented at the Applied Inverse Problems conference held in the Royal Agricultural College, UK 2005, and in the World Congress on Medical Physics and Biomedical Engineering in Seoul 2006.
5.3 Background

5.3.1 Non-linear inversion methods

5.3.1.1 Steepest Descent

The Steepest-Descent method is probably the most straightforward method in optimisation. For a multi-variant function \( f(\gamma) : \mathbb{R}^n \to \mathbb{R} \), the gradient direction \( \nabla f(\gamma) \) is the direction in which the minimised function \( f(\gamma) \) increases most rapidly; therefore, advancing in the opposite direction is intuitively a promising direction for function minimisation. Since the gradient represents only local properties of the minimised function, this procedure is performed iteratively with some step size between one iteration and another. The solution update can be expressed as follows

\[
\gamma_{i+1} = \gamma_i - \alpha_i \nabla f(\gamma_i)
\]

where \( \alpha_i \) is the step size which can either be predefined by some constant or alternatively obtained by a 1D search (line search)

\[
\alpha_i = \arg\min \ f(\gamma_i - \alpha_i \nabla f(\gamma_i)).
\]

A detailed discussion regarding line search strategies is given in section 5.3.2. This approach only requires the calculation of the gradient at each iteration. Yet, since only first order derivative information is used, this method frequently converges exceptionally slow. Conversely, steepest descent is very easy to implement and relatively robust.

5.3.1.2 Newton-type methods

Originally, Newton-type methods were developed for one dimensional solution of the roots of non-linear functions \( f(x), f : \mathbb{R} \to \mathbb{R} \). Nowadays, these methods are among the most popular multi-variant minimisation techniques.

For a fair approximation of the function at the initial guess \( x_0 \), one could find a closer approximation \( x_1 \), by taking the point where the tangent to the function at \( x_0 \) crosses the \( x \) axis. The tangent is taken usually as a linearisation of the function at \( x_0 \). This process is repeated up to the desired accuracy level. In such case, the solution update can be expressed as follows

\[
f'(x_i)(x_{i+1} - x_i) + f(x_i) = f(x_{i+1}) \approx 0
\]

\[
x_{i+1} = x_i - (f'(x_i))^{-1} f(x_i)
\]
Since the aim is function minimisation rather than root finding, roots of the derivative of the original function need to be taken, rather than roots of the function itself. Let us consider a multi-variant function of approximately a quadratic form

\[ f(x) = x^T A x + b^T x + c \quad A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^n, x = \{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^n. \]  

(5.5)

If the first and second derivatives are available, the Taylor expansion can be formed up to the second derivative term

\[ f(x_i + p_i) = f(x_i) + \nabla f(x_i)^T p_i + \frac{1}{2} p_i^T D^2 f(x_i) p_i, \]  

(5.6)

where

\[ \nabla f(x_i) = \begin{bmatrix} \frac{\partial f(x_i)}{\partial q_1} \\ \frac{\partial f(x_i)}{\partial q_2} \\ \vdots \\ \frac{\partial f(x_i)}{\partial q_n} \end{bmatrix} \]  

(5.7)

\[ D^2 f(x_i) = \begin{bmatrix} \frac{\partial^2 f(x_i)}{\partial q_i \partial q_j} \end{bmatrix} \]  

(5.8)

and \( q_i \) are the coordinates of \( x \) variables. In order to find \( p_i \) that minimises the function, the expansion term is derived with respect to \( p_i \) and equalised to zero

\[
\begin{align*}
\nabla_{p_i} f(x_i + p_i) &= \nabla f(x_i) + \frac{1}{2} \left(D^2 f(x_i)^T + D^2 f(x_i)\right)p_i, \\
&= \nabla f(x_i) + D^2 f(x_i)p_i, = 0 \downarrow \\
\nabla f(x_i) &= -D^2 f(x_i)p_i,
\end{align*}
\]

(5.10)

which leads to the desired search direction \( p_i \)

\[ p_i = -\left(D^2 f(x_i)\right)^{-1} \nabla f(x_i). \]  

(5.11)

\( p_i \) is commonly known as Newton direction. In general, Newton methods are formulated as follows

\[ x_{i+1} = x_i - \alpha_i p_i = x_i - \alpha_i \left(D^2 f(x_i)\right)^{-1} \nabla f(x_i). \]  

(5.12)

Whenever the second derivative (the Hessian) is positive definite, i.e. for any \( x \), \( x^T D^2 f(x) x > 0 \), a unique minimum of (5.6) can be reached within a single step for any initial guess. In cases where the Hessian is positive definite and Lipschitz continuous in the approximation neighbourhood \(^\text{11}\), Newton type methods offer quadratic convergence of the minimised function, as long as the initial guess is sufficiently close

---

\(^{11}\) i.e. there exist a constant \( B \equiv 0 \) for which \( \left|D^2 f(x_0) - D^2 f(x_0 + h)\right| < B|h| \)
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to the minimum. For Hessians that are not positive definite, the quadratic approximation does not hold. The curvature information encompassed in the Hessian, determine the effectiveness of Newton type methods.

The main advantages of Newton-type methods is their simplicity and prompt convergence. On the other hand, they all require smoothness of the first and the second derivative of the minimised function, which makes them intrinsically less general. The derivation and inversion of the Hessian is computationally demanding; therefore, its use in its conventional form is limited to small problems.

5.3.1.3 Newton-Raphson

The objective functional defined in (5.1) can be rewritten as follows

$$f(\gamma) = \sum_{i} r_i^T \gamma + \tau \psi(\gamma, \eta)$$

(5.13)

where the weighted residual error term is given by

$$r_i = \xi(v_i - f_i(\gamma)).$$

(5.14)

The gradient of this functional would then be

$$g_i(\gamma) = \nabla f_i(\gamma) = \frac{1}{2} \nabla \left( r_i(\gamma) r_i(\gamma)^T \right) = \frac{1}{2} \left( \nabla r_i(\gamma)^T r_i(\gamma) + \nabla r_i(\gamma) r_i(\gamma)^T \right)$$

$$= \nabla \left( r_i(\gamma)^T \right) r_i(\gamma) = \left[ \frac{\partial r_i(\gamma)}{\partial \gamma_j} \right]_{j=1}^{m} r_i(\gamma) = (J(\gamma))^T r_i(\gamma)$$

(5.15)

$$g(\gamma) = g_i(\gamma) + g_j(\gamma) = (J(\gamma))^T r_i(\gamma) + \tau \nabla \psi(\gamma)$$

(5.16)

where $J(\gamma) \in \mathbb{R}^{m \times n}$ is the Jacobian matrix for $r_i$. Similarly an expression for the Hessian can be derived

$$H_i(\gamma) = \tau \nabla^2 \psi(\gamma)$$

$$= \left( J(\gamma) \right)^T (J(\gamma))^T + \sum_{i=1}^{m} r_i(\gamma) \tau D^2 r_i(\gamma)$$

(5.19)

By substituting the expressions for the Hessian (5.20) and gradient (5.17) into Newton method's general expression (5.12), Newton-Raphson relation is obtained
\[
\gamma_{i+1} = \gamma_i - \alpha_i \left( (J(\gamma_i))^T (J(\gamma_i)) + \sum_{i=1}^n r_i(\gamma_i) D^2 r_i(\gamma_i) + \tau D^2 \psi(\gamma_i) \right)^{-1} \left( (J(\gamma_i))^T r_i(\gamma_i) + \tau \nabla \psi(\gamma_i) \right)
\]

(5.21)

### 5.3.1.4 Damped Gauss-Newton

Hessian derivation is both time and memory consuming; to avoid this pitfall, one can employ an approximation for the Hessian instead. One of the simplest and intuitive ways is to assume that the weighted residual error term \( r_i(\gamma) \) is very small, and therefore, neglect the second term in the RHS of the Hessian (5.18)

\[
\sum_{i=1}^n r_i(\gamma_i) D^2 r_i(\gamma_i) = 0
\]

(5.22)

and obtain

\[
D^2 \mathbf{f}(\gamma) = (J(\gamma))^T (J(\gamma)) + \tau D^2 \psi(\gamma)
\]

(5.23)

which by substitution into Newton method's update term (5.12) provides the Damped Gauss-Newton method

\[
\gamma_{i+1} = \gamma_i + \alpha_i \left( (J(\gamma))^T (J(\gamma)) + \tau D^2 \psi(\gamma) \right)^{-1} \left( (J(\gamma))^T r_i(\gamma_i) + \tau \nabla \psi(\gamma_i) \right).
\]

(5.24)

The non-damped version, takes a full Gauss-Newton step, rather than performing a line search procedure. This variant spares significant computational effort at the price of loss of robustness: the solution would then be limited to admittivity guesses sited in the close vicinity of the desired solution. This drawback may be limiting, as physiological variability occasionally precludes a sufficiently accurate initial admittivity guess. Furthermore, clinical data is contaminated with physiological and measurement noise, which effectively increases the weighted residual error, and consequently, undermines the justification for neglecting its high orders. Apart from these considerations, an inversion of the immense dense Hessian's approximation matrix (number of elements by number of elements) is still required. For realistic 3D problems, this procedure is computationally expensive.

### 5.3.1.5 Levenberg-Marquardt

For most EIT models, the Jacobian is ill-conditioned; hence, its singular values decay rapidly [289]. Since the condition number of \( J(\gamma)^T J(\gamma) \) is the square of that of \( J(\gamma) \), the Hessian's system is highly ill-conditioned. Therefore, in the process of construction
of new search directions, small observations errors would be manifested as large errors in the parameter space. The Gauss-Newton method is especially sensitive in this sense.

An elegant way to overcome this difficulty is by replacing the line search strategy, with a trust region strategy. In this way, a convenient approximation for the Hessian is employed by replacement of the problem with a modified one, which still provides a good approximation for the real solution, and yet is more stable and less sensitive. The trust region approach accepts a quadratic model minimum only in case the model reflects adequately the behaviour of the original function. The rationale of this approach is somewhat complementary to the line search approach; only that here, a finite region of diameter \( \Delta \) around the current solution \( \gamma_t \) is defined, for which the quadratic model assumed to represent adequately the minimised function. Thus, effectively, step size and search direction are correlated variables, which are obtained simultaneously. In case the step is unacceptable, the region size is reduced, and a new step parameter is produced.

The quadratic model for trust region minimisation is similar to the one defined in (5.6)

\[
f(x_t + p) = f(x_t) + \nabla f(x_t)^T p + \frac{1}{2} p^T H(x_t) p,
\]

where \( H \) is some approximation of the Hessian. The required step \( p_t = x_{t+1} - x_t \) is then obtained by solving the following sub-problem

\[
\min_{p \in \mathbb{R}^n} \{ f(x_t + p) \}
\]

(5.26)

where the search direction \( \|p\| \leq \Delta \), and \( \Delta \) is a scalar. In case there is a scalar \( \lambda \geq 0 \) for which the following conditions are satisfied

\[
(H + \lambda I)p^* + \nabla f(x_t)^T = 0
\]

\[
\lambda(\Delta - \|p^*\|) = 0
\]

\[
x^T (H + \lambda I)x \geq 0 \quad \forall x \in \mathbb{R}^k
\]

(5.27)

\( p^* \) is the trust region global minimum [290]. The non-linear least squares problem can then be formulated as follows

\[
\min_{p \in \mathbb{R}^n} \left\{ \frac{1}{2} \|Jp - r_i\|^2 + \tau \psi(p) \right\}
\]

(5.28)

where

\[
\tilde{J} = \begin{bmatrix} J(\gamma_0) \\ \sqrt{\lambda} \end{bmatrix}
\]

(5.29)
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\[
\tilde{r} = -\begin{bmatrix} r_u(\gamma_0) \\ 0 \end{bmatrix}.
\] (5.30)

Extraction of (5.28) yields

\[
\frac{1}{2} \left\| J^T \tilde{J} - \tilde{r} \right\|^2 + \tau \psi(p) = \frac{1}{2} p^T J^T \tilde{J} p - \tilde{r}^T J p + \frac{1}{2} \tilde{r}^T \tilde{r} + \tau \psi(p)
\] (5.31)

where \( J^T \tilde{J} \) corresponds to the matrix \( H \), and \( \tilde{r}^T \tilde{J} \) to relation (5.26). Therefore, the trust region least squares step is given by

\[
p_{\text{ls}} = -\left( J^T \tilde{J} + \tau D^2 \psi \right)^{-1} \left[ J^T \tilde{r} + \tau \nabla \psi \right] = \left( J(\gamma_0)^T J(\gamma_0) + \lambda I + \tau D^2 \psi(\gamma_0) \right)^{-1} \left[ J(\gamma_0)^T r_u(\gamma_0) + \tau \nabla \psi(\gamma_0) \right]
\] (5.32)

The addition of the term \( \lambda I \) makes the denominator of (5.32) to be positive definite, and accordingly its eigenvalues to be positive for all \( \lambda > 0 \). This effectively grants uniqueness of a minimiser search direction \( p_{\text{ls}} \) even when \( J \) is rank deficient. By plugging this search direction into Newton’s general step scheme (5.12), the Levenberg-Marquardt [291;292] method is obtained

\[
\gamma_{\text{ls}} = \gamma - \left( J(\gamma)^T J(\gamma) + \lambda I \right)^{-1} \left[ J(\gamma)^T r_u(\gamma) + \tau \nabla \psi(\gamma) \right]
\] (5.33)

Basically, Levenberg-Marquardt is a hybrid method which combines the robustness of steepest descent together with Gauss-Newton’s fast convergence. \( \lambda \) can be interpreted as a steering factor between the two: when \( \lambda \rightarrow 0 \) the method reduces back to the Gauss-Newton step, whereas choosing \( \lambda \rightarrow \infty \) approaches the steepest descent direction. It is clear, that selection of a suitable value for \( \lambda \) is essential in order to achieve rapidly a robust solution. A variety of techniques address this issue. The general idea is to start with a large value for the first iterations, so the method manifests the robustness of steepest descent, so that the initial guess can be chosen with less caution. Further on, at each iteration, if the value of the minimised functional decreased sufficiently \(^{12} \lambda \) is divided, which effectively speed up the convergence, otherwise, \( \lambda \) value is increased to expand the search area (trusted region).

Levenberg-Marquardt is not optimal, and yet considered very popular, mainly since it works exceptionally well in practice. In a similar manner as for the all other Newton-type methods, the down side of this approach is the requirement for formation and inversion of the Hessian matrix. The cost of the update becomes

\(^{12} \) Commonly the Armijo term (described in length in 5.3.2.2), or equivalent, serves as a measure for sufficient decrease of the minimised function.
prohibitive whenever the model size increases to a few thousand parameters and beyond, thus its use is limited to moderately sized models.

An underdetermined form of Levenberg-Marquardt method can be used in order to handle the scalability problem better. Based on the matrix inversion lemma [282]

$$A = BCD + E \Rightarrow A^{-1} = E^{-1} + E^{-1}B(C^{-1} + DE^{-1}B)^{-1}DE^{-1}$$  \hspace{1cm} (5.34)

where $C, E$ are positive definite. Relation (5.33) without a regularisation term can be reformulated as follows

$$y_{v+1} = y_v + \alpha J(y_v)^T \left( J(y_v)J(y_v)^T + \lambda I_m \right)^{-1} r_\epsilon(y_v)$$  \hspace{1cm} (5.35)

This approach requires $m \times m$ matrix inversion rather than the conventional $k \times k$ inversion. Since dense matrix inversion through Gauss elimination is a computationally expensive operation of the order of $O(k^3)$, for large-scale problems where $k \gg m$, this variant is considerably more efficient than its conventional counterpart. On the other hand, for ill-posed problems the lack of the spatial regularisation term embedded within the update step, requires the employment of some additional spatial filtering procedure.

### 5.3.1.6 Quasi-Newton (Variable-Metric)

One way to circumvent the computationally demanding necessity for explicit formation and inversion of the Hessian matrix is to approximate the Hessian inverse directly. This idea is the underlying principle of the Quasi-Newton methods. Two popular variants of this approach are the Davidson-Fletcher-Powell (DFP) procedure and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) variant [293]. These schemes mainly differ by the way they treat roundoff error and convergence tolerances.

As before, the function $f(y)$ is assumed to be approximated locally to a quadratic form

$$f(y) = \frac{1}{2} y^T H y - b^T y + c.$$  \hspace{1cm} (5.36)

Newton’s method general search direction was brought by (5.11) as

$$p = -H^{-1} \nabla f(y_v).$$  \hspace{1cm} (5.37)

The motivation in this case is to iteratively construct a good approximation for the inverse Hessian matrix $H^{-1}$. Such approximation can be constructed from a sequence of matrices $\hat{H}$, with the property
\[
\lim_{t \to \infty} \tilde{H}_t = H^{-1}
\]

which hopefully for some finite \( t \geq t_0 \) holds

\[
\tilde{H}_t = H^{-1}.
\]

This algorithm is termed ‘Quasi’-Newton since instead of the actual Hessian matrix of \( \mathbf{f} \), a current approximation of it is used. Counter-intuitively, this method often yield search directions which are even better than those obtained using the true Hessian. This rather paradoxical result can be explained by considering the descent directions of \( \mathbf{f} \) at \( \gamma \). These are the directions \( \mathbf{p} \) along which \( \mathbf{f} \) decreases

\[
\nabla \mathbf{f}(\gamma) \mathbf{p} < 0.
\]

Newton search directions (5.37) are in descent direction when \( H \) is positive definite

\[
\nabla \mathbf{f}(\gamma) \mathbf{p} = \nabla \mathbf{f}(\gamma)(\gamma - \gamma) = -(\gamma - \gamma)H(\gamma - \gamma).
\]

For realistic problems, there are no guarantees that the Hessian is positive definite away from a minimum. In these cases, the actual Newton step with the precise Hessian can inevitably lead to parameter values for which the objective function is increasing in value. Hence, the general idea of the quasi-Newton methods is to start with a positive definite, symmetric approximation to \( H \) (usually simply taken as a unit matrix), and then build up approximations \( \tilde{H}_t \)'s for its inverse, which maintain the Hessian positive definite and symmetric. Far from the minimum, this property guarantees progression in a downhill direction. Closer to the minimum, the update formula approaches the true Hessian, which manifests the prompt convergence of Newton-type methods.

By subtraction of two consequent search directions: \( \gamma - \gamma_{it} = -H^{-1}\nabla \mathbf{f}(\gamma_{it}) \) from \( \gamma - \gamma = -H^{-1}\nabla \mathbf{f}(\gamma) \) one has

\[
\gamma_{it+1} - \gamma = H^{-1}(\nabla \mathbf{f}(\gamma_{it}) - \nabla \mathbf{f}(\gamma))
\]

The new approximation \( \tilde{H}_{it+1} \) is required to satisfies this relation as if it was actually \( H^{-1} \)

\[
\gamma_{it+1} - \gamma = \tilde{H}_{it+1}(\nabla \mathbf{f}(\gamma_{it}) - \nabla \mathbf{f}(\gamma))
\]

In order to generate the approximated Hessian inverse, the BFGS recursion formula, whose derivation goes beyond the scope of this work, is considered

\[
\tilde{H}_{it+1} = \tilde{H}_t + \frac{(\gamma_{it+1} - \gamma) \otimes (\gamma_{it+1} - \gamma)}{(\gamma_{it+1} - \gamma)(\nabla \mathbf{f}(\gamma_{it+1}) - \nabla \mathbf{f}(\gamma))} \left[ \tilde{H}_t(\nabla \mathbf{f}(\gamma_{it}) - \nabla \mathbf{f}(\gamma)) \otimes [\tilde{H}_t(\nabla \mathbf{f}(\gamma_{it}) - \nabla \mathbf{f}(\gamma))] \right] + \ldots
\]

\[
\ldots + \left[ (\nabla \mathbf{f}(\gamma_{it}) - \nabla \mathbf{f}(\gamma)) \tilde{H}_t(\nabla \mathbf{f}(\gamma_{it}) - \nabla \mathbf{f}(\gamma)) \right] \mathbf{u} \otimes \mathbf{u}
\]
where
\[
\mathbf{u} = \frac{(\mathbf{y}_{r+1} - \mathbf{y}_r)}{(\mathbf{y}_{r+1} - \mathbf{y}_r)(\nabla f(\mathbf{y}_{r+1}) - \nabla f(\mathbf{y}_r))} - \frac{\hat{H}_r(\nabla f(\mathbf{y}_{r+1}) - \nabla f(\mathbf{y}_r))(\nabla f(\mathbf{y}_{r+1}) - \nabla f(\mathbf{y}_r))}{(\nabla f(\mathbf{y}_{r+1}) - \nabla f(\mathbf{y}_r))(\nabla f(\mathbf{y}_{r+1}) - \nabla f(\mathbf{y}_r))}
\]

and $\otimes$ denotes the outer product of two vectors, a matrix
\[
[u \otimes v]_{ij} = u_i v_j
\]

The general framework of the BFGS variant of this method is described by the following algorithm

\[
\begin{align*}
t &\leftarrow 0 \\
\mathbf{y}_0 &\leftarrow \text{initial guess for } \mathbf{y} \\
\text{while (halting condition not fulfilled)} &\begin{array}{l}
\text{begin quasi-Newton iterations} \\
\mathbf{g}_r &\leftarrow \nabla f(\mathbf{y}_r) \\
H_r^{-1}(\mathbf{y}_r) &\leftarrow \text{SPD approximation for the Hessian’s inverse} \\
\mathbf{p}_r &\leftarrow -H_r^{-1}(\mathbf{y}_r)\mathbf{g}_r \\
\alpha_r &\leftarrow \arg \min_{\alpha > 0} f(\mathbf{y}_r + \alpha_r \mathbf{p}_r) \\
\mathbf{y}_{r+1} &\leftarrow \mathbf{y}_r + \alpha_r \mathbf{p}_r \\
t &\leftarrow t + 1
\end{array}
end
\end{align*}
\]

**Algorithm 5-1. Quasi-Newton algorithm formulated for EIT inverse problem**

Under mild assumptions, this variant provides a super-linear local convergence rate. The major disadvantage of this method, in its original form, is related to the way accumulated information is stored and updated. Fortunately, a memory-limited version (L-BFGS) of this variant, which only requires the storage of limited number of solution and gradient step vectors is available [294].

**5.3.1.7 Krylov subspace inversion**

Another effective way to avoid formation of the Hessian and its inverse, which is particularly memory efficient, is the non-linear variant of the Conjugated Gradients (NLCG) algorithm. Since each of the search directions $\mathbf{p}_r$ is conjugated (A-orthogonal) to all its precedents $\{\mathbf{p}_0, \mathbf{p}_1, ..., \mathbf{p}_{r-1}\}$, and yet requires only the previous search direction $\mathbf{p}_{r-1}$ and a gradient to be constructed, Conjugate Gradients requires intermediate storage of the order of $k$. For that reason this method is especially attractive for large-scale problems. Unlike Newton-type methods which require both 1st and 2nd order derivatives, non-linear Conjugated Gradients employs only the first derivative information.
Chapter 5: Large Scale Inverse Problems

The non-linear variant of conjugated gradient differs from the linear variant by three features [248]: 1) Residual - $r$ can no longer be calculated recursively. 2) Step size $\alpha$ - can not be determined exactly anymore. 3) Direction parameter $\beta$ - there are several options for choosing the direction parameter $\beta$. The first matter can be handled by derivation of the residual from the gradient of non-linear functional. As for the step size, incorporation of an inexact line search is required (as described later in 5.3.2). Among the different ways of determining $\beta$, the most common variants are called Fletcher-Reeves and Polak-Ribiére. For the Fletcher-Reeves [295] variant the residuals are replaced by the gradients

$$\beta_{r \rightarrow}^{FR} = \frac{\nabla f(\gamma_{r \rightarrow})^T \nabla f(\gamma_{r \rightarrow})}{\nabla f(\gamma_{r \rightarrow})^T \nabla f(\gamma_{r \rightarrow})}.$$  \hspace{1cm} (5.45)

Polak and Ribiére suggested later two minor but significant changes. The first of which was

$$\tilde{\beta}_{r \rightarrow}^{PR} = \frac{\nabla f(\gamma_{r \rightarrow})^T (\nabla f(\gamma_{r \rightarrow}) - \nabla f(\gamma_{r \rightarrow}))}{\nabla f(\gamma_{r \rightarrow})^T \nabla f(\gamma_{r \rightarrow})}$$  \hspace{1cm} (5.46)

which for the exact quadratic form functional, is equivalent to the Fletcher-Reeves (5.45) variant. For all other cases, whenever the angle between the new gradient $\nabla f(\gamma_{r \rightarrow})$ and the old one $\nabla f(\gamma_{r \rightarrow})$ is smaller than 90°, the new Polak-Ribiére search direction will be closer to the steepest descent direction than the Fletcher-Reeves one, and whenever the angle is greater than 90°, the new Polak-Ribiére search direction will be closer to the previous search direction than to the Fletcher-Reeves search direction.

The second adjustment ensures generation of descent search directions. For $\beta_{r \rightarrow}^{PR} < 0$, the new search direction could be non-descent; hence, restarting the procedure anew would be the strategy in such cases

$$\beta_{r \rightarrow}^{PR} = \max \left\{ \tilde{\beta}_{r \rightarrow}^{PR}, 0 \right\}.$$  \hspace{1cm} (5.47)

There are many other variants for choosing $\beta$, however, numerical trials have shown [247;296] that Polak-Ribiére is the most robust and efficient variant. The obtained algorithm is given below
while $\|\nabla f(\gamma_{\text{iter}})\| \geq \varepsilon$

$$\beta_{r+1}\overset{\text{pr}}{=} \max \left\{ \frac{\nabla f(\gamma_{\text{iter}})^T (\nabla f(\gamma_{\text{iter}}) - \nabla f(\gamma))}{\nabla f(\gamma)^T \nabla f(\gamma)}, 0 \right\}$$

$$p_{r+1} = -\nabla f(\gamma_{\text{iter}}) + \beta_{r+1} p_r$$

$$\alpha_{r+1} \leftarrow \text{line search}$$

$$\gamma_{\text{iter}} = \gamma_{\text{iter}} + \alpha_{r+1} p_{r+1}$$

Algorithm 5.2. Non-linear Conjugated Gradients algorithm formulated for the EIT inverse problem

This method was considered up to recently to be the most effective approach for large-scale problems [221,223,249,297]. While the computational effort required for generation of a new search direction is merely vector multiplication, a comparison of its convergence rate per iteration with typical Newton-type methods (whenever that was possible), showed that this method manifests excessively slow convergence [220,249,298,299]. The memory requirement for NLCG can be reduced even further, by employing a Jacobian-free Adjoint Fields Method (AFM). This formulation requires the solutions for a single forward problem and a single adjoint forward problem at a time. Instead of solving for all the current patterns altogether, the Adjoint Fields method allows non-linear inverse computation for one or more current patterns at a time. This approach has been implemented successfully for Optical Tomography [267,275] and later for EIT [249,300].

5.3.1.8 Direct non-linear inversion

Another way to address the great computational demand associated with non-linear image reconstruction is through direct, rather than iterative, non-linear inversion. Muller et al [286] developed a revolutionary direct inversion method based on an inverse-scattering transform. This method, namely the d-bar method, consist of two steps: the first step takes Dirichlet to Neumann map $\Lambda_\gamma$ to an intermediate scattering transform complex-valued function $\Lambda \rightarrow i$. This function is then transformed into an admittivity map $\Lambda \rightarrow i \rightarrow \gamma$. Preliminary chest phantom reconstructions have been presented by Isaacson et al [18,301] and proved to have superior results over those acquired by the Newton One Step Error Reconstruction (NOSER) algorithm [302]. However, for the time being, this method is limited to two dimensional problems; and therefore, is unfortunately not suitable for 3D human head reconstruction.
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5.3.1.9 Geometric Multi-Grid and Regular Grid transformation

One of the most efficient ways to treat large-scale problems is by a multi-scale framework. The general idea is to solve the inverse problem using a coarser representation of the model, and later to interpolate this solution onto a finer representation. This can be performed in a simple form, using a dual-grid representation, or in a more sophisticated multi-grid framework, which is recursive and involves utilisation of smoothing procedures throughout the process. Unfortunately, as efficient and promising this method may appear at first glance [247,254], its applicability for medical applications is limited. The effectiveness of these methods relies on the ability to produce a hierarchy of coarser model discretisations which still encloses the imperative geometrical features of the model. Such discretisation either employs similar element type as of the original model, or an alternative basis, such as a regular grid which avoid any meshing procedure [303]. Medical applications often deal with complex geometric structures, involving thin tissue layers of large impedance contrast (such as the CSF in the head). For these cases generation of hierarchy of discretisations is difficult at best, if possible at all. Figure 5-1 demonstrates the degradation in reconstructed images resulted from reconstruction over a regular-grid for shelled concentric sphere model.

![Figure 5-1. Left: Four concentric sphere model with a perturbation at 3 o'clock in the innermost sphere; Middle: Difference image acquired by linear reconstruction (Generalised Tikhonov) over a tetrahedral concentric four-shelled model; Right: difference image acquired by linear reconstruction (Generalised Tikhonov) over regular-grid representation. The recovered perturbation in this image was mis-located outwards](image)

5.3.2 Globalisation

Frequently, the derived search direction approximation is valid only in the close vicinity of the current solution, and advancing by a full step in the proposed direction might even result in solution divergence. Two strategies can be used to restore local convergence: line search and trust region. The first is performed once a search direction is determined and then an inexact one dimensional line search is applied to find a step...
size $\alpha_i$. The second approach defines a trust region, which shifts the original Hessian matrix by $\lambda I$. The trust region control parameter is adjusted at each iteration to meet with a sufficient convergence criterion as described in 5.3.1.5.

A general update step in a new search direction $p_i$, and a step size $\alpha_i$ is

$$\gamma_{i+1} = \gamma_i + \alpha_i p_i$$  \hspace{1cm} (5.48)

where $\gamma_i$ is the solution at the $t^{th}$ iteration, and $\alpha_i$ is a positive scalar. There are various ways to perform a one dimensional line search, where usually the trade-off of these methods is between convergence ratio, and confidence of finding the minimum. These methods vary by the way they bracket the minimum, and split the sections of interest. One approach is by facilitation of the Newton-Raphson method to generate an approximate parabola from which a minimum in 1D can easily be deduced. However, such an approach requires second derivative calculation which can be computationally prohibitive for large-scale problems. An alternative approach is the Secant method, which only employs two first derivatives of the objective function at adjacent locations along the search direction. As gradients calculation may still be computationally intensive, other methods, such as the Brent method, require only evaluation of the objective function along the search direction. Such approaches are advantageous for large-scale problems [293].

5.3.2.1 Bracketing

While seeking for a minimum, one must first assure that it lies within the search interval. This can be accomplished by evaluating the minimised function at a sequence of points, starting at a distance of $\delta$, then increasing the step size at every stage, either by a fixed factor, or by parabolic extrapolation along the search direction [293]. When the value of the function increases between two successive iterations, the minimum is successfully bracketed.

5.3.2.2 Inexact Armijo backtrack

A compromise between accuracy and computational time can be achieved by performing an inexact line search which encloses conditions to ensure fast and safe convergence. The first reasonable condition would be to demand

$$f(\gamma_i + \alpha_i p_i) < f(\gamma_i)$$  \hspace{1cm} (5.49)
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The first derivative of the minimised function in the new search direction
\( \phi(\alpha) = f(\gamma + \alpha p_i) \) with respect to the step size \( \alpha \) is given by the following expression
\[
\frac{d\phi(\alpha)}{d\alpha} = \nabla f(\gamma + \alpha p_i)^T p_i.
\] (5.50)

One choice for \( \alpha \), which will ensure this condition would be
\[
f(\gamma + \alpha p_i) = f(\gamma) + \alpha \nabla f(\gamma)^T p_i \leq f(\gamma) + c_1 \alpha \nabla f(\gamma)^T p_i,
\] (5.51)
where \( 0 < c_1 < 1 \). Since \( p_i \) is a descent direction it is known that \( \nabla f(\gamma)^T p_i < 0 \) holds. The condition (5.51) is called \textit{Armijo condition}. Nevertheless, this condition is satisfied for any small values of \( \alpha \), which may lead to slow convergence. For that purpose, it is advisable to add another condition which forces the derivative value at \( \gamma + \alpha p_i \) to be greater than the gradient at \( \alpha = 0 \)
\[
\nabla f(\gamma + \alpha p_i)^T p_i \geq c_2 \nabla f(\gamma)^T p_i,
\] (5.52)
where \( c_2 \in [c_1, 1] \). This condition (5.52), known as the curvature condition, together with Armijo condition forms \textit{Wolfe conditions}. Sometimes, a stricter rule is employed to ensure that the slope will not be too positive, on the one hand, and not too far from the stationary point of \( \phi(\alpha) \) on the other hand
\[
\left| \nabla f(\gamma + \alpha p_i)^T p_i \right| \leq c_3 \left| \nabla f(\gamma)^T p_i \right|
\] (5.53)
Armijo condition together with (5.53) are known as the \textit{strong Wolfe conditions}.

\textbf{5.3.2.3 Golden-Section}

\textit{Golden Section} of the bracketed minimum interval is among the most robust ways for backtracking. Let us denote the bracketed minimum by the triplet points \((a < b < c)\). First, either the interval \([a,b]\) or the interval \([b,c]\) is divided by the golden ratio \( \phi = (\sqrt{5} - 1)/2 = 0.61803 \) at the point \( x \). Considering for an instance the case where \( f(\gamma(b)) < f(\gamma(x)) \), the new bracketing triplet will be \((a < b < x)\). A new interior point is placed within the new interval. This procedure is continued until the interval of uncertainty is reduced to a desired tolerance width. The convergence of this method is linear. Figure 5-2 demonstrates Golden Section bracketing method [293].
Figure 5-2. Successive bracketing of a minimum [293]. The minimum is originally bracketed by points 1, 3, 2. Then the function is evaluated at 4, which replaces 2; then at 5, which replaces 1; then at 6, which replaces 4. The rule at each stage is to keep the centre point lower than the two outer points. After the steps shown, the minimum is bracketed by points 5, 3, 6

5.3.2.4 Brent line search

Methods like Golden Section are highly robust, but are designed to handle the worst possible case of function minimisation, in the sense of existence of arbitrary large high derivative components. In practice, a parabolic interpolation for 3 points can approach the minimum much more effectively. Since robustness cannot be compromised, a good strategy would be to rely on a steady, but slow method, like Golden Section search when the function is not cooperative, but, on the other hand, to switch over to inverse parabolic interpolation whenever the function allows. Brent method [304] incorporates these two ideas by keeping track of 6 function points.
do
  \( x_m = \text{mean}(a, b) \)
  \( u_{\text{parabolic fit}} \leftarrow \text{parabolic fit}(x, v, w) \) parabolic interpolation attempted, through x, v and w
  \[
  \begin{cases}
    a \leq u_{\text{parabolic fit}} \leq b & \text{parabolic fit falls within the bounding interval (a,b)} \\
    \left| x - u_{\text{parabolic fit}} \right| \leq \frac{1}{2} |x_{\text{previous}} - x| & \text{step from the best current value x is less than half of the step before last (avoids in non-convergent limit cycle)}
  \end{cases}
  \]
  then
  \( x = u_{\text{parabolic fit}} \) parabolic fit is acceptable
  else
    \( x \leftarrow \text{golden section}(a, b, x, x_m) \) perform Golden Section step
  housekeeping update tracking points for the next step
  until \( |a - b| \geq 2 \| x - x_m \| \times \text{tol} \)

Algorithm 5-3. Brent line search algorithm

In the worst case, the method will perform useless parabolic steps, but then the method will alternate between parabolic steps and golden section, whereas the convergence advances due to the latter. Figure 5-3 illustrates the convergence of the Brent method towards the minimum [293].

Figure 5-3. Convergence to a minimum by inverse parabolic interpolation [293]. A parabola (dashed line) is drawn through the three original points 1, 2, 3 on the given function (solid line). The function is evaluated at the parabola’s minimum, 4, which replaces point 3. A new parabola (dotted line) is drawn through points 1, 4, 2. The minimum of this parabola is at 5, which is close to the minimum of the function.
5.3.3 Regularisation

5.3.3.1 Motivation

Due to the ill-posed nature of the EIT problem, mere least square minimisation of the weighted residual error term \( r_t(\gamma) \) is doomed to failure [305]. As the measured data \( V_t \) is contaminated with noise, such minimisation would attempt to recover a admittivity distribution which fits the noise as well. Since the problem is unstable, even small deviations in the data space can translate into enormous changes in the solution space. Under these conditions, there is more than one solution that can fit the data up to the noise level, and therefore the solution is no longer unique. A straightforward way to restore uniqueness and stabilise the solution is by regularisation.

There are several known regularisation methods, such as Standard and Generalised Tikhonov. In these methods, the original problem is modified in a manner that provides a stable solution. More sophisticated regularisation approaches impose prior information regarding the solution. The prior term is represented by a function \( \psi(\gamma, \eta) \) which penalises the minimised function, along with a hyper-parameter \( \tau \) which regulates the amount of prior imposed over the objective function given in expression (5.1)

\[
  f(\gamma, \eta) = \left\| z(V_t - F_t(\gamma)) \right\|^2 + \tau \psi(\gamma, \eta) \tag{5.54}
\]

A choice of a suitable prior may be a difficult task. A good prior should characterise some defining features of the solution on the one hand, but on the other hand, must be adequately general to avoid from biasing the solution towards subjective assumptions (and sometimes wishes) of the researcher. One of the most common choices for a prior is to penalise oscillatory behaviour of the solution, using some approximation of a partial differential operator \( R \) [35]

\[
  \psi(\gamma, \eta) = \left\| R(\gamma - \gamma_s) \right\|_2^2 \tag{5.55}
\]

While this method is highly effective for approximately homogeneous parameter distribution, for applications which intrinsically involve sharp transients in different regions, such a prior is not consistent with the actual situation. In such cases, more advanced approaches, such as relaxing the smoothness constraints in the direction normal to a discontinuity [306], or total variation are advisable [307]. In statistical inversion a-priori information is expressed in the form of probability distribution.
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Solutions obtained in statistical inversion are actually probability distributions [36;283;284]. However, point estimates, such as Maximum a Posteriori (MAP) estimate, are usually considered. With certain assumptions, the MAP estimate can be written in the form of the Generalised Tikhonov regularised solution, although the interpretation is different. The computational complexity of calculating the posterior distribution for arbitrary distribution is enormous.

There is a trade-off between incorporation of accurate a-priori information and the computational requirements for reconstruction. As this study concentrates on scalability, more sophisticated regularisation frameworks were beyond the scope of this work, although this important topic should rigorously addressed in further studies.

5.3.3.2 Regularisation parameter estimation

The success of currently available regularisation techniques relies on proper choice of the regularisation parameter. Although many methods have been proposed, very few of them are used in engineering practice. This is due to the fact that theoretically justified methods often require unrealistic assumptions, while empirical methods can not guarantee good regularisation parameter for any set of data. Among the methods that have found their way into engineering practice, the most common are the Discrepancy Principle (DP) [308], Generalised Cross Validation (GCV) [309] and the L-curve method [310;311].

The Discrepancy Principle is based on the assumption that the expected value of the measurement noise $\delta$ is known. In this case the regularisation hyper-parameter is chosen to abide

$$\|r - V_t\| = \varphi \delta$$

(5.56)

where $\varphi > 1$ is some predefined real number. The sensitivity of this approach to erroneous noise level estimation limits its application to cases in which the noise level can be estimated with high fidelity. Alternatively, Generalised Cross-Validation does not depend on a-priori knowledge regarding the noise variance. The key principle of GCV is preventing the computed model from being sensitive to elimination of one data point. This means that the solution should predict a measurement fairly well even if that datum is not used when calculating the model. The Cross Validation (CV) function
is defined as the sum of square differences between the predicted right hand side without the $i^{th}$ measurement and the actual $i^{th}$ measurement

$$CV(\tau) = \sum_{i=1}^{n} \left( \tilde{r}_{i}(\tau) - v_{i} \right)^2$$

(5.57)

where $\tilde{r}_{i}(\tau)$ is the forward model predicton derived by excluding the $i^{th}$ channel of the minimised function, and $v_{i}$ is the $i^{th}$ measurement channel. The minimum of the CV function with respect to $\tau$, corresponds to the regularisation parameter for which the predicted data would change the least subject to exclusion of one measurement point. The Cross Validation function was replaced by the Generalised CV in order to keep its minimum under orthogonal transformation

$$GCV(\tau) = \frac{\|I - C(\tau)\|^2}{\text{tr}(I - C(\tau))^2}$$

(5.58)

where

$$C(\tau) = J(I + \tau R^T R)^{-1} J^T$$

(5.59)

Despite the firm theoretical foundation and the notable numerical experiments [312], GCV occasionally fails in the presence of correlated noise [309]. In addition, frequently the GCV functional has a very flat minimum (Figure 5-4, left), which makes it difficult to determine a regularisation hyper-parameter reliably [313].

The more recent method of L-curve is noise-estimate-free as well. The general idea is to display the trade-off between the two quantities of the objective function: the prior term versus the corresponding residual error norm for each of a set of regularisation parameter values (Figure 5-4, right). Intuitively, the best regularisation parameter should lie on the corner of the L-curve, since for values higher than this, the residual increases without reducing the norm of the solution much, while for values smaller than this, the norm of the solution increases rapidly without much decrease in residual. In practice, only a few points on the L-curve are computed and the corner is located by estimating the point of maximum curvature [20]. Despite its broad use, the L-curve method is non-convergent [314].

Other popular methods are Vogel’s Unbiased Predictive Risk Estimator (UPRE) [315], and methods based on information criteria [316]. In the latter, statistical measures, such as the Kullback-Leibler distance between a true probability distribution and an arbitrary probability distribution, are employed in order to quantify the loss of
information which is attributed when an approximate model is used instead of the unknown truth.

![GCV function and L-curve](image)

**Figure 5.4.** Regularisation hyper-parameter selection methods applied over a large-scale head-model. Left: Generalised Cross Validation; Right: L-curve criteria

Over the years, several studies compared the effectiveness of these methods for EIT and related problems [313;314;317;317]. As the performance of these methods is highly problem dependent, most studies were either inconclusive or favoured GCV or L-curve marginally.

### 5.3.4 Rescaling and conditioning

Optimisation over the parameters in their standard form, occasionally results in poor contrast images and slow convergence. In order to maximise the propagation of information through the reconstruction process, an alternative parameter representation and preconditioning is advisable.

#### 5.3.4.1 Preconditioning

EIT problems and, in particular, head EIT are characterised by a wide sensitivity range. In the vicinity of the electrodes, there are high sensitivity values, whereas, in interior and in poorly sampled regions, the sensitivity is low. As a result, the Jacobian is ill-conditioned. It would be desirable to apply a transformation that clusters the eigenvalues of Jacobian or the regularised Hessian, and therefore allows a faster and more stable inversion procedure.

A simple way to precondition the Jacobian is by a diagonal matrix $C \in \mathbb{R}^{lxl}$

$$\tilde{J} \leftarrow JC$$

(5.60)
where typically the entries of $C$ are the inverse of the root mean square (rms) of the sensitivity matrix for each element (i.e. a Jacobian column) [318]. Other choices are the mean of the absolute values of the sensitivity [269], or the sum [319]. A more advanced way is to employ a filtered back propagation method

$$p_{i+1} = p_i + \alpha_i J^T W_k r_k$$  \hspace{1cm} (5.61)$$

where $W_k$ is a positive definite operator. For that purpose a sensible choice would be

$$W_k = (J, J^T)^{-1}$$  \hspace{1cm} (5.62)$$

This expression can be further regularised in a similar manner to Tikhonov

$$W_k = (J, J^T + \lambda I)^{-1}$$  \hspace{1cm} (5.63)$$

only that here, the regularisation parameter is fixed rather than updated at every iteration. However, this variant still requires a moderate matrix inversion. A method to resolve this difficulty is by taking $W_k$ to be [320]

$$W_{k, i} = \begin{cases} (J, J^T)^{-1} & i = j \\ 0 & i \neq j \end{cases}$$  \hspace{1cm} (5.64)$$

A modified filtered back-propagation version, which combines both the efficiency of the above method, together with the regularisation of the filtered back propagation method has been suggested [225;249;274]

$$W_k = \left( \sum_{j} J_i^2 + \sqrt{\lambda} \right)^{-1}$$  \hspace{1cm} (5.65)$$

where the search direction expressed as

$$p_{i+1} = -W_k \nabla f (\gamma_i) + \lambda I \gamma_i + \beta_i p_i$$  \hspace{1cm} (5.66)$$

where $\beta_i$ equal one for Newton-type methods, or as defined in (5.47) for NLCG.

Figure 5-5. Objective function (Left) and solution error norm (Right) convergence over time in standard form and with modified back-propagation filter.
5.3.4.2 Parameter space transformation

In some formulations, the recovered parameter may include parameters which represent different physical entities, and therefore correspond to different typical scales. An example would be recovery of the real and the imaginary components of the admittance, or recovery of conductivity and contact impedance. In other cases, the recovered parameter may have a very wide dynamic range. The scaling variability may discriminate certain parameter types or range throughout the optimisation process. This problem can be addressed by parameterisation. A suitable parameterisation, should render the recovered parameter to be dimensionless and strive to set a representation for which the transformed parameter lies in an Equal Variance Domain [321]. A general parameterisation would take the form

\[ \tilde{\mathbf{y}} \leftarrow s(\mathbf{y}). \]  

(5.67)

The original problem is transformed into

\[ \tilde{\mathbf{y}}(\mathbf{V}_r) = \arg \min_{\tilde{\mathbf{y}}} \| \tilde{\mathbf{F}}_r(\tilde{\mathbf{y}}) - \mathbf{V}_r \|^2 + \tau \psi(\tilde{\mathbf{y}}) \]  

(5.68)

where \( \tilde{\mathbf{F}}_r(\tilde{\mathbf{y}}) = F_r(s^{-1}(\tilde{\mathbf{y}})) \) is the transformed forward model. The gradient takes the form

\[ \nabla \tilde{\mathbf{y}} = \tilde{\mathbf{J}}^T \left( \tilde{\mathbf{F}}_r(\tilde{\mathbf{y}}) - \mathbf{V}_r \right) + \nabla \psi(\tilde{\mathbf{y}}) \]  

(5.69)

and the Jacobian gets the following form

\[ \bar{J}_o = \frac{\partial V_r}{\partial \tilde{y}_j} = \frac{\partial V_r}{\partial s(y_j)} = \frac{\partial V_r}{\partial y_j} \frac{\partial y_j}{\partial s(y_j)} = J_o S \]  

(5.70)

where

\[ S_{o j} = \left( \frac{\partial s(y_j)}{\partial y_j} \right)^{-1}. \]  

(5.71)

5.3.4.3 Data space transformation

The boundary measurement vector \( V_r \) encompasses entries of different expected magnitude and variance which correspond to the different impedance and noise levels that each measurement channel represents. In some cases, such as complex valued boundary voltages, the data may contain sets of different physical variables with different typical magnitudes. It is frequently beneficial to utilise some transformation or parameterisation that will scale the data to meet the terms of an equal variance domain. Typical transformation would make the data dimensionless, and scale it to
comply with the level of confidence given to each of the measurement channels. Such a
transformation is a generalisation of the scaling parameter \( \xi \), given in the objective
function (5.1). A general transformation over the data space would be
\[
\hat{V}_r \leftarrow h(V_r).
\] (5.72)

The original problem would then transformed into the following minimisation
problem
\[
\gamma (\hat{V}_r) = \arg \min_{\gamma} \| \hat{F}_r (\gamma) - \hat{V}_r \|^2 + \tau \psi (\gamma). \tag{5.73}
\]

In practice, data space transformation can frequently be represented by a linear
transformation
\[
\hat{V}_r \leftarrow TV_r, \quad T \in \mathbb{R}^{m \times m} \tag{5.74}
\]

This transformation linearly rescales the forward solution
\[
\hat{F}_r (\gamma) = T F_r (\gamma). \tag{5.75}
\]

\( T \) typically takes the form of diagonal matrix multiplication, where the diagonal
entries include a rescaling factor for each measurement channel. Common choices are
the inverse of the predicted model data at the initial parameter distribution, inverse of
the RMS of each row of the sensitivity matrix [27;110;269], or a measure of confidence
given to each of the channels based on the data variance. For such cases the rescaled
Jacobian takes the following form
\[
\hat{J} = TJ. \tag{5.76}
\]

5.4 Newton - Krylov Inversion for Large-Scale EIT Problems

5.4.1 Motivation and rationale

Convergence of iterative inversion methods which employ 2nd order derivatives is
frequently significantly faster than methods employing only 1st order derivative
information. Nevertheless, both the explicit formulation and the direct inversion of the
approximate Hessian are computationally intractable for large-scale problems. As the
Newton search direction employs only an approximation of the true Hessian and since
linearisation of the original non-linear problem is valid only locally anyway, an
accurate calculation of the Hessian inverse is redundant. As the Hessian formation by
itself is computationadly excessive, the challenge is to produce such an approximation,
with no explicit formation of the Hessian or its inverse. The proposed way to meet
these requirements, in this work, is by derivation of an approximation for the Newton update using an iterative inner loop which solves the normal systems brought in (5.24) or in (5.33). At the first stage, the normal equation are rewritten as follows
\[ H_f^i \Delta y_{nk+i} = a_i g_i, \]  
(5.77)
where for Gauss-Newton \( H_f^i = H_0^i \), and for Levenberg-Marquardt \( \alpha = 1 \). In this formulation the update step \( \Delta y_{nk+i} \) can be calculated up to a predefined tolerance using an iterative solver. The defining feature of Krylov-subspace solvers is that the coefficient system, which is taken to be the approximate Hessian \( H_f^i \) in this formulation, is accessed only for matrix-vector product operations. Thus, the explicit formulation of the Hessian can be replaced by an implicit one by substitution of all the occurrences of the operation \( H_f y \) with the following operation
\[ H_{nk,f} y = J_i^T (J_i y) + \gamma \nabla^2 \psi (y) y + \lambda y \]  
(5.78)
The brackets surrounding the product \( J_i y \) result in a vector, which is then multiplied again by \( J_i^T \), so that the immense term of \( J_i^T J_i \) is never formed explicitly. The product \( H_f y \) for explicit Hessian formulation requires \( k^3 \) floating point operations, whereas the implicit formulation requires \( k^2 m + km^2 \) (assuming that the computational cost of the product \( \psi (y) y \) is negligible, due to the sparsity of \( \psi (y) \)). Therefore, the implicit formulation is more efficient whenever \( m < (\sqrt{5} - 1)/2k \). For a typical large-scale problem \( m \propto k \), and therefore this formulation is favoured.

In this study, General Minimal Residual (GMRes) [250] Krylov solver was used to solve the set of linear normal equations (5.77). As described in Chapter 4, this Krylov subspace method, is based on a modified variant of the Gram-Schmidt orthogonalisation process (Arnoldi method), and therefore, only requires storage of a moderate number of internal search directions.

The application of Newton-Krylov inversion was recently suggested for Diffusion Optical Tomography [322], but its application for EIT was first presented by the author [220;299].

### 5.4.2 Preconditioning

The convergence and stability of Krylov-subspace solvers depends strongly on the spectrum of the system. The main difficulties in preconditioning the approximate Hessian system are twofold: it is a dense matrix, and in effect this matrix is never formed explicitly. Numerous methods, such as Newton-Krylov-Schur (NKS) domain
decomposition or Newton-Krylov Multi-Grid (NKMG) approaches can be employed for that purpose [323]. Since in this case the physical factors which affect the conditioning of the system are known, it is reasonable to compensate for their effect, rather than employ some general-purpose preconditioning scheme, which will ‘blindly’ attempt to construct a suitable preconditioner. The main cause of ill-conditioning is related to the wide sensitivity range, which is particularly profound for shelled geometries and non-equally sampled domains. Since the Hessian entails both $J$ and $J^T$ terms, both its rows and its columns require rescaling. For that purpose, the following diagonal preconditioner is proposed

$$C_u = \frac{1}{\sqrt{\sum J \mu + \tau (R^T R) \mu + \lambda}}.$$  \hspace{1cm} (5.79)

For all Newton methods (including the Newton-Krylov), this transformation can be applied from the left, as a standard preconditioner, but also on the right side of the Hessian. The preconditioned system gets the form

$$\frac{C H^t C \Delta \chi_{1+1}}{\hat{\mu}} = \alpha \frac{C \chi_{1}}{\hat{\mu}}$$  \hspace{1cm} (5.80)

where the desired update $\Delta \chi_{1+1}$ can be recovered from the following

$$\Delta \tilde{\chi}_{1+1} = C^{-1} \Delta \chi_{1+1}.$$  \hspace{1cm} (5.81)

This transformation spherifies the solution space, and therefore stabilises and accelerates the inversion process.

**5.4.3 Choice of GMRes relative residual tolerance**

One of the outstanding implementation questions related to the Newton-Krylov inversion is to decide to what tolerance a new search direction needs to be solved? It is not cost-effective to perform Krylov inversion up to the numerical round-off accuracy. Experience shows that almost similar convergence to that of an explicit inversion can be achieved with moderately low residual error requirement. This can be inferred from a comparison of the convergence of the explicit inversion versus the convergence of the implicit inversion performed with several different tolerances. Convergence over time of Damped Gauss-Newton algorithm applied over a small head model problem with explicit inversion as well as for a range of different GMRes relative residual tolerances is presented in Figure 5-6 on the left. The runtime requirement for GMRes inversion depends on the conditioning of the approximate Hessian system, which can be
addressed separately in terms of cost efficiency once a specific preconditioning scheme has been determined. An insight into the residual error convergence versus iteration count (Figure 5-6 right) shows that a moderate relative residual tolerance of $10^3$ or $10^4$ provided convergence which was almost similar to that achieved by the explicit Hessian inverse. In this study relative residual of $10^3$ was considered.

![Objective function convergence vs runtime (left) and iteration (right) for a small head model using standard and Damped Gauss-Newton-Krylov with different drop tolerances for GMRes solver](image)

**5.5 Comparison of Non-linear Inversion Methods**

In order to assess and quantify the benefits of the proposed Newton-Krylov inversion approach for large-scale problems, its performance was compared with that of conventional non-linear inverse solvers over small and large-scale problems.

**5.5.1 Inverse solver configurations**

The following non-linear inverse solvers were implemented and used for comparison:

1. Damped Newton Gauss (DGN)
2. Damped Gauss-Newton-Krylov (NK-DGN)
3. Levenberg-Marquardt (LM)
4. Newton-Krylov Levenberg-Marquardt (NK-LM)
5. Variable-Metric Method (VMM) (Quasi-Newton)
6. Non-linear Conjugated Gradients (NLCG)

Gradient-based inversion methods employed a Kaczmarz back-propagation scheme for enhanced convergence, whereas 2nd order derivative methods were
preconditioned by the proposed diagonal preconditioner brought in 5.4.2. A Brent line search was used for all methods except for Levenberg-Marquardt variants, which employed a trust region strategy. The inverse solvers employed the monopolar source framework for forward modelling and inverse-based multi-level forward solver preconditioning. In addition, a feed-forward strategy was employed for prompt forward solution evaluations (i.e. previous forward solutions were taken as initial guess for subsequent evaluations).

5.5.2 Regional spatial regularisation

A first order Tikhonov prior [324] was considered as a quadratic regularisation functional

$$\psi(\gamma) = \|R(\gamma - \gamma_s)\|^2$$

(1.82)

where $R \in \mathbb{R}^{k \times k}$ denotes a Gaussian smoothing operator, and $\gamma_s$ is the mean of the Gaussian prior distribution. This prior penalises oscillatory behaviour of the conductivity with respect to neighbouring elements. The derivatives of this prior are

$$\nabla \psi(\gamma) = R^T R (\gamma - \gamma_s)$$

$$\nabla^2 \psi(\gamma) = R^T R$$

(5.83)

The layered structure of the human head was treated here by construction of regional smoothing prior. The prior application was restricted to affect within each of the layers only, therefore, smoothing was not applied over sharp transition area between layers (Figure 5-7).

![Figure 5-7. Regional regularisation smoothing prior sparsity pattern. This pattern demonstrate that there is no intersection at the interface points between the different tissues types (These are represented here as separate squares)](image-url)
Chapter 5: Large Scale Inverse Problems

For this specific problem type, GCV provided a shallow minimum, therefore, L-curve was chosen to determine the regularisation hyper-parameter values in this study. In order to avoid an overdose of structure imposition into the model at early stages of the reconstruction process, a cooling-schedule-type approach was employed [317]. This procedure was performed by setting \( \tau_i \) to be the maximum between the one calculated for the current iteration and the previous one \( \tau_{i-1} \) multiplied by a small factor \( c \leq 0.5 \).

5.5.3 Simulated data generation

Two head models of 4K and 31K elements were assigned with conductivity values of the head tissues for the frequency of 10Hz derived from the review in Chapter 2. The dimensions of the large model (31K elements) were taken to be such that would allow complete calculation of the inverse problem within the physical RAM limitations of the processing workstation. 31 electrodes were placed over the head according to the extended 10-20 EEG scheme. The protocol contained 258 injection-measurement combinations. Two spherical perturbations with radius of 1.7cm were placed in the left temporal and occipital lobe regions of the modelled brain (Figure 5-8).

![Figure 5-8. Simulated perturbations inside the brain](image)

Conductivity values corresponding to ischaemia and haemorrhage were assigned to the perturbation respectively (Table 1). Boundary voltages were generated using UCL Super-Solver, which employs a modified version of EIDORS 3D and the ILUPack package [225;234;261]. Zero mean Gaussian noise was simulated with amplitude of 0.01% of the maximal boundary voltages. Due to the large dynamic range of the expected boundary voltages this choice is rather harsh. For noise level which was 10 times larger, very weak convergence was achieved with all inversion methods.
Table 5-1. Assigned conductivity values

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Conductivity [S/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalp</td>
<td>0.25</td>
</tr>
<tr>
<td>Skull</td>
<td>0.02</td>
</tr>
<tr>
<td>CSF</td>
<td>1.79</td>
</tr>
<tr>
<td>Brain</td>
<td>0.15</td>
</tr>
<tr>
<td>Haemorrhage</td>
<td>0.56</td>
</tr>
<tr>
<td>Ischaemia</td>
<td>0.1</td>
</tr>
</tbody>
</table>

5.5.4 Evaluation

The solvers were compared with respect to the following criteria: 1) Convergence - objective function convergence over time and iterations. 2) Robustness - the actual regularised solution error convergence \( \| R(y_{simulated} - y) \| \). 3) Memory requirements - peak memory consumption. 4) Image quality - maximal intensity and localisation error. All evaluations were performed on a single thread over a dual Xeon 2.8GHz workstation with 2GB RAM, Debian OS and Matlab 7.1 [244].

5.6 Numerical Results

5.6.1 Convergence

For the small scale problem, the conventional Damped Gauss-Newton and conventional Levenberg-Marquardt provided the fastest convergence. However, for the large model, these methods already exceeded the maximum memory limit. For both scales, Non-linear Conjugated Gradients and Variable Metric runtime per iteration was significantly shorter than of the Newton-Krylov methods. Nevertheless, the overall convergence over time and per iteration was in favour of the latter (Figure 5-9 and Figure 5-10). Even after 250 iterations of Non-linear Conjugated Gradients and Variable Metric, they only managed minimise the objective function to a value that was 20 and 200 times larger than the one achieved from 20 iterations of Damped Gauss-Newton-Krylov.
Figure 5-9. Left: objective function convergence vs. iteration count for the small model; Right: objective function convergence vs. runtime for the small model

Figure 5-10. Left: objective function convergence vs. runtime for the large model; Right: objective function convergence vs. iteration count for the large model

5.6.2 Memory requirements

Conventional Newton-type methods were manageable only for the smaller model. Among the remaining methods, Non-linear Conjugated Gradients was the most memory efficient. Memory consumption of the Newton-Krylov method was up to 15% more expensive (Table 5-2).

Table 5-2. Peak memory consumption percentage of physical memory

<table>
<thead>
<tr>
<th>Model</th>
<th>NLCG [%]</th>
<th>Relative [%]</th>
<th>VMM [%]</th>
<th>Relative [%]</th>
<th>NK LM [%]</th>
<th>Relative [%]</th>
<th>NK DGN [%]</th>
<th>Relative [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>25.6</td>
<td>100</td>
<td>25.8</td>
<td>100.8</td>
<td>26.4</td>
<td>103.1</td>
<td>26.4</td>
<td>103.1</td>
</tr>
<tr>
<td>Large</td>
<td>58.0</td>
<td>100</td>
<td>61.8</td>
<td>104.8</td>
<td>63.4</td>
<td>109.3</td>
<td>63.4</td>
<td>109.3</td>
</tr>
</tbody>
</table>
5.6.3 Robustness

A comparison of the norm difference between the acquired images and the simulated image was used to assess that the convergence of the objective function indeed represented convergence towards the solution, rather than towards some local minimum. The Damped Gauss-Newton-Krylov method reached the lowest solution error norm, which was smaller by 28-138% than the one obtained by the other methods (Figure 5-11).

![Graph showing solution error norm convergence vs runtime and iteration count for the large model](image)

**Figure 5-11. Left: solution convergence vs. runtime for the large model; Right: solution convergence vs. iteration count for the large model**

5.6.4 Image Quality

Newton-Krylov methods provided the sharpest recovered images; with perturbation peak values larger by up to 166% and 141% than those achieved by Variable Metric for the small and the large model respectively (Figure 5-12 and Figure 5-13). Images acquired with Variable Metric and Non-linear Conjugated Gradients provided a larger localisation error with respect to the Newton-Krylov method. This effect was more profound for the large and more complex model, for which the recovered perturbations were considerably shifted towards the boundary (Figure 5-13).
5.7 Discussion

5.7.1 Convergence

Newton-Krylov methods showed an obvious advantage over their conventional counterparts in sense of convergence speed. Runtime per iteration of the Newton-Krylov Levenberg-Marquardt method grew gradually, as the trust region became smaller, and correspondingly the system became more ill-conditioned. This suggests that further acceleration of Newton-Krylov methods can be achieved by improved preconditioning of the normal equations. This can be performed through Newton-Krylov-Schur (NKS) domain decomposition or Multi-Grid (NKMG) [323], or alternatively with more advanced methods such as the fast multipole method [325] or by hierarchical matrices [326,327]. These methods are frequently used in integral
equations in particular when the matrix is dense and only a matrix vector multiplication is available.

5.7.2 Robustness and image quality
Images acquired using the Newton-Krylov methods were sharper and yielded a smaller error norm with respect to the true solution compared to those of their conventional counterparts. Yet, the images were still blurred, which suggests that employment of better priors for regularisation, and determination of a more appropriate excitation-measurement protocol may still yield more accurate images.

5.7.3 Memory requirements
As GMRes with restarts of 20 was chosen as a Krylov inversion method, apart from a gradient up to additional 20 vectors were retained during the inversion procedure. In this study, the Jacobian which contains 258 vectors was assumed to be available; therefore the relative increase in memory requirement compared with the most memory-efficient method of Non-Linear Conjugated Gradients is bounded to be about 10% of the overall memory demand, and therefore scales with the same storage complexity. For problems of larger scale for which the Jacobian itself can not be formed explicitly, Jacobian-free variants of all the proposed large-scale methods can be developed [275;323;328].

5.7.4 Technical remark
The draws from Matlab’s random noise generator which were employed for noise simulation in this study were only pseudo-random, i.e. no initialisation of the seed was performed. These values represent typical error levels and comply with the intended noise distribution; however, care should be taken in future studies to assure initialisation of the random noise generator [37].

5.8 Conclusions
The novel Newton-Krylov inversion method demonstrated superior computational and image quality results over the conventional large-scale methods which were in common use so far. With suitable preconditioning of the normal equations, this approach offers rapid calculation of inverse problems with moderate computational resources. As this inversion procedure is rather general it can be easily transferable to
many related large-scale inverse problems, such as multi-frequency and anisotropic image reconstruction.
6 ACUTE CEREBRAL STROKE TYPE CLASSIFICATION - A FEASIBILITY STUDY
6.1 Introduction

To date, stroke is the leading cause of morbidity and the third leading cause of death in the western world. Acute cerebral stroke is characterised by a sudden loss of circulation to an area of the brain, resulting in a corresponding loss of neurological function. Stroke is a non-specific term which encompasses a heterogeneous group of pathophysiologic causes, including ischaemia (due to thrombosis or embolism), and haemorrhage.

Tissue plasminogen activator (t-PA) is a medication that can break up blood clots and restore blood flow when administered within 3 hours of an ischaemic event. However, its use in patients with haemorrhagic stroke is contra-indicated, as it can lead to extension of the haemorrhage; this can cause deterioration of their cerebral pathology and may be fatal. Currently, CT and MRI serve as tools for differentiating between these conditions. Due their poor availability, only about 2.5-5% of the ischaemic stroke patients in UK are classified in time and treated [329].

EIT has the potential to provide an accessible low cost imaging method that could be deployed in emergency situations such as in ambulances or casualty departments. Acute cerebral stroke results in distinctive local impedance changes over time and frequency. So far, all clinical Electrical Impedance Tomography (EIT) applications have been of differences over time in order to reduce modelling and instrumentation errors [40;42;330;331]. Unfortunately, time-difference imaging is not practical, because it is not possible to obtain a reference measurement prior to onset of the acute stroke. The lack of time-referenced data may be compensated by employment of additional information obtained from multi-frequency electric potential measurements. Multi-Frequency EIT (MFEIT) might therefore be an inexpensive portable method which could be used in emergency situations where CT or MRI are impractical.

Unfortunately, the requirement for a single absolute or multifrequency image places stringent requirements for accuracy on the measurements. There are no clinical multifrequency studies in which images are accurate and independently validated, although reasonably accurate results have been reported in a breast cancer study conducted by the Dartmouth group in USA and in a lung respiration study in Sheffield, UK [9;332]. Two preliminary studies of MFEIT in stroke or similar tissue
were unsuccessful [25;333]. The purpose of this study was to determine the expected changes in acute stroke and assess the feasibility of this application in relation to the performance of existing instrumentation and the effect of confounding errors, using a Finite Element Model of the human adult head.

This study has been presented at the VI International Conference on Biomedical Applications of Electrical Impedance Tomography, in London, 2005 [164] and at the 3rd European Medical and Biological Engineering Conference, in Prague, 2005 [163].

6.2 Background

6.2.1 Cerebral stroke

Acute cerebral stroke occurs due to a sudden interruption in blood flow to part of the brain. As a result, oxygen and nutrients supply as well as waste product removal is disrupted, which consequent in loss of neurological function. Depending on the region of the brain affected, a stroke may cause paralysis, speech impairment, a loss of memory and reasoning ability, coma, or death.

Ischaemic stroke is due to interruption of the blood supply to a region of the brain and occurs in about 80% of all strokes. It may be due to cerebral thrombosis or embolism. Cerebral thrombosis occurs when a blood clot, or thrombus, forms within the brain itself, while cerebral embolism occurs when a blood clot originating elsewhere in the circulatory system breaks free and lodges in an artery supplying blood to the brain.

Haemorrhagic stroke can occur due to intracerebral haemorrhage or subarachnoid haemorrhage. Intracerebral haemorrhage affects vessels within the brain itself, while subarachnoid haemorrhage affects arteries at the brain’s surface, just below the protective arachnoid membrane.

6.2.1.1 Acute stroke affected regions

In the modelling below, the volume and site of the ischaemic region is clearly important. This section therefore reviews the clinical data relating to this. It has been demonstrated that the volume of stroke seen on CT imaging is correlated with severity of symptoms, clinical outcome and time to presentation [334-336]. In one study, CT scans obtained at stroke onset, at 7 to 10 days and at 3 months of 65 patients were analysed for the presence, site, size and volume measurement of ischaemic stroke [334].
At the time of admission the mean lesion volume was 33 cm³, it increased to 51 cm³ at 7 to 10 days, and after 3 months from stroke onset was 49 cm³. With lesion size expressed as percentage of brain volume, the largest infarction was 47%, but the mean infarction size was only 5% of brain volume. The infarctions were shown by CT at 7-10 days to involve the middle cerebral artery distribution in 82% of positive scans (Figure 6-1).

![Figure 6-1. Arterial distribution of ischaemic stroke](image)

The National Institute of Neurological Disorders and Stroke (NINDS) [337] have reported a median volume of ischaemic stroke within 24 hours of onset to be 10.6 cm³, with a mean volume of 48 cm³.

Kissela et al [338] have determined the volume and location of infarcts in 79 African-Americans based on CT and MRI evaluations for comparison with available literature regarding the volume of ischaemic infarcts in the Caucasian population [337]. The median and mean volumes by location of infarct, seen on imaging are summarised in Table 6-2. Table 6-1 provides an overall summary of infarction size from different authors.

<table>
<thead>
<tr>
<th>Study</th>
<th>n</th>
<th>Median volume [cm³]</th>
<th>Mean volume [cm³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cincinnati 1989</td>
<td>65</td>
<td>Not available</td>
<td>33</td>
</tr>
<tr>
<td>NINDS trial 2000</td>
<td>87</td>
<td>10.6</td>
<td>48.8</td>
</tr>
<tr>
<td>Cincinnati 2001</td>
<td>79</td>
<td>2.5</td>
<td>20.1</td>
</tr>
</tbody>
</table>
Table 6-2. Infarct volumes by anatomical location and mechanism of stroke
(reproduced from Kissela et al [338])

<table>
<thead>
<tr>
<th>Location of infarct</th>
<th>n (%)</th>
<th>Median volume [cm³]</th>
<th>Mean volume [cm³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brainstem</td>
<td>2.5%</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Subcortical</td>
<td>40.5%</td>
<td>0.6</td>
<td>1.5</td>
</tr>
<tr>
<td>Cortical</td>
<td>21.5%</td>
<td>3.8</td>
<td>7.4</td>
</tr>
<tr>
<td>Cerebellar</td>
<td>5.1%</td>
<td>3.9</td>
<td>17.1</td>
</tr>
<tr>
<td>Watershed</td>
<td>10.1%</td>
<td>4.0</td>
<td>4.5</td>
</tr>
<tr>
<td>Sub cortical and cortical</td>
<td>17.7%</td>
<td>38.4</td>
<td>79.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>n (%)</th>
<th>Median volume [cm³]</th>
<th>Mean volume [cm³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small vessel</td>
<td>27.8%</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>Cardioembolic</td>
<td>25.3%</td>
<td>5.1</td>
<td>25.8</td>
</tr>
<tr>
<td>Large vessel</td>
<td>3.8%</td>
<td>8.8</td>
<td>6.1</td>
</tr>
<tr>
<td>Other</td>
<td>11.4%</td>
<td>1.9</td>
<td>16.3</td>
</tr>
<tr>
<td>Unknown</td>
<td>31.7%</td>
<td>3.6</td>
<td>36.4</td>
</tr>
</tbody>
</table>

6.2.1.2 Stroke treatment

In the past, almost nothing could be done to help patients with acute stroke. Numerous treatments which have attempted to reduce metabolic activity in the hope that this would reduce tissue damage, have been assessed, such as barbiturate coma and neuroprotective agents such as MK801, but, unfortunately, none have been shown to be effective [339]. In the past 25 years significant advances have been made in stroke prevention, supportive care, and rehabilitation. Still, little treatment existed for ischaemic stroke until 1995, when the National Institute of Neurologic Disorders and Stroke recombinant tissue-type plasminogen activator (rt-PA) stroke study group first reported that the early administration of rt-PA benefited some carefully selected patients with acute ischaemic stroke. Encouraged by this breakthrough study and the subsequent approval of t-PA (clot busting medication) for use in acute ischaemic stroke by the US FDA, medical professionals now consider acute ischaemic stroke to be a medical emergency which, when detected and treated early, can have few, if any, permanent consequences [340]. The effectiveness of the treatment is unfortunately limited because administration of t-PA is needed within 3-6 hours of the onset of the ischaemic event; after this, the brain injury becomes irreversible. Since this therapy carries a 6% risk of causing brain haemorrhage, it cannot be given without definite
diagnosis [167]. Sadly, less than 5% of the ischaemic patients in UK are classified in time and treated, and even fewer worldwide [329]. This is mainly due to the poor availability of suitable diagnosis tools, such as non-contrast head CT or MRI, within the available short time-window.

EIT is portable and inexpensive. In principle, it could provide urgent neuroimaging in such an acute situation - a scan could be collected in a few minutes with the use of a headnet, and it could be rapidly reported over the internet by a radiologist.

6.2.2 Admittivity changes during acute stroke

This subject has been reviewed in detail in Chapter 3. In summary, in ischaemic brain tissue, impediivity changes between 50-100% occurred in the frequency band below 100Hz, while at higher frequencies, smaller impediivity changes of about 15-20% are expected. These changes can be attributed predominately to cell-swelling which reduces the extracellular space. This provokes the greatest effect at low frequencies, because ionic current does not cross into the intracellular space and so low frequency resistance is more sensitive to the properties of the extracellular environment. Admittivity changes during haemorrhagic stroke have not been directly measured, but may be estimated. Most feasibility studies in the field have simply considered complete displacement of brain tissue by blood [341;342]. This situation can occur in severe cases; nevertheless, it seems more reasonable to assume that mainly a replacement of the extracellular fluid with blood occurs, or alternatively, that a more complex description, in which an internal region of extracellular fluid saturated with blood is surrounded by a thin layer of ischaemic tissue (Figure 6-2 and Figure 6-3).

6.2.3 Previous studies on EIT of stroke

In a four vessel model of total cerebral ischaemia in the rat, Holder demonstrated that the resulting intracranial impedance changes could be recorded on the scalp [22;181]. His measurements were taken at a single frequency and therefore represented changes over time only. Bonmassar et al presented some preliminary results of clinical trials performed in chronic stroke patients. Recording was in the Electrical Impedance Spectroscopy mode, in which measurements were of raw impedance data from a small set of channels; no images were produced. However, these results seemed to include instrumentation errors, as calibration data indicated changes over frequency for
resistive test objects such as saline, and the measured changes in humans appeared to be in the opposite direction to those expected from the pathophysiology [333]. In another study conducted in UCL group, measurements from human subjects with arteriovenous malformations or chronic stroke, which resembled changes in haemorrhagic or ischaemic stroke, no reproducible changes were observed, although the study was limited due to hardware restrictions, to the range of 16kHz – 64 kHz [25].

Several publications have raised the feasibility of stroke type classification using EIT and related methods. Clay et al [318] addressed the application of EIT for acute stroke as an example to demonstrate the importance of column normalisation preconditioning in the image reconstruction process. The head was modelled as a 2D circle with conductivity values of a single frequency, Images were reconstructed over the modelled mesh using noiseless data and reference data of the normal state was assumed to be available. Merwa et al have recently investigated the feasibility of stroke differentiation using Magnetic Induction Tomography (MIT) [341]. A single frequency of 100kHz was considered, although it was suggested that multi-frequency measurement would yield significant improvement. They concluded that a central perturbation with contrast larger than 100% and diameter of 40mm (33.5cm²) could be detected. This suggests that only a large haemorrhage is likely to be detected. This is probably because MIT is usually employed at higher frequencies of MHz, in order to improve the signal to noise ratio. At such frequencies, only displacement of brain by blood is likely to provide suitable tissue contrast. Gao et al performed a similar feasibility study for the use of Magnetic Resonance EIT (MREIT) [342]. The study employed a four sphere model for the head, and considered a single frequency. Both ischaemic and haemorrhagic anomalies of 50 cm³ were simulated. The influence of addition of Gaussian white noise over time-referenced reconstruct images was examined, and the authors concluded that MREIT, which provide superior spatial resolution over conventional EIT, was capable of performing such differentiation. The results indicated that identification of haemorrhagic stroke can be achieved with higher correlation with target images than ischaemia (0.92 versus 0.67). Although this application appears to be technically possible, it would require the use of an MRI
scanner and so obviate the proposed practical advantages of EIT; imaging of stroke is already possible with proton and diffusion weighted MRI.

6.2.4 Measurement limitations in Multi-Frequency EIT

The aim of bioimpedance measurements is to measure changes in electric properties of the tissues under investigation with respect to frequency. Effectively, the measured system is also sensitive to additional confounding factors which are not desirable, such as variability over frequency and load dependency of the acquisition system or changes in contact impedance across frequency [331]. Normally, difference-imaging is employed in order to cancel out most systematic errors. This approach is effective if it can be assumed that nothing but the object of interest changes from one instance to another and that systematic errors are stationary. Unfortunately, since time-referenced data prior to stroke onset is not available, time-difference imaging is not applicable. Due to the frequency dependence of tissues in the entire domain, and the variability of the confounding factors mentioned above throughout frequency, frequency-difference imaging is not sensible either.

For relatively simple domains, which are approximately homogeneous, it is possible to find a narrow frequency band in which the background tissue is almost stationary, while a noticeable dispersion is expected for some tissue of interest. However, when more than two tissue types are involved, it is essential to perform measurements over a wide bandwidth of about 5-6 orders of magnitudes, so that integration of spectroscopic data would provide sufficient evidence for differentiation between the tissues [41;343-345]. In addition, complex structures are also likely to have heterogeneous impedance properties which correspond to a wider load range. It is likely to be difficult to maintain instrumentation linearity over a wide range of loads. In a recent study in the field, targeted specifically for the stroke application, flatness of 0.2% was achieved over the expected loads in the human head (1-70Ω) from 20Hz - 500 kHz [24;228].

6.2.5 Previous Multi-Frequency EIT studies

Ideally, EIT should be performed with absolute imaging; however, in practice this has not yet been achieved in human subjects. Instead, there has been considerable interest in the use of multifrequency data, because this offers superior tissue characterisation,
and also the ability to produce pseudo-absolute images. The latter attempts to harness spectral information in order to compensate for instrumentation errors. Nevertheless, there are, to the author's knowledge, only two clinical studies which have employed this approach. Brown et al were able to produce simple parameters of neonatal lung tissue with no anatomical images [332]. A group at Dartmouth University in the USA has produced preliminary images of breast cancer but these were not sufficiently robust to be considered suitable for clinical use without further development [9]. In another study a direct parametric estimation of Cole parameters, rather than the conventional recovery of the admittivity values, has been proposed. Yet, so far only differential mode images of the human thorax were presented with this technique [213;346].

6.3 Purpose

The underlying purpose of this study was to determine if multi-frequency electric impedance data recorded with existing instrumentation could be expected to distinguish between ischaemic stroke and intracranial haemorrhage. The specific questions addressed were:

1. How large are the expected boundary voltages changes measured with scalp electrodes?
2. Which frequency would give the best discrimination?
3. How large are such changes in relation to the variability from confounding factors such as head shape, contact impedance, variation in head tissue properties, and electrode locations?
4. Would real or quadrature measurement give better discrimination?
5. Could there be any advantage in placing electrodes over regions such as the eyes in which a low resistance path to the cranial cavity might be expected?

6.4 Design

Admittivity values from the literature reviews in Chapters 2 and 3 were incorporated into clinically realistic volumes in an anatomically accurate finite element model, in order to provide a simulation of acute cerebral ischaemia or haemorrhage. The simulated pathologies were designed to be of three levels of influence over the boundary voltages, due to the partial volume effect and proximity of the pathology to
the electrodes. In order to assess the likelihood of distinguishing the resulting changes over frequency in realistic conditions, variations due to electrode position, normal variation in tissue dielectric properties, electrode contact impedance uncertainty and extracerebral shell thicknesses deviations were modelled too. The possibility of using additional current injection sites which bypass the shunting effect of the skull and CSF was also examined in this study. Using the solver developed in Chapter 4, the resulting boundary voltage changes were computed. Due to the large number of measurement combinations, the maximal absolute changes were considered. In addition, analysis of the distribution of all other measurement channels was assessed using the median and 90th percentile indicators of that value.

6.5 Methods

6.5.1 Admittivity values employed

Admittivity values in the frequency range of 10Hz and 2.5MHz obtained using a cubic interpolation between the admittivity data points were taken from the literature review given in Chapters 2 and 3. Whenever the frequency range was only partially covered, data were extrapolated from different studies. Data obtained at temperatures closest to that of the body were used when available and if not a linear correction was applied. The model used in this study was isotropic and homogeneous; therefore, average representative admittivity values for anisotropic tissues such as scalp, skull and white matter were adopted (Figure 6-2 and Figure 6-3).

![Conductivity spectroscopy of normal and ischaemic brain tissue](image)

**Figure 6-2. Conductivity spectroscopy of brain tissues**
Figure 6-3. Permittivity spectroscopy of brain tissues

6.5.2 Finite Element Model

A multi-layer realistic Finite Element head model of 53,336 elements [33], which comprised ventricles, white matter, grey matter, CSF, skull, scalp, eyes, optic canal, olfactory tracts and auditory meatus was generated (Figure 6-4). The brain was modelled as two separate lateral lobes connected only at the corpus callosum (Figure 6-5). These compartments were assigned with multi-frequency admittivity properties from 10Hz to 2.5MHz (Figure 6-2 and Figure 6-3).

Figure 6-4. Multi-shell Finite Element head model
Figure 6-5. Human brain coronal view. The corpus callosum in the centre connects the right and left lobes.

The model included 37 scalp electrodes (Figure 6-6), each with desired radius of 10mm. These electrodes were placed using an extended 10-20 position scheme, with the addition of 2 electrodes over the eyelids, two electrodes inside the ear canals and two electrodes in the olfactory caves (Figure 6-7).

Figure 6-6. Multi shell model with extended 10-20 electrodes (red with purple numerals) and extra electrodes over the eyelids, ear canal and olfactory cave (blue with cyan numerals).
Figure 6-7. Cranial nerves foraminae [79]

A complete protocol of 528 independent injection patterns and a total number of 198,135 non-reciprocal injection-measurement combinations was used, with a modelled excitation current level of 100µA. Complex valued boundary voltages were calculated using the Super Solver for each injection-measurement combination over 12 logarithmically-spaced discrete frequencies ranging from 10Hz to 2.5MHz.

6.5.3 Normal and pathological state simulations

Simulations were conducted for normal brain, and six pathological cases: three of which were ischaemic and another three were haemorrhagic.

6.5.3.1 Ischaemic stroke simulation

Middle Cerebral Artery (MCA) infarction and two small ischaemic infarctions were simulated, represented in the following manner:

1. MCA - represented as a large ischaemic region (embodies grey and white matter) located at the right temporal lobe. The lesion comprised a volume of 44.4 cm$^3$, which was about 4.5% of the total grey and white matter volume in the model (977 cm$^3$).
2. Small external infarction – a sphere of ischaemic brain with radius of 12mm, located in the left temporal lobe. This infarction comprised a volume of 7.2cm³, which was about 0.7% of the total grey and white matter volume.

3. Small internal infarction – a sphere of ischaemic brain with radius of 12mm, located in the inner left temporal lobe. It had volume of 7cm³, which was about 0.7% of the total grey and white matter volume of the brain.
Table 6-3. Volumes and locations of the simulated infarctions

<table>
<thead>
<tr>
<th>Infarction</th>
<th>Location</th>
<th>Radii [cm]</th>
<th>Volume [cm³]</th>
<th>Relative volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large external (MCA)</td>
<td>Left temporal lobe</td>
<td>0.5-2</td>
<td>44.4</td>
<td>4.5%</td>
</tr>
<tr>
<td>Small external</td>
<td>Outer left temporal lobe</td>
<td>1.2</td>
<td>7.2</td>
<td>0.7%</td>
</tr>
<tr>
<td>Small internal</td>
<td>Inner left temporal lobe</td>
<td>1.2</td>
<td>7</td>
<td>0.7%</td>
</tr>
</tbody>
</table>

6.5.3.2 Haemorrhagic stroke simulation

Boundary voltage across frequency in haemorrhagic stroke pathologies were modelled in the following manner:

4. Intraparenchymal haemorrhage - represented by a large external haemorrhage, as a sphere of radius of 24mm of brain saturated with 75% blood, located at the right temporal lobe. The bleed comprised a volume of 47.7cm³, which was about 4.9% of the total grey and white matter volume.

![Figure 6-11. Large external haemorrhagic stroke. Left: CT of intraparenchymal haemorrhage; Centre and Right: realistic head model simulation from top and isometric view](image)

5. Small external haemorrhage - a 12mm radius sphere of brain saturated with 75% blood, located at the right temporal lobe. The bleed comprised a volume of 7.7cm³, which was about 0.8% of the total grey and white matter volume.

![Figure 6-12. Modelled small external haemorrhage. Left: top view; Right: isometric view](image)
6. Small internal haemorrhage - a 12mm radius sphere of brain saturated with 75% blood, located at the inner right temporal lobe. It comprised a volume of 6.8cm³, which was about 0.7% of the total grey and white matter volume of the brain.

![Haemorrhage - small internal](image1)

![Haemorrhage - small internal](image2)

Figure 6-13. Modelled small internal haemorrhage. Left: top view; Right: isometric view

<table>
<thead>
<tr>
<th>Haemorrhage</th>
<th>Location</th>
<th>Radius [cm]</th>
<th>Volume [cm³]</th>
<th>Relative volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large external</td>
<td>Right temporal lobe</td>
<td>2.4</td>
<td>47.7</td>
<td>4.9%</td>
</tr>
<tr>
<td>Small external</td>
<td>Outer right temporal lobe</td>
<td>1.2</td>
<td>7.7</td>
<td>0.8%</td>
</tr>
<tr>
<td>Small internal</td>
<td>Inner right temporal lobe</td>
<td>1.2</td>
<td>6.8</td>
<td>0.7%</td>
</tr>
</tbody>
</table>

### 6.5.4 Confounding factor simulations

Four types of confounding factors were considered. Each was simulated with four increasing levels of severity.

#### 6.5.4.1 Electrode mis-locations

Each electrode was represented in the model as a union of finite element surfaces. Electrode locations were projected over the exterior mesh surface and expanded to comply with a desired surface area. Thus, electrodes positions were modified on a discrete surfaces level. Electrode positions were varied randomly with four levels by 0.5mm to 2.5mm. This resulted in modifications of 5-18 surfaces out of the 37 surfaces representing the electrodes over the mesh. At every stage each electrode position was either translated by 0, 2.5mm or 5mm. Figure 6-14 demonstrate electrodes positions modification; electrode no. 2 (marked by a magenta circle) is represented by a different surface.
Figure 6-14. Electrode positions modification. Left: before; Right: after modification

6.5.4.2 Variations in shell thickness

A 3D linear scaling has been performed independently for each of the outer shells: scalp, skull, CSF, grey and white matter (Figure 6-15). Four increasing levels of deviation from the original values were modelled, with scaling factors ranging from 0.96 to 1.07, which resulted in mean vertices translation deviation of 0.2% to 2.5%. These changes correspond to the standard deviation in normal adult skull circumference (2cm).

Figure 6-15. Biases in shell thickness

6.5.4.3 Reference admittance variations

The prior conductivity and permittivity values of each of the compartments were varied by four increasing levels of bias up to a single standard deviation [48] of the Cole parameters representing the different tissues. These values were chosen to represent expected variability between normal subjects. This resulted in changes in conductivity of 2.6% to 9.1% and change of 0.9% to 7.2% in permittivity.

6.5.4.4 Reference contact impedance variation

Electrode contact impedances were modified with four levels of deviation from the original value of 1KΩ, with standard deviation ranging from 0.5KΩ up to 2KΩ.
6.5.5 Evaluation

6.5.5.1 Raw boundary changes

The first step was to quantify the raw voltage changes introduced by each of the pathologies. As the data set was large, only the channels of the maximal change were considered first. Since maximal changes might be deceptive and reflect erroneously the majority, the values distribution of the values in the remaining channels was observed as well.

6.5.5.2 Errors and confounding factor simulations

At this stage, the effect of the confounding factors was quantified. Since channels with low standing voltages may have been more sensitive to the confounding factors (in percentage), values below the median were ruled out. This was on the basis that careful injection - measurement protocol design would exclude them. The mean variation and the standard deviation were calculated for each bias type, in order to account for the contribution of the confounding factors within each frequency and between frequencies.

6.5.5.3 Contribution of electrodes which bypass the resistive effect of the skull

The study was performed over two non-reciprocal injection-measurement protocols: 1) A complete protocol with the standard extended 10-20 scalp electrodes only. 2) A complete protocol which involved at least a single pericranial nerve electrode. This way the contribution of the additional electrodes which bypass the shunting effect of the skull and CSF could be quantified.

6.5.5.4 Real vs. complex boundary voltages

The simulations accounted for both the real and the imaginary components of the admittivity; hence, at the first instance the real part of the boundary measurements is considered, later the evaluation process is repeated for the complex. The additive information content related to the imaginary component of the data was quantified in this way.
6.6 Results

6.6.1 Boundary voltages with standard electrode positioning

6.6.1.1 Raw boundary changes - real component

Considering the simulations results of brain in normal state as a reference, the maximal boundary voltage change appeared for all pathologies in the lowest modelled frequency of 10Hz (Figure 6-16). In terms of absolute voltages, within each frequency, the peak changes ranged between +0.2 to +1.9% (8.6 $10^{-6}$ V to 8.4 $10^{-4}$ V) for ischaemia, whereas for haemorrhage they ranged from -0.8 to -7.1% (-4.3 $10^{-4}$ V to -3.8 $10^{-4}$ V). At 2.5MHz, the changes reduced to +0.07 to +0.3% and -0.7 to -5.5% for ischaemia and haemorrhage respectively (Figure 6-17 and Figure 6-18). Maximal changes over frequency were about 0.2 to 1.7% for ischaemia and 0.3 to 2.4% for haemorrhage. (Figure 6-17 and Figure 6-18).

![Graph showing real boundary voltages for maximal absolute change vs frequency](image)

**Figure 6-16.** Absolute voltages of the real component with the maximal change vs. frequency. The blue lines stands for the three ischaemic pathologies, red for haemorrhagic pathologies, and green lines stands for their respective normal states.
real boundary voltages change for maximal absolute change vs frequency for ischemia

Figure 6-17. Percentage change for absolute maximal changes of all ischaemic lesions across frequency. The values near the pink arrows stand for the maximal change across frequency.

real boundary voltages change for maximal absolute change vs frequency for haemorrhage

Figure 6-18. Percentage change for absolute maximal changes of all haemorrhagic lesions across frequency. The values near the blue arrows stand for the maximal change across frequency.

6.6.1.2 Raw boundary changes - imaginary component

The standing voltages for the imaginary component were smaller by about an order of magnitude compared with the real cases. However, in terms of percentage change, this
component displayed larger changes: +2 to +17% for ischaemia and -4 to -29% for haemorrhage (Figure 6-19). Maximal relative changes over frequency for the imaginary part were about +3% to +16% for ischaemia and between -3.5% to -28.5% for haemorrhage (Table 6-5).

**Table 6-5. Minimal and maximal percentage change for the measurement channel that provided the maximal absolute voltage change for all pathologies**

<table>
<thead>
<tr>
<th>Pathology</th>
<th>min real (2.5MHz)</th>
<th>max real (10Hz)</th>
<th>difference real</th>
<th>min imaginary (7.5kHz)</th>
<th>max imaginary (10Hz)</th>
<th>difference imaginary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large external ischaemia</td>
<td>0.2 %</td>
<td>1.9 %</td>
<td>1.7 %</td>
<td>-7.8 %</td>
<td>16.8 %</td>
<td>24.6 %</td>
</tr>
<tr>
<td>Small external ischaemia</td>
<td>0.05 %</td>
<td>0.4 %</td>
<td>0.35 %</td>
<td>-1.7 %</td>
<td>4.7 %</td>
<td>6.4 %</td>
</tr>
<tr>
<td>Small internal ischaemia</td>
<td>0.02 %</td>
<td>0.14 %</td>
<td>0.12 %</td>
<td>-0.8 %</td>
<td>2 %</td>
<td>2.8 %</td>
</tr>
<tr>
<td>Large external haemorrhage</td>
<td>-4.6%</td>
<td>-7.1%</td>
<td>2.4%</td>
<td>-29.3 %</td>
<td>-0.1%</td>
<td>29.2%</td>
</tr>
<tr>
<td>Small external haemorrhage</td>
<td>-1 %</td>
<td>-1.4%</td>
<td>0.4%</td>
<td>-4.7%</td>
<td>-0.1%</td>
<td>4.6%</td>
</tr>
<tr>
<td>Small internal haemorrhage</td>
<td>-0.5%</td>
<td>-0.8%</td>
<td>0.3%</td>
<td>-3.6%</td>
<td>-0.1%</td>
<td>3.5%</td>
</tr>
</tbody>
</table>

**Figure 6-19. Absolute voltages of the imaginary component with the maximal change vs. frequency**

6.6.1.3 Measurement distribution

About 2 - 4.3% of the total number of channels, displayed a change which exceeded half of the maximal change of the real component (Table 6-6). Figure 6-20 and Figure
6-21 provide another insight into the distribution of injecting and sensing electrodes with respect to the pathology size and location.

Table 6-6. Minimal and maximal number of channels above half maximum change value

<table>
<thead>
<tr>
<th></th>
<th>Minimal number of channels above half max</th>
<th>Maximal number of channels above half max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large external ischaemia</td>
<td>5616 (at 10Hz)</td>
<td>6434 (at 2.5KHz)</td>
</tr>
<tr>
<td>Small external ischaemia</td>
<td>4976 (at 10Hz)</td>
<td>6324 (at 7.5KHz)</td>
</tr>
<tr>
<td>Small internal ischaemia</td>
<td>3798 (at 10Hz)</td>
<td>4540 (at 2.5MHz)</td>
</tr>
<tr>
<td>Large external haemorrhage</td>
<td>6948 (at 2.5MHz)</td>
<td>8050 (at 2.5KHz)</td>
</tr>
<tr>
<td>Small external haemorrhage</td>
<td>5756 (at 2.5MHz)</td>
<td>6810 (at 250KHz)</td>
</tr>
<tr>
<td>Small internal haemorrhage</td>
<td>4128 (at 75Hz)</td>
<td>4502 (at 2.5MHz)</td>
</tr>
</tbody>
</table>

Figure 6-20. Participating electrode histogram for half maximum at 10Hz for large external ischaemia
participating electrode histogram for half maximum at 10Hz for large external haemorrhage

participating electrode histogram for half maximum at 10Hz for small external haemorrhage

participating electrode histogram for half maximum at 10Hz for small internal haemorrhage

Figure 6-21. Participating electrode histogram for haemorrhage at 10Hz

The electrodes which were most frequent in the histogram were those which were closest to the pathology, and aligned in their field. The boundary voltage changes were highly skewed towards smaller changes with respect to the electrode combinations. For all pathologies the median ranged around 5.9-9.3% of the maximal change, whereas the 90th percentile value was between 27.9 - 34.5% of the maximum.

6.6.1.4 Errors and confounding factors simulations

The contribution of the confounding factors estimated for the channels which showed the largest change above half of the maximum is summarised in Table 6-7. Figure 6-22 demonstrates the effect of the different confounding factors with comparison to the maximal change expected for the large ischaemic condition.
Figure 6.22. In each quadrat a graph of the voltage percentage change vs. frequency is presented. The blue line represents the expected maximal percentage change in boundary voltages for a large ischaemic lesion (as in Figure 6.17); the red and green lines stand for the expected changes due to the modelled confounding factors.

Table 6.7. Changes from normal brain conditions introduced by the confounding factors

<table>
<thead>
<tr>
<th></th>
<th>Electodes positions</th>
<th>Admittivity variability</th>
<th>Shells thickness</th>
<th>Contact admittance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean %</td>
<td>std %</td>
<td>mean %</td>
<td>std %</td>
</tr>
<tr>
<td>Real</td>
<td>6.3-38.6</td>
<td>1.6-4.2</td>
<td>0.8-43.7</td>
<td>0.05-3.2</td>
</tr>
<tr>
<td>Imaginary</td>
<td>1.4-41.2</td>
<td>0.5-14.5</td>
<td>11.6-19.8</td>
<td>13.6-24.5</td>
</tr>
</tbody>
</table>

6.6.2 Contribution of recording with pericranial electrodes

6.6.2.1 Real component

For an extended protocol including at least one of the additional electrodes, the peak changes for all lesions appeared at 10Hz. For ischaemia the maximal absolute changes were between +0.2 to +2% (8·10^-6 V to 10^-4 V for standing voltages between 3.5·10^-3 V to 4.3·10^-3 V). This was 3 to 43% larger than those acquired with the original protocol (Figure 6.23). For the haemorrhagic lesions, maximal changes were -1.2 to -12.1% (3·10^-4
V to $4 \times 10^{-5}$ V for standing voltages of $2.7 \times 10^{-3}$ V to $3.2 \times 10^{-3}$ V), which were 36 to 70% larger than those acquired with the original protocol (Figure 6-24). Across frequency, changes were between 6 to 100% larger than those of the standard protocol (Table 6-5 and Table 6-8).

**Figure 6-23.** Extended protocol - real part of boundary voltages percentage change for ischaemia vs. frequency. Blue line stands for the extended protocol (extra electrodes) and black for the standard protocol.

**Figure 6-24.** Extended protocol - real part of boundary voltages percentage change for haemorrhage vs. frequency. Red line stands for the extended protocol (extra electrodes) and black for the standard protocol.
6.6.2.2 Imaginary component

Similarly, the standing voltages for the imaginary component using this protocol were smaller by about an order of magnitude compared to the real cases. In terms of absolute percentage change, for ischaemia a change of +2.1 to +18% was acquired and a change of -4.3 to -14.1% for haemorrhage. Maximal relative changes across frequency for the imaginary part were about 3 to 15.5% for ischaemia and between 4.2 to 13.8% for haemorrhage (Table 6-8).

Table 6-8. Extended protocol – minimal and maximal percentage change for the measurement channel that provided the maximal absolute voltage change for all pathologies

<table>
<thead>
<tr>
<th>Pathology</th>
<th>min real</th>
<th>max real</th>
<th>difference real</th>
<th>min imaginary</th>
<th>max imaginary</th>
<th>difference imaginary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large external ischaemia (2.5MHz)</td>
<td>0.2%</td>
<td>2%</td>
<td>1.8%</td>
<td>-8.1% (7.5kHz)</td>
<td>18% (10Hz)</td>
<td>26.1%</td>
</tr>
<tr>
<td>Small external ischaemia (750KHz)</td>
<td>0.05%</td>
<td>0.45%</td>
<td>0.4%</td>
<td>-1.7% (7.5kHz)</td>
<td>4.2% (10Hz)</td>
<td>5.9%</td>
</tr>
<tr>
<td>Small internal ischaemia (750KHz)</td>
<td>0.02%</td>
<td>0.2%</td>
<td>0.2%</td>
<td>-0.8% (7.5kHz)</td>
<td>2.1% (10Hz)</td>
<td>2.9%</td>
</tr>
<tr>
<td>Large external haemorrhage (250kHz)</td>
<td>-7.9%</td>
<td>-12.1%</td>
<td>4.2%</td>
<td>-14.1% (10Hz)</td>
<td>-0.3% (2.5MHz)</td>
<td>13.8%</td>
</tr>
<tr>
<td>Small external haemorrhage (250kHz)</td>
<td>-1.3%</td>
<td>-1.9%</td>
<td>0.6%</td>
<td>-6.4% (25Hz)</td>
<td>-0.1% (750kHz)</td>
<td>6.3%</td>
</tr>
<tr>
<td>Small internal haemorrhage (250kHz)</td>
<td>-0.8%</td>
<td>-1.2%</td>
<td>0.4%</td>
<td>-4.3% (7.5kHz)</td>
<td>-0.1% (750kHz)</td>
<td>4.2%</td>
</tr>
</tbody>
</table>

6.7 Discussion

6.7.1 Summary of results

6.7.1.1 Raw changes

The local conductivity contrast introduced by ischaemic or haemorrhagic tissues in the brain was about -75% and +200% in the lesion itself at the most sensitive frequency, 10Hz. This attenuated to a difference between normal brain and lesion, of about +2% for ischaemia and -7% for haemorrhage, for the largest lesions, recorded on the scalp - a decrease of about 30 times. Maximal changes over frequency were about 0.2 to 1.7% for ischaemia and 0.3 to 2.4% for haemorrhage. These appear to be physiologically plausible, considering the skull high impedance, CSF shunting effect and the partial volume effect.
For ischaemia which occurs at the left temporal lobe region and inward, the closest
electrodes (i.e. electrodes no. 3, 8, 14 and 19 in Figure 6-6) were the most sensitive to
the pathology; deeper (lower sections of Figure 6-20) changes were sensed less locally
and with weaker intensity. A similar behaviour was apparent for haemorrhages in a
symmetrical manner, as they were simulated at the right temporal lobe (lower sections
of Figure 6-21).

6.7.1.2 Low resistance path to the cranial cavity channels
Maximal changes using cranial foraminae as a low resistance path to the cranial cavity
were 3 to 43% and 36 to 70% larger than those acquired with the standard electrodes
positioning for ischaemia and haemorrhage respectively. Across frequency, changes
were between 6 to 100% larger than those of the standard protocol. A comparison
between all pathologies showed that the improvement in the magnitude of the signal
peak were more profound for the smaller and internal lesions.

6.7.1.3 Confounding factors
The introduced variation caused apparent scalp voltage changes which were of up to
40% with respect to the standing voltages of the most sensitive channels in 10Hz.
Changes across frequency were up to 16%. These changes were approximately up to 20
times larger in absolute value and larger by up to an order of magnitude across
frequency compared with those expected due to the large ischaemic lesion alone.

6.7.2 Technical issues
The aim of this study was to provide qualitative estimates as for the feasibility of stroke
differentiation. Therefore, several compromises and approximations were necessarily
made in this modelling.

Quasi-static approximation - The forward model used in this study employed a
quasi-static approximation of Maxwell equations to represent the governing equations.
Therefore, measurable discrepancies between its predictions and the true boundary
voltages may be expected to arise; for bioimpedance measurements, these probably are
significant above 1MHz [219]. To the author’s knowledge, no studies were performed
to quantify the differential errors for 3D models, rather than the absolute errors, arising
from this modelling approximation. In recent study in 2D, maximal absolute changes
of 1% were quantified between the two approximations at 10MHz [347]. The
differences between the standing voltages in various channels with the two
approximations were systematic and followed a consistent trend. This may suggest
that the expected impact of the quasi-static approximation would alter the absolute
values by less than 1%, and differentially by a small, but yet uncertain, amount. For
future studies, it would be desirable to quantify the boundary voltages changes in
higher frequencies using a three dimensional full-Maxwell equation forward modeller.

Isotropy - Tissues were modelled as isotropic despite the fact that the scalp, skull
and white matter are anisotropic. The impact of anisotropic modelling of white matter
is probably negligible, as this tissue is internal and anisotropy can be approximated to
be equally oriented. Conversely, anisotropy of the scalp tissue may be expected to have
a greater influence on injected current paths. Its anisotropy ratio is about 3, but the
ultimate influence of this is unknown. More accurate modelling to account for
anisotropy is desirable; in fact, this work is being undertaken by Abascal J.F. in the
UCL group at the time of writing, but unfortunately was not available in time for this
work. In a recent EEG source modelling study, in which anisotropy of the skull and
white matter was accounted for, discrepancies of about 5% in EEG potentials were
observed between an isotropic model and anisotropic ratio of 3 [56].

Admittivity values - Another modelling issue is the fidelity of the admittivity
values employed in this study. As argued in Chapter 3, much of the available
knowledge regarding admittivity of tissues in the head and impedance behaviour
during stroke is incomplete and had to be estimated. When reasonable uncertainties in
the reference admittivity were modelled, this altered the standing voltage by up to an
order of magnitude more than changes due to intracranial pathology. The changes in
boundary voltages due to pathology using a different reference admittivity value were
different by up to 25% from those obtained for the selected reference. More reliable
data regarding human normal and pathological admittivity is desirable. One possible
way, which could avoid further animal studies, would be to derive impedance changes
from Diffusion Weighted MRI (DWI) images in ischaemia. DWI reflects water mobility
(mainly in the extra-cellular fluid space) and therefore, the DWI signal changes during
cell swelling. There is probably an almost linear relationship between the DWI tensor
and the anisotropic admittivity [55]. However, large admittivity changes of 20% and above occur in the region of stroke and translate into relatively small boundary changes due to the non-linearity of the problem; it therefore seems likely that the uncertainties in estimates of the pathological regions will have had relatively little effect on the overall conclusions.

Geometry - The scalp was modelled as a continuous muscle surrounding the entire head, although, in practice it covers only partial segments of the scalp. In addition, the skull was modelled as a single homogeneous layer, rather than by three layers of cancellous bone separated by a vascular space, as suggested in Chapter 2. Due to current limitations, modelling of these structures, as well as fine structure as the CSF is difficult and problematic. Such fine structures are difficult to segment; since MRI provides poor contrast for bone tissue, and since generation of high quality meshes would require a tremendous number of elements in order to represent such thin layers. This would result in a sharp increase in computational demand, for processing the forward model. The quantitative effect of this approximation is unclear. However, there was a good approximation between modelling values and those recorded In-vivo for the case of standing voltages [231], so this is unlikely to have been a major source of error. Future developments in segmentation and meshing techniques should allow modelling of the head with higher resolution, and this should allow quantification of these effects.

Limitations in modelling of confounding factors - Modelling of confounding factors was subject to incomplete published data regarding the variability of these factors, as well as practical lab experience. As the general purpose of the study was to quantify how these factors compete with the true physiological related signal changes, it is plausible to accept the impact of these factors as representing the right order of magnitude rather than accurately quantifying their effect. It is a subject for further studies to provide more accurate and quantitative results related to these factors.

6.7.3 Are the expected boundary voltages changes large enough to be reliably imaged with MFEIT?

In an ideal world, when geometry is known accurately and in the absence of any of other confounding factors, an acquisition system is required to be accurate and robust
to measure signals smaller than 0.1% with (linear) SNR of 10 within and across frequency in order to capture the raw changes associated with all modelled pathologies. These requirements can be considered as optimistic bounds, as these relate to the largest changes, and as the channel measuring the maximal change is unknown, a reasonable hardware requirement might be required to be accurate by even another order of magnitude. These harsh requirements set severe constraints on the accuracy of instrumentation, and goes beyond the ability of any available system hitherto. Available instrumentation, such as the UCH Mk2.5, are capable of measuring all differential changes within each frequency, but can only reliably treat changes across frequency larger than 0.2% [24]. On the face of it, therefore, this suggests that current instrumentation is not sufficiently accurate.

MFEIT reconstruction can benefit from both spatial and spectral averaging and this may be expected to improve the overall acquired SNR. According to Table 6-6, about 2 - 4.3% of the overall channels provided measurement changes larger than half of the maximal signal. Thus, it is plausible, that for carefully selected channels, this figure can approach 10% of the number of channels. Considering about 1000 channels, and about 10 measured frequencies, with random normal noise distribution, an overall SNR improvement by a factor of 30 can be expected. Of course, this figure depends upon the noise characteristics and its statistical distribution. However, with these assumptions, MFEIT image reconstruction might be successful for this demanding application.

### 6.7.4 Which frequency provides the best discrimination?

Differences across frequency were clearly greatest around the 10Hz region, and were about 80% of the absolute changes. The most profound boundary voltage gradient trend for ischaemia appeared at the very low frequency band of 10Hz - 100Hz, which agrees with the α dispersion centre frequency of grey matter [119], whilst for haemorrhage additional notable trend could be found at the frequency range above 750 KHz. This result conforms with the β-dispersion of the blood [48;133]. The current instrumentation available in the UCL group only extends up to about 1MHz [24]. As such, the practical consequence of this work is that recording should be made down to 10Hz in order to focus on the α-dispersion of ischaemic tissue. However, for the design of future systems, an extension up to several MHz is desirable as this would permit the
additional discrimination which is associated with the \( \beta \)-dispersion of blood in haemorrhage.

6.7.5 How large are the changes in relation to the variability from confounding factors?

Modelling of likely confounding factors was alarming. These factors gave rise to biases in the boundary voltages which were up to an order of magnitude larger than the expected changes due to the largest pathological changes within each frequency and across frequency. Since these biases appear to have an unpredictable frequency signature, their elimination cannot be performed through frequency difference imaging. These results were consistent with previous reports from Kolehmainen et al who studied the effect of modelling errors in boundary shape, electrodes location and size, and contact impedance variations [40]. For random distribution of 10% in contact impedance, absolute image reconstruction with trigonometric current pattern was completely corrupted. Similar results were obtained for a shifting of quarter of the electrodes by 10% of their mutual distance, and by skewing the circular model used by 1%.

However, it may be possible to reduce the size of such errors with careful experimental procedures. Taking possible errors in turn:

1) Exact electrode positions acquisition - This could be obtained manually in a few minutes by the use of a digitising wand or photogrammetry method [348]. In UCL group, a method has been developed in which electrode positions were obtained with photogrammetric triangulation of positions from a series of images around the subject obtained with a handheld digital camera; it was possible to obtain a precision of about one millimetre [349].

2) Patient specific finite element meshes - A method for production of patient specific finite element models has been recently development in UCL group [350]. More accurate patient specific models could allow incorporation of precise positions of electrodes obtained with such methods. Unfortunately, this could not help directly for imaging stroke, as the whole advantage of EIT is that it could replace CT or MRI - such images would therefore not be available in an acute casualty situation. However, surface information obtained with a digitising wand or external light based
photogrammetric method might still be used to improve the accuracy of the geometric model employed in image reconstruction. This could be by mesh warping of a prototype head model to conform with measured registration points [226,351], by selection of one of a bank of anatomical images obtained with patient specific meshes as above, or by embedding shape reconstruction within the reconstruction process as suggested for Optical Tomography [352].

3) Contact impedance - Variability in contact impedance could also be recovered as part of the inverse problem procedure [353-355]. Alternatively, an estimate by means of two terminals measurements can be considered, possibly as part of a modified inverse problem formulation.

4) Admittivity reference values - Initial values could in principle be inferred from MREIT or Diffusion Weighted MRI or as an average from absolute EIT imaging [88] although the accuracy of these approaches remains to be established.

Assuming all confounding factors could be treated, additional study is required to validate that these were diminished to a sufficient level, such that the changes related to pathology were not obscured.

6.7.6 Would real or quadrature measurements give better discrimination?

It was shown that the imaginary component of EIT measurements can be derived with higher accuracy by using Kramers-Kronig relations rather than by direct acquisition of this component. Therefore, this component does not yield additional independent information, and should be considered for acquisition only in case its SNR is equivalent to that of the real part.

In this study, the absolute voltage changes and differences across frequency of the imaginary component were greater than those of the real component by several times, whilst the standing voltages of the imaginary component were smaller by about an order of magnitude. Considering the fact that absolute measurement of this component, using most recent acquisition systems, is far less accurate than measurement of the real part, such measurements are unlikely to confer an advantage.
6.7.7 What is the expected advantage in using pericranial electrodes?

In principle, it might have been expected that the use of additional electrodes placed near cranial foraminae might have short-circuited the large resistivity of the skull and the CSF shunting effect and conferred a significant advantage. However, in the event, there was only an improvement within and across frequency which was up to a factor of 1.7 and 1.75. These findings appear reasonable, since, in the absence of shunting, current is delivered from a smaller injection site; thus, boundary voltages change noticeably only if the lesion is located immediately adjacent to high current density pathways. The distribution of the sensitive electrodes for the extended protocol was broader than before, which suggests that this paradigm delivers more current through the internal regions of interest, and therefore enables more electrodes, rather than just the neighbouring electrodes, to sense the lesion. This important feature could allow expansion of the application for smaller and deeper lesions, which are difficult to sense by the conventional procedure.
7 SUMMARY AND FUTURE WORK
Chapter 7: Summary and Future Work

7.1 Summary

The thesis covered three infrastructural topics: 1) Accurate representation of the human head through a comprehensive study of the inner structures of the head and the dielectric properties related to its constituting tissues for normal and pathophysiological states. 2) Development of methods for modelling large-scale EIT problems. 3) Development of methods for solving large-scale non-linear inverse problems. Additionally, in a feasibility study, which utilised these tools, the possibility of acute cerebral stroke type differentiation by MFEIT was examined.

The first study set to map the spectral behaviour of the tissues constituting in the human head. Reported impedance measurements which were reviewed differed in frequency range, measurement method, temperature, species, tissue condition and preparation procedures. Studies related to pathophysiological conditions differed also in the severity and method of invoking the pathology. Since the subject is interdisciplinary, part of the measurements were performed by researchers that either had insufficient physiological knowledge regarding the measured phenomena, or were not equipped with sufficient knowledge regarding acquisition and instrumentation considerations. Consequently, the overall reports that were considered valid, provided only an incomplete representation of the true impedance characteristics of the human head tissues. The study discusses ways to adjust the available data to provide a physiologically reasonable compromise that suit the desired setup and conditions.

An insight into impedance changes related to pathophysiological processes revealed that previous modelling work in the field treated these processes with rather simplistic naive reasoning, and therefore, a deeper understanding of the complex influence of these processes is necessary for reliable modelling. The author acknowledges the intrinsic difficulties associated with acquisition of In-vivo bioimpedance measurements, but yet believes that for the evolution of medicine, it would be valuable to obtain intra-operative measurements of the human head tissues over a wide frequency range. Such measurements could be acquired as part of epileptic surgery, which requires invasive interference in the head anyway.
The study observed the human head tissues from an EIT modelling perspective, and highlighted the need for structural modelling of the human head with a higher precision. In particular, the anisotropic properties of the scalp and white matter tissues should be taken into account, as well as the inclusion of additional structures and layers, such as modelling the skull by three layers and modelling of the eyes and intracranial nerves.

To the author's knowledge, this has been the first such comprehensive review, in particular in the way in which the data was extrapolated so as to provide a continuous basis for modelling studies. Of course, the underlying data set was incomplete, but hopefully this will provide, for the first time, a sound basis for any further modelling studies in this area and provoke further experimental work in order to fill in the gaps in the data. This could also provide guidance for hardware specifications and acquisition requirements for the field of EIT and for related fields as MIT, MREIT and inverse source EEG.

The second aim of the thesis was to develop infrastructural tools, which could allow prompt calculation of detailed and accurate forward models. The study identifies the main computational bottleneck in forward modelling to be the multiple solutions of the system matrix, which are derived from FEM discretisation. This bottleneck was addressed from two different angles: minimisation of the number of linear systems that are required to be solved and stored, and reduction of the computational effort required for preconditioning and solving these systems. The first bottleneck was approached by the proposed monopolar current sources formulation, whilst the second one was treated through employment of an inverse-based multi-level preconditioning scheme. The superior computational efficiency of the proposed inverse-based multi-level preconditioning approach was demonstrated through a comparative study with conventional preconditioning methods over problems of growing scale. This approach is generic and applicable for other soft-field imaging modalities. Its use has already been implemented for Optical Tomography by the author [234]. Further computational improvement can be achieved in the future by development of a hybrid BEM-FEM forward solver. This promising approach could offer accurate modelling of thin and
homogeneous layers, such as the CSF or the skull layers using BEM, while regions with complex admittivity distribution would be represented by FEM [241;242]. The coupling of these two methods yields hybrid dense and sparse system matrices, which would require development of custom made preconditioning and solution procedures. 3D forward modellers developed for EIT were based on the quasi-static approximation for Maxwell equations. As proposed in the feasibility study in Chapter 6, useful information resides in frequencies above 1MHz. For this frequency range, the accuracy of such forward modellers is questionable. Development of a 3D full-Maxwell equation based forward modeller, is therefore, essential.

As the complexity of EIT forward models increases, the need for efficient methods for their solution will become increasingly important. Following the innovations proposed in this work, the computational limitation in processing accurate forward models is resolved, and therefore allows addressing other limiting factors more effectively. The ideas presented here are generic, and therefore can be applied more widely for other related fields such as MIT and EEG source modelling.

The third objective of this work, as presented in Chapter 5, was development of generic non-linear inversion method suitable for large-scale inverse problems, such as those involving complex-shaped domains. In this study, most of the established inversion methods were examined with respect to their potential to handle large-scale problems. The shortcomings of those methods raised the need for a robust inversion method, which is computationally efficient. A novel Newton-Krylov inversion approach was proposed and demonstrated superior convergence using moderate memory resources. This approach combined the memory efficiency of the Krylov-subspace methods together with the prompt convergence property of Newton-type methods. The study focused on comparing the computational efficiency of the different inversion methods, rather than performing a quantitative comparison of image quality and optimal priors for the minimised problem. Further computational improvement can be achieved by improved implicit preconditioning of the normal equations system. This can be accomplished in several ways, such as by domain decomposition or hierarchical matrices [323;326;327]. To the author’s knowledge, this was the first time
that this novel approach has been applied to EIT and it now permits of large-scale inverse which were hitherto intractable. The generality of the proposed Newton-Krylov inversion allows its implementation within many similar and more complex inverse problems.

Acute stroke differentiation is probably one of the most challenging problems for EIT. The difficulties associated with this application can be attributed to three main reasons: the lack of reference data, the geometric complexity associated with the human head structures, and the large and complex impedance contrast associated with the pathology. In the last study, knowledge and tools, which were developed in this work, were used to address the feasibility of this application. The primary goals of the study were to provide a qualitative estimate for the expected boundary voltage changes due to acute cerebral stroke across a wide frequency range, as well as to estimate the influence of likely confounding factors related to acquisition uncertainty and intrinsic physiological variability. The results gave a rough guideline for the highly demanding hardware specification, which are required to permit reliable acquisition of the pathology-related changes. The study triggered hardware redesign work within the UCL group, which was performed in order to meet these specifications [24;227;228]. The impact of the confounding factors, which were considered in this study, appeared to obscure the changes associated with the pathology, unless these can be diminished significantly. In light of the effect of these factors, classification by means of absolute imaging or bioimpedance measurements seems highly unlikely. It may well be that EIT is not suitable for this application; albeit, in this study the expected measurable signals were quantified for the first time in a realistic way, and so, gave this idea a fair try. The work presented here emphasised the importance of accurate modelling as an integral part in development of new imaging application. Following this work, several multi-frequency EIT modelling studies were conducted in the UCL group [28;231;356;357]. These studies employed the physiological knowledge and computational tools developed here to assess the feasibility of other head EIT applications.
7.2 Future Work

It is acknowledged that multi-frequency data provide crucial spectral information, which can help to assess and discriminate between tissues in different functional states [358]. Image reconstruction of the data from each frequency separately followed by some post-fitting over frequency is possible, but such an approach would permit the recovered parameters to vary independently over frequency throughout the reconstruction process. In the author's view, higher fidelity reconstruction can be achieved by introducing a frequency-dependent parameterisation of the original recovered parameters. In this way, a physiological frequency-dependent behaviour could be imposed on the problem [346]. Such a constraint would make the problem more well-determined, stable and robust. This approach is destined to increase the problem size considerably, and, until now, has been applied only for small-scale 2D EIT problems. A 3D large-scale framework solution for this problem can be approached with implicit derivation of the Hessian in a Newton-Krylov framework as proposed in Chapter 5. The large-scale forward modelling tools developed in Chapter 4 would be crucial for such an application, through the repeated use of the forward model in the globalisation process as well as in the sensitivity matrix derivation. Knowledge regarding the spectroscopic behaviour of body tissue and the pathology-related expected changes will serve as vital guideline in choosing appropriate parametric representation for the problem. Such a framework could hopefully exploit better the information content which resides in the problem and allow effective fusion of this knowledge. The deliverable of this approach would be useful for a large range of applications apart from stroke type discrimination.

The entire solution procedure can be more effective and stable by reformulation of the problem using an 'All at once' or Lagrange Newton Krylov Schur (LNKS) constrained optimisation formulation [359;360]. With this formulation, additional parameters such as the fields and a set of Lagrange multipliers are employed. This leads to a much larger problem than the traditional unconstrained formulation. Nevertheless, the constrained problem can be solved faster than the unconstrained one, as the forward problem does not have to be solved exactly until the very end of the optimisation process. In addition, the fields are permitted to vary from their
constrained values in the initial stages, which offers flexibility so that a stationary point of the objective function can be found more quickly.

7.3 A Glance to the Future

EIT has been considered as a medical imaging method for over two decades now, and yet its use as a routine clinical diagnosis tool has not been established. It always seemed as if (a) resolution is just around the corner, but the further we went the further the horizon has receded. Several questions inevitably arise: was that due to the smooth frequency behaviour of the different tissues and their relatively large spectroscopic similarity? Maybe the problem is too ill-posed to be solved reliably? Does the difficulty arise from the broad multi-disciplinary spectrum of the problem? Are technical or technological difficulties are to be blamed? And probably above all, with the advances of more established imaging methods, and their commercialisation, will EIT ever have a clinical role?

In the author's belief the main reason is that EIT had not got a fair try yet. It is highly difficult to get all the necessary ingredients for imaging in place (that is a good clinical case, suitable hardware, well designed acquisition routine, accurate forward modelling and effective and robust inverse solvers). Similar imaging methods to EIT utilised for geophysics applications are already well established. An in depth study of this related field may assist identifying the weakest links in the medical applications of EIT and possibly pave the way for new approaches, which will tackle the EIT problem in a more effective way. The author's future plan is to elaborate his knowledge in these related problems through his post-doctoral experience in the hope of resolving this challenging problem.
8 APPENDICES
## Appendix A - Tabulated Dielectric Properties of the Head Tissues

### Table A-1. Dielectric properties of muscle tissue

<table>
<thead>
<tr>
<th>Authors</th>
<th>Orientation</th>
<th>$\rho$ [Ωcm]</th>
<th>$\varepsilon_r$</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burger Van-Millan 1947</td>
<td></td>
<td>230</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Human scalp In-vivo</td>
</tr>
<tr>
<td>Schwan 1957</td>
<td></td>
<td>758 - 962</td>
<td>5.5-10$^4$ - 10$^7$</td>
<td>BT</td>
<td>10 - 10$^4$</td>
<td>2 terminal</td>
<td>Canine skeletal muscle In-situ</td>
</tr>
<tr>
<td>Burger Van-Dongen 1961</td>
<td>Axial</td>
<td>238</td>
<td></td>
<td>20</td>
<td>20 - 5-10$^3$</td>
<td>4 terminal</td>
<td>Bovine</td>
</tr>
<tr>
<td></td>
<td>Transversal</td>
<td>666</td>
<td></td>
<td></td>
<td>100 - 10$^3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schwan 1963</td>
<td></td>
<td>250 - 980</td>
<td>2·10$^3$ - 10$^5$</td>
<td>20</td>
<td>10$^3$ - 10$^6$</td>
<td>2 terminal electrodes covered with platinum black to reduce electrodes polarisation</td>
<td>Rabbit in-vitro Canine in-situ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5·10$^4$ - 8·10$^5$</td>
<td></td>
<td>37</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100 - 10$^4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stoy et al 1982</td>
<td></td>
<td>145 - 288 ±2%-5%</td>
<td>200 - 1.6·10$^4$ ± 25%-100%</td>
<td>25</td>
<td>10$^3$ - 10$^8$</td>
<td>2 terminal electrodes covered with platinum black to reduce electrodes polarisation</td>
<td>Rat In-vitro 1 h after excision</td>
</tr>
<tr>
<td></td>
<td></td>
<td>126 - 229 ±2%-5%</td>
<td>251 - 2·10$^4$ ± 25%-100%</td>
<td></td>
<td>37</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10$^3$ - 10$^8$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epstein et al 1983</td>
<td>Axial</td>
<td>125 - 182</td>
<td>800 - 1.2·10$^6$</td>
<td>36-38</td>
<td>100 - 10$^6$</td>
<td>2 terminal</td>
<td>Canine</td>
</tr>
<tr>
<td></td>
<td>Transversal</td>
<td>172 - 1.3·10$^3$</td>
<td>3.5·10$^3$ - 3.7·10$^5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table A-2. Dielectric properties of muscle tissue (continued)

<table>
<thead>
<tr>
<th>Authors</th>
<th>Orientation</th>
<th>$\rho$ [Ω·cm]</th>
<th>$\varepsilon_r$</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gielen et al 1984</td>
<td>Axial</td>
<td>91 - 351</td>
<td>2.1·10^4 - 1.6·10^7</td>
<td>37 ±1</td>
<td>10 - 10^5</td>
<td>2 terminal</td>
<td>Rat</td>
</tr>
<tr>
<td></td>
<td>Transversal</td>
<td>167 - 541</td>
<td>4.2·10^4 - 6.4·10^6</td>
<td></td>
<td></td>
<td>In-vivo</td>
<td></td>
</tr>
<tr>
<td>Bodakian et al 1994</td>
<td>Axial</td>
<td>385 - 2.2·10^3</td>
<td>9.3·10^3 - 5.8·10^3</td>
<td>20</td>
<td>10 - 10^5</td>
<td>2 terminal</td>
<td>Bovine</td>
</tr>
<tr>
<td></td>
<td>Transversal</td>
<td>714 - 2.9·10^3</td>
<td>1.7·10^4 - 3.5·10^7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gabriel et al 1996</td>
<td>Axial</td>
<td>148 - 412</td>
<td>131 - 8.3·10^7</td>
<td>37</td>
<td>10 - 2·10^10</td>
<td>2 terminal</td>
<td>Ovine</td>
</tr>
<tr>
<td></td>
<td>Transversal</td>
<td>149 - 448</td>
<td>146 - 4.1·10^7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hart et al 1999</td>
<td>Axial</td>
<td>292 - 1.3·10^3</td>
<td></td>
<td>20</td>
<td>10^3 - 10^6</td>
<td>2 terminal</td>
<td>Bullfrog</td>
</tr>
<tr>
<td></td>
<td>Transversal</td>
<td>334 - 1.5·10^3</td>
<td></td>
<td></td>
<td></td>
<td>In-vivo</td>
<td></td>
</tr>
</tbody>
</table>

### Table A-3. Impedance values of the skull

<table>
<thead>
<tr>
<th>Authors</th>
<th>$\rho_{skull}$ [Ω·cm]</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Law 1993</td>
<td>7560 ± 4130</td>
<td>-</td>
<td>100</td>
<td>4-terminal</td>
<td>Dry skull, soaked in 0.9% saline for 24 hours</td>
</tr>
<tr>
<td></td>
<td>Range 1360 (at back of the head)</td>
<td></td>
<td></td>
<td>Electrodes and bone samples soaked</td>
<td>20 different sites from all over skull</td>
</tr>
<tr>
<td></td>
<td>21400 (in the temporal region)</td>
<td></td>
<td></td>
<td>24 hours before testing</td>
<td></td>
</tr>
<tr>
<td>Oostendorp et al 2000</td>
<td>7600 ± 400 (490±90 brain and scalp)</td>
<td>37</td>
<td>200ms +/-1μA pulses 100-10^4</td>
<td>4 terminal + FEM + inverse problem</td>
<td>Live human</td>
</tr>
<tr>
<td></td>
<td>6700 ± 1300</td>
<td></td>
<td></td>
<td>4 terminal directly on tissue</td>
<td>Human cadaver</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>In-vitro</td>
</tr>
</tbody>
</table>
### Table A-4. Impedance values of the skull (continued)

<table>
<thead>
<tr>
<th>Authors</th>
<th>$\rho_{\text{skull}}$ [Ωcm]</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akhtari et al 2002</td>
<td>10500 (4.6% decrease over frequency)</td>
<td>-</td>
<td>10 - 90</td>
<td>4 terminal</td>
<td>Live human skull</td>
</tr>
<tr>
<td>Akhtari et al 2003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Different layers of skull and in different samples</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Skull flaps excised during surgery (15-65min delay)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>First 2/4 samples included sutures</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goncalves et al 2003a</td>
<td>20355 ± 7100 (305 ± 70 brain and scalp)</td>
<td>37</td>
<td>60</td>
<td>4 terminal + spherical shells analytical solution for the inverse problem</td>
<td>Live human skull</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>In-vivo</td>
</tr>
<tr>
<td>Goncalves et al 2003a</td>
<td>16200 ± 6000 (234±40 brain and scalp)</td>
<td>2</td>
<td>(stimulus)</td>
<td>Combined analysis of EEG/MEG inverse problem</td>
<td></td>
</tr>
<tr>
<td>Goncalves et al 2003b</td>
<td>12230 ± 2200 (301 ± 39 brain and scalp)</td>
<td>60</td>
<td></td>
<td>4 terminal + BEM + inverse problem</td>
<td></td>
</tr>
<tr>
<td>Hoekema et al 2003</td>
<td>1250 - 3125</td>
<td>37</td>
<td>10</td>
<td>Extended 4 terminal</td>
<td>Live temporal skull, temporarily excised temporal bone</td>
</tr>
<tr>
<td></td>
<td>4670 ± 280</td>
<td></td>
<td></td>
<td>Finite difference model to account for the geometry and current paths</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Post mortem</td>
</tr>
</tbody>
</table>
### Table A-5. Dielectric properties of the bone

<table>
<thead>
<tr>
<th>Authors</th>
<th>Orientation</th>
<th>$\rho$ [Ωcm]</th>
<th>$\varepsilon_r$</th>
<th>Temp p [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
</table>
| Kosterich et al 1983        | Radial      | 4504 - 8130   | 37 - 8.5-10³    | 37          | 10 - 10⁸       | 2 terminal, coaxial platinum sample cell    | Cortical rat femur  
Samples were immersed in saline or Hank’s solution                    |
| Reddy et al 1984            | Axial       | 9100 - 16600  | 89 - 1.6-10³    | 21          | 10⁵ - 10⁶      | 2 terminal, differential method            | Cortical bovine femur defrosted  
Samples were immersed in Ringer’s solution                              |
|                             | Radial      | 26700 - 53900 | 25.7 - 631      |             |                |                                             |                                                                        |
|                             | Circumferential | 21600 - 36100 | 31.6 - 794      |             |                |                                             |                                                                        |
| Smith et al 1985            | Radial      | 6407 - 14986  | 36 - 2.2-10³    | 37          | 10³ - 1.3-10⁷  | 2 terminal                                  | Cortical rat femur  
Bone marrow from bovine calf femur and tibia, contains a mixture of yellow and red marrow |
|                             | Radial      | 471 - 476     | 58 - 4.6-10³    | 25          | 10³ - 10⁹      |                                             |                                                                        |
| De Mercato & Garcia-Sanchez 1988 | Diaphysis   | 4000 - 5000   | 87 - 5.8-10³    | 37          | 10³ - 10⁵      | 2 terminal differential method             | Cancellous bovine femur  
proximal epiphysis and diaphysis trabecular samples  
Samples saturated in physiological solution with no immersion         |
|                             | Proximal epiphysis | 1460 - 3410  | 95 - 4.2-10⁴    |             |                | Silver electrodes (not chloride)           |                                                                        |
|                             | Distal epiphysis | 1770 - 2020  | 10⁵ - 2.8-10⁴   |             |                |                                             |                                                                        |
| Saha & Williams 1989        | Axial       | 417 - 599     | 39 - 7.10³      | 27          | 120 - 10⁷      | 2 terminal                                 | Cancellous human distal tibia - subjects suffered from peripheral vascular disease  
Samples were defrosted and soaked in Ringer’s solution                  |
|                             | Anterior-posterior | 484 - 507    | 83 - 603        |             |                | Silver - silver chloride electrodes        |                                                                        |
|                             | Lateral-medial | 452 - 484     | 72 - 579        |             |                |                                             |                                                                        |
Table A- 6. Dielectric properties of the bone (continued)

<table>
<thead>
<tr>
<th>Authors</th>
<th>Orientation</th>
<th>$\rho$ [Ωcm]</th>
<th>$\varepsilon_r$</th>
<th>Tem $\rho$ [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>De Mercato &amp; Garcia-Sanchez 1992</td>
<td>Axial</td>
<td>11180 - 11250</td>
<td>43 - 5.8 - 10^3</td>
<td>23</td>
<td>10^3 - 10^6</td>
<td>2 terminal calibrated to compensate for interconnection parasites</td>
<td>Cortical bovine femur Samples were immersed in physiological solution</td>
</tr>
<tr>
<td></td>
<td>Radial</td>
<td>22222 - 24064</td>
<td>37.1 - 3.6 - 10^3</td>
<td></td>
<td></td>
<td>Silver - silver chloride electrodes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Circumferential</td>
<td>16187 - 16453</td>
<td>40 - 4.4 - 10^3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saha et al 1992</td>
<td>Axial</td>
<td>1334 - 1670</td>
<td>51 - 6.4 - 10^4</td>
<td>27</td>
<td>120 - 10^7</td>
<td>2 terminal</td>
<td>Cortical human sample from distal tibia which was vasculary compromised</td>
</tr>
<tr>
<td></td>
<td>Radial</td>
<td>14903 - 19011</td>
<td>41 - 308</td>
<td></td>
<td>10^4 - 10^6</td>
<td>Silver - silver chloride electrodes</td>
<td>Samples were defrosted and soaked in Ringer’s solution</td>
</tr>
<tr>
<td></td>
<td>Circumferential</td>
<td>12600 - 16500</td>
<td>Negligible</td>
<td></td>
<td>10^4 - 10^6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gabriel et al 1994</td>
<td></td>
<td>864 - 1143</td>
<td>119 - 50^7</td>
<td>37</td>
<td>10^6 - 2 - 10^10</td>
<td>2 terminal</td>
<td>Cancellous ovine skull</td>
</tr>
<tr>
<td>Gabriel et al 1996b</td>
<td></td>
<td>1695 - 2647</td>
<td>114 - 335</td>
<td>23</td>
<td>10^6 - 2 - 10^10</td>
<td>2 terminal</td>
<td>Cancellous human</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2502 - 3280</td>
<td>54 - 209</td>
<td>37</td>
<td>10^6 - 2 - 10^10</td>
<td></td>
<td>Cortical ovine</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14843 - 72529</td>
<td>27 - 8.5 - 10^5</td>
<td>37</td>
<td>10 - 2 - 10^10</td>
<td></td>
<td>Bone marrow from bovine</td>
</tr>
<tr>
<td>Sierpowska et al 2003</td>
<td></td>
<td>2496 - 2947</td>
<td>44 - 4.6 - 10^5</td>
<td>-</td>
<td>50 - 5 - 10^6</td>
<td>2 terminal</td>
<td>Cancellous bovine femur Samples were defrosted and soaked in phosphate buffered saline</td>
</tr>
<tr>
<td>Sierpowska et al 2005</td>
<td></td>
<td>1027 - 1927</td>
<td>30 - 1.2 - 10^7</td>
<td>22</td>
<td>50 - 5 - 10^6</td>
<td>2 terminal</td>
<td>Cancellous human cadaver tibia and femur Samples were defrosted and soaked in phosphate buffered saline</td>
</tr>
</tbody>
</table>
### Table A-7. Dielectric properties of CSF

<table>
<thead>
<tr>
<th>Authors</th>
<th>$\rho$ [Ωcm]</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radvan-Ziemnowicz et al 1964</td>
<td>64.0 - 65.2</td>
<td>24.5</td>
<td>$10^3 - 3\cdot10^4$</td>
<td>Not given</td>
<td>Human</td>
</tr>
<tr>
<td>Baumann et al 1997</td>
<td>68.6 - 68.9</td>
<td>25</td>
<td>$10 - 10^4$</td>
<td>4 terminal</td>
<td>Human defrosted CSF</td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_r = 0$</td>
<td>37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>55.5 - 55.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\varepsilon_r = 0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latikka et al 2001</td>
<td>80.0</td>
<td>37</td>
<td>$5\cdot10^4$</td>
<td>2 terminal</td>
<td>Human during surgery</td>
</tr>
</tbody>
</table>

### Table A-8. Dielectric properties of grey matter

<table>
<thead>
<tr>
<th>Authors</th>
<th>$\rho$ cortex [Ωcm]</th>
<th>$\varepsilon_r$</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freygang &amp; Landau 1955</td>
<td>222 ± 37</td>
<td></td>
<td>37</td>
<td>up to $3.3\cdot10^3$</td>
<td>4 terminal 0.3-0.7ms pulse</td>
<td>Cat In-vivo</td>
</tr>
<tr>
<td>Ranck 1963</td>
<td>$230 \pm 37 - 321 \pm 45$</td>
<td>$3\cdot10^4$</td>
<td>$7.8\cdot10^5$</td>
<td>BT $5 - 5\cdot10^4$</td>
<td>4 terminal point electrodes on cortex</td>
<td>Rabbit In-vivo</td>
</tr>
<tr>
<td>Van Harreveld et al 1963</td>
<td>208 ± 6</td>
<td></td>
<td>38</td>
<td>$10^3$</td>
<td>3 terminal</td>
<td>Rabbit cortex slab samples grey and white matter In-vivo</td>
</tr>
<tr>
<td></td>
<td>220 with 10% correction for blood conductivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A-9. Dielectric properties of grey matter (continued)

<table>
<thead>
<tr>
<th>Authors</th>
<th>$\rho$ cortex [Ωcm]</th>
<th>$\varepsilon_r$</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ranck 1964</td>
<td>230 - 330</td>
<td></td>
<td>BT</td>
<td>5 - 5$\cdot$10$^4$</td>
<td>4 terminal Point electrodes on cortex</td>
<td>Rabbit In-vivo</td>
</tr>
<tr>
<td></td>
<td>242 - 363 with 10% correction for blood conductivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ranck 1966</td>
<td>250</td>
<td></td>
<td>BT</td>
<td>1.5 - 3$\cdot$10$^3$</td>
<td>4 terminal Point electrodes on cortex</td>
<td>Rat dorsal part of the hippocampal formation In-vivo</td>
</tr>
<tr>
<td>Li et al 1968</td>
<td>556 ± 45</td>
<td></td>
<td>36</td>
<td>0.1 - 1</td>
<td>4 terminal Pulses amplitude 4-40μA, duration 0.6-10ms</td>
<td>Cat In-vivo</td>
</tr>
<tr>
<td>Robillard &amp; Poussart 1977</td>
<td>300 - 500</td>
<td></td>
<td>BT</td>
<td>Averaged over 20 - 2$\cdot$10$^5$</td>
<td>4 terminal</td>
<td>Feline In-vivo</td>
</tr>
<tr>
<td>Stoy et al 1982</td>
<td>332 - 588 ± 2%-5%</td>
<td>557 - 3.8$\cdot$10$^3$</td>
<td>37</td>
<td>$10^5$ - $10^8$</td>
<td>2 terminal</td>
<td>Canine In-vitro</td>
</tr>
<tr>
<td>Surowiec et al 1986</td>
<td>394 - 588</td>
<td>420 - 2.8$\cdot$10$^3$</td>
<td>24</td>
<td>$10^3$ - $10^8$</td>
<td>4 electrode coaxial cell</td>
<td>Bovine In-vitro</td>
</tr>
<tr>
<td>Gabriel et al 1996</td>
<td>407 - 2918</td>
<td>384 - 5.3$\cdot$10$^7$</td>
<td>37</td>
<td>$10^3$ - 2$\cdot$10$^{10}$</td>
<td>2 terminal</td>
<td>Ovine</td>
</tr>
<tr>
<td></td>
<td>411 - 1028</td>
<td>572 - 1.9$\cdot$10$^3$</td>
<td></td>
<td>3$\cdot$10$^3$ - 2$\cdot$10$^{10}$</td>
<td></td>
<td>Human cadaver 24 - 48 h after death</td>
</tr>
<tr>
<td>Latikka et al 2001</td>
<td>351</td>
<td></td>
<td>BT</td>
<td>5$\cdot$10$^4$</td>
<td>Monopolar needle electrode</td>
<td>Human In-vivo</td>
</tr>
</tbody>
</table>
### Table A-10. Dielectric properties of white matter

<table>
<thead>
<tr>
<th>Authors</th>
<th>$\rho$ [Ωcm]</th>
<th>$\varepsilon_r$</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freygang &amp; Landau 1955</td>
<td>333±56 (1.5 times that of grey matter)</td>
<td></td>
<td>37</td>
<td>up to 3.3-10³</td>
<td>4 terminal 0.3-0.7ms pulse</td>
<td>Cat In-vivo</td>
</tr>
<tr>
<td>Van Harreveld et al 1963</td>
<td>957±42 (4.6 times that of grey matter)</td>
<td></td>
<td>38</td>
<td>10³</td>
<td>3 terminal</td>
<td>Rabbit cortex slab samples grey and white matter In-vivo</td>
</tr>
<tr>
<td>Nicholson 1965</td>
<td>Longitudinal 78 - 89</td>
<td>2.1-10⁵ - 7.9-10⁷</td>
<td>BT</td>
<td>20 - 2-10⁴</td>
<td>4 terminal point electrode and remote electrode + 2 measurement electrodes</td>
<td>Cat In-vivo</td>
</tr>
<tr>
<td></td>
<td>Transverse 750 - 850</td>
<td>2.1-10⁵ - 8.3-10⁶</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>790 - 890 with correction for blood conductivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ranck 1965</td>
<td>Longitudinal 169 - 215</td>
<td>0 - 1.3-10⁴</td>
<td>BT</td>
<td>5 - 5-10⁴</td>
<td>4 terminal point electrodes on cortex + 2 measurement electrodes</td>
<td>Cat spinal cord In-vivo</td>
</tr>
<tr>
<td></td>
<td>Transverse 524 - 674</td>
<td>0 - 3278</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ratio 5.7 to 8.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geddes &amp; Baker 1967</td>
<td>682</td>
<td></td>
<td>BT</td>
<td>Averaged over 5 - 5-10³</td>
<td>2 to 4 terminals</td>
<td>Rabbit &amp; cat In-vivo</td>
</tr>
<tr>
<td></td>
<td>Transverse/longitudinal ratio 5.7 - 9.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li, Bak &amp; Parker 1968</td>
<td>580 ± 53</td>
<td></td>
<td>36</td>
<td>0.1-1</td>
<td>4 terminal Pulses amplitude 4-40μA, duration 0.6-10ms</td>
<td>Cat In-vivo</td>
</tr>
<tr>
<td>Robillard &amp; Poussart 1977</td>
<td>Larger than 600</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cat In-vivo</td>
</tr>
<tr>
<td>Stoy et al 1982</td>
<td>357 - 666</td>
<td>209-3400</td>
<td>22</td>
<td>10⁵ - 10⁸</td>
<td>2 terminal</td>
<td>Dog In-vitro</td>
</tr>
<tr>
<td></td>
<td>476 - 833</td>
<td>163-1960</td>
<td>37</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A- 11. Dielectric properties of white matter (continued)

<table>
<thead>
<tr>
<th>Authors</th>
<th>( \rho \ [\Omega \text{cm}] )</th>
<th>( \varepsilon_r )</th>
<th>Temp (^{\circ}\text{C} )</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surowiec et al 1986</td>
<td>500 - 809</td>
<td>180 - 1400</td>
<td>24 - 25</td>
<td>( 10^3 - 10^4 )</td>
<td>4 electrode coaxial cell</td>
<td>Bovine ( \text{In-vitro} )</td>
</tr>
<tr>
<td>Gabriel et al 1996b</td>
<td>695 - 4043</td>
<td>244 - 3.3( \times )10(^7 )</td>
<td>37</td>
<td>( 10 - 2 \times 10^{10} )</td>
<td>2 terminal</td>
<td>Ovine ( \text{In-vitro} )</td>
</tr>
<tr>
<td></td>
<td>427 - 723</td>
<td>270 - 1310</td>
<td></td>
<td>( 10 - 2 \times 10^{10} )</td>
<td></td>
<td>Human ( \text{In-vitro} )</td>
</tr>
<tr>
<td>Latikka et al 2001</td>
<td>391</td>
<td>BT</td>
<td></td>
<td>( 5 \times 10^4 )</td>
<td>Monopolar needle electrode</td>
<td>Human ( \text{In-vivo} )</td>
</tr>
</tbody>
</table>

Table A- 12. Dielectric properties of blood

<table>
<thead>
<tr>
<th>Authors</th>
<th>( \rho \ [\Omega \text{cm}] )</th>
<th>( \varepsilon_r )</th>
<th>Frequency [Hz]</th>
<th>Temp (^{\circ}\text{C} )</th>
<th>Haematocrit [%]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schwan 1941</td>
<td>166.7</td>
<td></td>
<td>( 10^2 )</td>
<td>18</td>
<td></td>
<td>2 terminal</td>
<td>Ovine blood</td>
</tr>
<tr>
<td>Burger and Van Milaan 1943</td>
<td>230</td>
<td></td>
<td>DC</td>
<td>18</td>
<td></td>
<td>4 terminal</td>
<td>Human blood 0.01% - 0.001% heparin</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td></td>
<td></td>
<td>Calculated as 37</td>
<td></td>
<td>Platinum electrodes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td></td>
<td>18</td>
<td>0</td>
<td></td>
<td>Human blood with no erythrocytes 0.01% - 0.001% heparin</td>
</tr>
<tr>
<td>Rosenthal &amp; Tobias 1948</td>
<td>137.8 - 180</td>
<td></td>
<td>( 10^3 )</td>
<td>37</td>
<td>34.4 - 56.4</td>
<td>2 terminal</td>
<td>Human blood</td>
</tr>
</tbody>
</table>
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### Table A- 13. Dielectric properties of blood (continued)

<table>
<thead>
<tr>
<th>Authors</th>
<th>$\rho$ [Ωcm]</th>
<th>$\varepsilon_r$</th>
<th>Frequency [Hz]</th>
<th>Temp [°C]</th>
<th>Haematocrit [%]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hirsch et al 1950</td>
<td>75.2 - 352.1</td>
<td></td>
<td>1.075 - 1.95 $\times 10^4$</td>
<td>30</td>
<td>20 - 70</td>
<td>2 terminal Electodes were made of coiled platinum wire coated by platinum black Horizontal cell</td>
<td>Human blood with heparin</td>
</tr>
<tr>
<td>Schwan 1956, 1963</td>
<td>114 - 147</td>
<td>407 - 2900</td>
<td>$10^3 - 10^7$</td>
<td>BT</td>
<td></td>
<td>2 terminal</td>
<td>Rabbit blood</td>
</tr>
<tr>
<td>Burger and Van Dongen 1961</td>
<td>195</td>
<td></td>
<td>20 - $5 \times 10^3$</td>
<td>20-40</td>
<td></td>
<td>4 terminal Horizontal cell</td>
<td>Human blood with heparin</td>
</tr>
<tr>
<td>Pfutzner 1984</td>
<td>125</td>
<td></td>
<td>$5 \times 10^3$</td>
<td>21</td>
<td>20 - 90</td>
<td>2 terminal Raster electrodes</td>
<td>Sheep blood</td>
</tr>
<tr>
<td></td>
<td>181</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cow blood</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Normal human blood</td>
</tr>
<tr>
<td>Zhao et al 1993</td>
<td>123 - 148</td>
<td></td>
<td>$10^4 - 1.2 \times 10^6$</td>
<td>37</td>
<td></td>
<td>4 terminal</td>
<td>Flowing human blood</td>
</tr>
<tr>
<td>Gabriel et al 1996</td>
<td>72 - 80</td>
<td>662 - 3662</td>
<td>$10^6 - 2 \times 10^{10}$</td>
<td>37±0</td>
<td></td>
<td>2 terminal</td>
<td>Ovine blood</td>
</tr>
<tr>
<td>Casas et al 1999</td>
<td></td>
<td></td>
<td>100 - $10^6$</td>
<td>BT</td>
<td></td>
<td>4 terminal Platinum black electrode array</td>
<td>Porcine blood In-vivo</td>
</tr>
<tr>
<td>Jaspard et al 2003</td>
<td>143 - 768</td>
<td>50 - 2500</td>
<td>$10^6 - 10^9$</td>
<td>37</td>
<td>41</td>
<td>2 terminal Open ended coaxial probe</td>
<td>Bovine blood</td>
</tr>
<tr>
<td></td>
<td>143 - 719</td>
<td>50 - 2500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ovine blood</td>
</tr>
</tbody>
</table>
Table A-14. Dielectric properties of the eye

<table>
<thead>
<tr>
<th>Authors</th>
<th>$\rho$ [\Omega\text{cm}]</th>
<th>$\varepsilon_r$</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Watanabe et al 1993</td>
<td></td>
<td></td>
<td>25</td>
<td>$10^2$−$10^6$</td>
<td>2 terminal</td>
<td>White rabbit cornea</td>
</tr>
<tr>
<td>Gandhi 1995</td>
<td>0.11</td>
<td></td>
<td>RT</td>
<td>60</td>
<td></td>
<td>Whole eye</td>
</tr>
<tr>
<td>Jurgens et al 1996</td>
<td>63.5</td>
<td></td>
<td></td>
<td>$10^3$−$10^7$</td>
<td>4 terminal</td>
<td>Porcine aqueous humour</td>
</tr>
<tr>
<td></td>
<td>64.5</td>
<td></td>
<td></td>
<td></td>
<td>Four-wire coaxial probe</td>
<td>Porcine vitreous humour In-vitro</td>
</tr>
<tr>
<td></td>
<td>43.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Porcine cornea</td>
</tr>
<tr>
<td>Gabriel et al 1996</td>
<td>130 - 188</td>
<td>121 - 243</td>
<td>37</td>
<td>$10^6$−2$10^10$</td>
<td>2 terminal</td>
<td>Ovine cornea</td>
</tr>
<tr>
<td></td>
<td>229 - 309</td>
<td>207 - 321</td>
<td></td>
<td></td>
<td></td>
<td>Ovine cortex lens Ovine cornea extrapolated</td>
</tr>
<tr>
<td></td>
<td>469 - 531</td>
<td>477 - 500</td>
<td></td>
<td></td>
<td></td>
<td>Ovine cortex lens Ovine cortex lens extrapolated</td>
</tr>
<tr>
<td></td>
<td>132 - 161</td>
<td>131 - 199</td>
<td></td>
<td></td>
<td></td>
<td>Ovine nucleus Ovine nucleus lens extrapolated</td>
</tr>
<tr>
<td></td>
<td>164 - 231</td>
<td>845 - 2610</td>
<td></td>
<td></td>
<td></td>
<td>Ovine sclera Ovine sclera extrapolated</td>
</tr>
<tr>
<td></td>
<td>143 - 166</td>
<td>435 - 2170</td>
<td></td>
<td></td>
<td></td>
<td>Ovine retina</td>
</tr>
<tr>
<td></td>
<td>139 - 163</td>
<td>465 - 2300</td>
<td></td>
<td></td>
<td></td>
<td>Ovine iris</td>
</tr>
<tr>
<td></td>
<td>62 - 66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ovine choroid</td>
</tr>
<tr>
<td></td>
<td>67</td>
<td>71 - 99</td>
<td></td>
<td></td>
<td></td>
<td>Ovine aqueous humour</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ovine vitreous humour extrapolated</td>
</tr>
</tbody>
</table>
Table A-15. Dielectric properties of the eye (continued)

<table>
<thead>
<tr>
<th>Authors</th>
<th>( \rho ) [( \Omega \text{cm} )]</th>
<th>( \varepsilon_r )</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lindenblatt et al 2001</td>
<td>200</td>
<td>5.4( \cdot 10^5 ) - 2.4( \cdot 10^8 )</td>
<td>32</td>
<td>5.2( \cdot 10^5 )</td>
<td>4 terminal</td>
<td>Bovine cornea</td>
</tr>
<tr>
<td></td>
<td>62 - 66</td>
<td>7.1( \cdot 10^4 ) - 8.3( \cdot 10^6 )</td>
<td></td>
<td></td>
<td>Silver disk injecting electrodes</td>
<td>Bovine aqueous humour</td>
</tr>
<tr>
<td></td>
<td>302 - 309</td>
<td>1.1( \cdot 10^5 ) - 7.1( \cdot 10^7 )</td>
<td></td>
<td></td>
<td>Silver ring measurement electrodes</td>
<td>Bovine lens</td>
</tr>
<tr>
<td></td>
<td>64 - 74</td>
<td>1.1( \cdot 10^6 ) - 1.1( \cdot 10^9 )</td>
<td></td>
<td></td>
<td></td>
<td>Bovine vitreous humour</td>
</tr>
<tr>
<td></td>
<td>166 – 178</td>
<td>2.3( \cdot 10^5 ) - 2.5( \cdot 10^8 )</td>
<td></td>
<td></td>
<td>5 ( \mu )A current</td>
<td>Minced bovine sclera</td>
</tr>
</tbody>
</table>
## Appendix B - Tabulated Pathophysiology Behaviour of the Head Tissues

Table A-16. Summary of bioimpedance changes during ischaemia

<table>
<thead>
<tr>
<th>Author</th>
<th>Impedance change</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van Harreveld et al 1956</td>
<td>Resistance increase of 100%, 200% and 500% after 5 min, 25 min, and 4 hours, then on a slow reduction of 50% on the following 20 hours. Reactance increased by 300% during first 5 min, 500% by the first 25 min, and then remained elevated</td>
<td>BT down to 25°C</td>
<td>$10^3$</td>
<td>2 terminal Electrodes placed over the dorso-lateral aspect of a hemisphere</td>
<td>Rabbit brain undergoing a circulatory arrest In-vivo and in-situ</td>
</tr>
<tr>
<td>Holder 1992</td>
<td>Cortical resistance increase of 50 - 200% scalp measurement increase of 5 - 20%</td>
<td>BT</td>
<td>$5.1 \times 10^4$</td>
<td>4 terminal (Sheffield system) Cortical electrodes placed over the fronto-occipital plane</td>
<td>Rat brain In-vivo</td>
</tr>
<tr>
<td>Holder 1992</td>
<td>Cortical resistance increase of 15 - 60% scalp measurement increase of 1.5 - 12%</td>
<td>37-39</td>
<td>$5 \times 10^5$</td>
<td>4 terminal (single channel system)</td>
<td>Rat brain In-vivo</td>
</tr>
<tr>
<td>Gabriel 1996</td>
<td></td>
<td>37</td>
<td>$10-2 \times 10^{10}$</td>
<td>2 terminal Corrections for electrode polarisation at low frequencies, and inductance errors over the high frequencies</td>
<td>Ovine grey and white matter In-vitro 24-48 h post-mortem</td>
</tr>
</tbody>
</table>
### Table A- 17. Summary of bioimpedance changes during ischaemia (continued)

<table>
<thead>
<tr>
<th>Author</th>
<th>Impedance change</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wu et al 2003</td>
<td>75% increase for frequencies lower than 10 Hz, 15% increase between 1kHz to 1MHz</td>
<td>BT</td>
<td>0.1- 10⁶</td>
<td>4 terminal</td>
<td>Rabbit brain, In-vivo</td>
</tr>
<tr>
<td>Lingwood et al 2003</td>
<td>8.5% increase for mild ischaemia which returned to baseline after resuscitation. 23.5% cerebral impedance increase during severe hypoxia</td>
<td>BT</td>
<td>4·10⁶</td>
<td>4 terminal, 2 electrodes above the eyes, and two at the occipital region</td>
<td>Live neonatal porcine brain, In-vivo</td>
</tr>
<tr>
<td>Seoane et al 2004</td>
<td>71% increase for severe hypoxia at 50kHz and reduced to 18% 2 hours later</td>
<td>BT</td>
<td>2·10⁶-7.5·10⁷</td>
<td>4 terminal, Electrodes positioned over the dura located at P3 P4 C3 and C4</td>
<td>Live neonatal porcine brain, In-vivo</td>
</tr>
<tr>
<td>Seoane et al 2005</td>
<td>Up to 25%-121% increase at 50kHz, smaller changes at 200kHz Maximal resistance increase of 34% at 20kHz, maximal reactance change of 58.5% around 300kHz</td>
<td>BT</td>
<td>5·10⁵,2·10⁶</td>
<td>4 terminal, 2·10⁵</td>
<td>Live neonatal porcine brain, In-vivo</td>
</tr>
<tr>
<td>Seoane et al 2005</td>
<td>35% increase at 30kHz and 30% increase at 200kHz</td>
<td></td>
<td>2·10⁵-7.5·10⁷</td>
<td>4 terminal, Intracranial electrodes</td>
<td>Live fetal sheep brain, In-vivo</td>
</tr>
</tbody>
</table>

### Table A- 18. Impedance changes during epilepsy

<table>
<thead>
<tr>
<th>Author</th>
<th>Impedance change</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shalit 1965</td>
<td>Impedance increase of more than 100%</td>
<td>BT</td>
<td>10⁸</td>
<td>2 terminal W.B.</td>
<td>Feline cortex</td>
</tr>
<tr>
<td>Elazar 1996</td>
<td>Resistance increase of up to 10-12% Capacitance decrease</td>
<td>BT</td>
<td>10³</td>
<td>Coaxial W.B.</td>
<td>Feline cortex</td>
</tr>
</tbody>
</table>
Table A- 19. Impedance changes during epilepsy (continued)

<table>
<thead>
<tr>
<th>Author</th>
<th>Impedance change</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rao 2000</td>
<td>Resistance increase of 9.5±1.4% during local seizure</td>
<td>BT</td>
<td>$47 \times 10^3$</td>
<td>4 cortical (HP)</td>
<td>Rabbits</td>
</tr>
<tr>
<td></td>
<td>Resistance increase of 14.3± 0.5% during general seizure</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fox 2004</td>
<td>Resistivity: increase 22±3%</td>
<td>DC</td>
<td>3 terminal</td>
<td></td>
<td>Rat hippocampus</td>
</tr>
</tbody>
</table>

Table A- 20. Dielectric properties of tumour tissue

<table>
<thead>
<tr>
<th>Author</th>
<th>Impedance change</th>
<th>Temp [°C]</th>
<th>Frequency [Hz]</th>
<th>Method</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surowiec et al 1988</td>
<td>Conductivity of tumour tissue was between 20 - 25 times larger than of normal tissue, where larger differences appeared near the high frequency end Relative permittivity of the tumour tissue was up to 15 times larger than of the normal tissue</td>
<td>37</td>
<td>$2 \times 10^4$-$10^8$</td>
<td>2 terminal (HP 3577) Platinum black coated electrodes Calibrated by substitution of saline solution</td>
<td>breast carcinoma - central part, surrounding tissue and peripheral tissue 28 samples 4 h after excision</td>
</tr>
<tr>
<td>Morimoto et al 1993</td>
<td>$R_t$ and $R_i$ were significantly higher in breast cancers than in benign tumours and normal breast tissues $C_m$ was significantly lower in breast cancers than in other tissues $R_t$ and $R_i$ were significantly higher, and $C_m$ was significantly lower, in normal lung tissues than in pulmonary masses $R_t$ and $R_i$ were significantly higher, and $C_m$ was significantly lower, in malignant tumours than in organised pneumonias</td>
<td>37</td>
<td>$0-2 \times 10^5$</td>
<td>3 terminal</td>
<td>31 breast cancers, 13 fibroadenomas, and 10 fibrocystic diseases 44 lung cancers, 5 metastatic pulmonary tumours, 4 pulmonary tuberculosis, and 4 organised pneumonias</td>
</tr>
<tr>
<td>Author</td>
<td>Impedance change</td>
<td>Temp °C</td>
<td>Frequency [Hz]</td>
<td>Method</td>
<td>Sample</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>---------</td>
<td>----------------</td>
<td>------------------------------------------------------------------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>Osypka et al 1995</td>
<td>Tumour tissue had centre frequency of 250kHz Tre tumour tissue had centre frequency of 500kHz</td>
<td>35, 42.5</td>
<td>10-1-10⁷</td>
<td>4 terminal (Solartron 1260 impedance analyser or HP 4194A) Stainless needle electrodes</td>
<td>Rat hind feet sarcoma In-situ</td>
</tr>
<tr>
<td>Blad and Balderorp 1996</td>
<td>Normal tissue showed higher resistivity at low frequencies Centre frequency of normal tissue @ 20kHz, and tumour tissue @ 100kHz</td>
<td>37, 45, 24, 21</td>
<td>1.5-10³ - 7-10⁶</td>
<td>4 terminal Stainless steel needle electrodes Calibration on water with different salt concentrations</td>
<td>Mouse thigh muscle in normal and with squamous cell carcinoma Ex-vivo 5 minutes after excision</td>
</tr>
<tr>
<td>Jossinet 1998</td>
<td>The resistivity of the normal connective and adipose tissues were significantly larger than any other groups Significant differences in conductivity at frequencies &lt;32kHz in carcinoma vs. fibroadenoma and carcinoma vs. normal mammary gland Phase angle of the group of carcinomas has differed from all the other groups @ 125kHz to 1MHz Normal mammary gland group differed from all other groups by the phase angle at frequencies &lt;16kHz</td>
<td>20</td>
<td>488-10⁶</td>
<td>4 terminal Stainless steel needle electrodes</td>
<td>Normal human breast mammary gland, connective and adipose tissue Pathological human breast tissues: mastopathy, fibroadenoma, carcinoma In-vitro 10 min of excision</td>
</tr>
<tr>
<td>Haemmerich et al 2003</td>
<td>Conductivity of tumour tissue was higher than normal tissue by a factor of 2.1 at 10Hz and 1.1 @1MHz</td>
<td>37</td>
<td>10-10⁵</td>
<td>4 terminal (HP54600B and HP33120A function generator) Silver -silver chloride electrodes Calibration with saline solution</td>
<td>Rat liver normal and tumour (K12/TRb colon) tissue In-vivo</td>
</tr>
</tbody>
</table>
Appendix C - Linear Inversion Methods

**Backprojection**

In the reconstruction of CT images, a sensor detects the attenuation of an X-ray beam, which has travelled along a known path and attributes an equal value of attenuation to each of the pixels it has passed through. When multiple beams have been passed through the object at all angles, the pixel values are combined. A pixel in a region of high attenuation will have affected all the beams passing through it and will have cumulated high pixel values relative to those surrounding it. The same principal had been applied for EIT reconstruction in the early days of EIT. However, this approach mistreated the fact that current paths are much less well-defined than X-rays.

Inspired by that idea, Barber [361;362] presented the Sheffield Algorithm which was compatible with data collected from the Sheffield Mark 1 system. The x-y plane was transformed into a u-v plane, where u stands for iso-potentials and v for iso-currents and a weighting function \( W = 2v - 1 \) was applied to each iso-current pixel. Filtration was also required to deblur the image, and been applied empirically to produce uniform resolution. Later, Bayford [363] had suggested a constrained optimisation framework, in which the variance of pixel values is minimised given that their backprojection-weighted sum is equal the sum of all the boundary potentials.

**Perturbation methods**

For perturbation methods, a perturbation matrix is generated instead of a sensitivity matrix, the elements of which are the inverse of the ratio of calculated change in measured voltage \( \delta V_{ij} \) to the conductivity perturbation \( \delta \gamma_i \) that causes it. It is also possible to generate a direct inverse sensitivity matrix, for which its elements approximately equal to \( \frac{\delta \gamma_j}{\delta V_{ij}} \), thus, can be multiplied by the vector of voltage changes in order to give an approximate solution for \( \Delta \gamma \) [364].

**Singular Value Decomposition**

**Framework**

Singular Value Decomposition (SVD) is the discrete analogue of Singular Value Expansion (SVE), which allow orthogonal diagonalisation of non-square Hermitian matrices [365].
For a matrix $A \in \mathbb{C}^{m \times k}$, the term $A^*A$ is non-negative definite Hermitian, hence, has a complete set of orthonormal eigenvectors $\{v_1, v_2, \ldots, v_k\}$ with real eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq 0$. In that case the matrix $Y = [v_1 | v_2 | \ldots | v_k]$ is unitary. By denoting the singular values as $\zeta_i = \sqrt{\lambda_i}$ and defining $u_i = \zeta_i^{-1} A v_i \in \mathbb{C}^m$, $\zeta_i \neq 0$, the following relations are obtained

$$
A^*Av_i = \lambda_i v_i = \zeta_i^2 v_i \quad (5.84)
$$

$$
A^*u_i = \zeta_i^{-1} A^*Av_i = \zeta_i^{-1} \lambda_i v_i = \zeta_i u_i \quad (5.85)
$$

$$
AA^*u_i = AA^*\zeta_i^{-1}Av_i = A\zeta_i^{-1}A^*Av_i = \zeta_i^2 u_i \quad (5.86)
$$

From (5.86) it is evident that $u_i$'s form eigenvectors of the Hermitian matrix $AA^*$, as such they are orthonormal as well

$$
v_i^*v_j = \delta_{ij} \quad i, j = 1..k
$$

$$
u_i^*u_j = \delta_{ij} \quad i, j = 1..m
$$

(5.87)

The singular values of $A$ satisfy

$$
\zeta_1 \geq \zeta_2 \geq \ldots \geq \zeta_{\min(m,k)} \geq 0
$$

(5.88)

In an equivalent way to $Y$, $U = [u_1 | u_2 | \ldots | u_k]$ is defined, and $S$ is denoted as a diagonal matrix of the singular values padded with zeros, so that it forms $m \times k$ matrix, and therefore, obtain the following

$$
U^*AY = S
$$

(5.89)

$$
A = USY^*
$$

(5.90)

Once the SVD has been performed, Moore-Penrose generalised inversion can be applied [282]. The inverse of an orthogonal vector is its transpose and that of a diagonal matrix is simply a diagonal matrix whose diagonal elements are $1/\zeta_i$ so that

$$
A^\dagger = YS^{-1}U^*
$$

(5.91)

In the case $m < k$, as is what usually occur in the problem of EIT, where few voltage measurements are required to provide a solution for many admittivity values, that matrix is underdetermined. Hence, $AA^*$ which is a square matrix is inverted rather than $A$. If each of these are decomposed according to (5.90) then

$$
AA^* = USY^*TSU^* = US^2U^*.
$$

(5.92)

By pre-multiplying the inverse of $AA^*$ by $A^*$ a pseudo-inverse of $A$ is acquired

$$
A^\dagger = A^\dagger (AA^*)^\dagger = YSU^*US^2U^* = YS^{-1}U^*.
$$

(5.93)

This formula is valid regardless of the rank of $A$, and provides the minimum least squares solution for the non-regularised inverse problem

$$
\gamma_{ls} = \gamma_{ref} + YS^{-1}U^* (F_{\gamma_{ref}} - V_T) = \gamma_{ref} + \sum_{i \neq 0, s_{i}} \frac{1}{S_{i}} (U_{i}^* (F_{\gamma_{ref}} - V_T)) Y_{(s)}
$$

(5.94)
Appendices

where colon denotes all the entries in a row or a column.

Analysis and regularisation

SVD provide a useful numerical analysis tool for discrete ill-posed problems. The eigenvectors represent domains within the object of increasing spatial frequency and with increasing weight towards the centre [366]. The decay rate of the singular values provides an insight into the instability of the inverse problem. Due to the ill-conditioning of the EIT problem, the singular values decay rapidly and reach values below bit-precision. In effect, the rank of the matrix is normally less than its size, as the measurements are degraded by the contamination of noise and are not entirely independent either. Figure 8-1 illustrates the decay of the singular values for a four shell head model on a logarithmic scale.
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\end{array}\]
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\end{array}\]

Figure 8-1 Log of normalised Singular Values of four-shell head model with 258 measurement combinations

It is clear from (5.94) that any errors in the measurement \(\left(\mathbf{F}_t(\gamma_{\text{ref}})-V_t\right)\) shall be magnified in the image component \(\left(U_{(i,:)}\left(\mathbf{F}_t(\gamma_{\text{ref}})-V_t\right)\right)\) by the inverse of the \(i\)th singular value \(1/\xi_i\). For this reason, it is clear that retaining the smaller singular values is not only meaningless, but also quite destructive. Reasonably, for relative measurement error of \(\varepsilon\), it can only be expected to recover reliably the image components \(v_j\gamma\) for which \(\frac{\xi_j}{\xi_i} > \varepsilon\) holds. It is essential, therefore, to regularise by
truncation \(^{13}\) of the diagonal of \(S^{-1}\), so that its diagonal elements \(\xi_{ii}^{-1}\) will be zero beyond a defined threshold value, thus (5.94) becomes

\[
y_{TSVD} = y_{ref} + \sum_{i=1}^{\text{dim}} f_{i} \frac{(U_{(i)} \left(F_{r}\left(y_{ref}\right) - V_{r}\right))}{\xi_{i}} y_{(i)}
\]

(5.95)

where

\[
f_{i} = \begin{cases} 
1 & \xi_{i} \geq \epsilon \\
\xi_{i} & \\
0 & \xi_{i} < \epsilon 
\end{cases}
\]

(5.96)

are the filter factors for the truncation. This approach is known as Truncated SVD (TSVD). The singular values themselves provide only partial information about the problem; additional information resides in the singular spectrum \(Y_{Y}\). In cases where most of the large components are near the top values of this vector, the change can easily detected, whereas if all of them are below the \(j^{th}\) row, they will be invisible with relative error worse than \(\xi_{i}/\xi_{0}\). The singular spectrum \(U \left(F_{r}\left(y\right) - V_{r}\right)\) which is related to the measurement set \(\left(F_{r}\left(y\right) - V_{r}\right)\) can assist in estimating the usefulness and reliability of a measurement set with respect to some error level.

Improved ways to perform both filtration and introduce a-priori information are Generalised Truncated Singular Values Decomposition (GTSVD) and Generalised Tikhonov regularisation (GT) \([310]\). For both of which, a semi-definite regularisation matrix \(W \in \mathbb{R}^{\text{ext}}\) is required, for which a common choice is a discrete differential operator associated with the conductivity covariance.

**SVD application in EIT**

Eyüboglu \([367]\) used SVD of the sensitivity matrix for reconstruction of 2D tank data. He had described an empirical process for choosing a pseudo-inverse truncation level; and reported that without truncation, it was impossible to identify the objects. Kleinermann \([368]\) used a truncated SVD algorithm with 2D and 3D sensitivity matrices in order to reconstruct images of objects inside a cylindrical tank. Truncated SVD has also been used to invert recalculated Jacobian based on iteratively updated conductivity distributions in order to approach the true distribution \([318]\).

\(^{13}\) or preferably by decay, as performed by Tikhonov regularisation, which is described later
Appendices

Up until recently, UCL group has employed the linear, non-iterative, truncated SVD algorithm for all 3D EIT images it has presented of tanks and human evoked responses [27;39;109;369]. In these studies they managed to localise, to a limited degree, sponge \footnote{The use of sponges enables introducing low-contrast controlled perturbations (as oppose to the common high contrast perturbations achieved by the use of Perspex for example)} resistance changes within a saline tank and some focal impedance changes within the brain, although at locations other than those suggested by physiology, and bounded to the limitation of a linear approximation.

\textbf{Tikhonov}

Tikhonov [324] and Phillips have developed independently a regularisation technique for discrete linear least square systems. Similarly to TSVD and TGSVD, \textit{Standard Tikhonov} (ST) and \textit{Generalised Tikhonov} (GT) incorporate filtration to diminish the impact of the Jacobian’s smallest singular values. However, instead of truncation of the singular values, their impact is damped gradually according to the regularisation term \(\tau\). For GT this term penalises solutions with non-smooth behaviour

\[
\gamma_{\text{GT}} = \arg \min_\gamma \left\| J (\gamma_{\text{ref}} ) \gamma_{\text{ref}} - V_i \right\|^2_Q + \tau \left\| \gamma_{\text{ref}} - \gamma \right\|^2_P
\]

(5.97)

where \(Q\) is a diagonal weighting matrix which accounts for variable reliability assigned to each measurement channel, and \(P \in \mathbb{R}^{k \times k}\) is positive definite matrix which usually imposes spatial prior over neighbouring elements. In case where \(Q = I\) and \(P = \tau I\), which is a reduction of GT to ST, only extreme admittivity values are penalised. In this case the filter factors are

\[
f_{\tau i} = \frac{s_i^2}{s_i^2 + \tau^2}
\]

(5.98)

\textbf{Iterative Methods}

Most of the calculation time is consumed over precise calculation of the regularised inverse, while in effect this is a redundant refinement, which is pointless beyond the noise level. This can be avoided by iteratively calculating the regularised inverse up to the measurement precision. This approach has been suggested by methods like Landweber scheme and regularised hybrid. At each step \(i\) the conductivity distribution is updated

\[
\gamma_{i+1} = \gamma_i - u J^* (J \gamma_i - V_i)
\]

(5.99)
where $J \gamma_i - V_i$ corresponds to the difference between the modelled voltages at the $t^{th}$ iteration and the actual boundary measurements, $\nu$ is a proportion which weights the error image $J^T (J \gamma_i - V_i)$.

**Single Step Reconstruction Methods**

These techniques have been developed and are employed by the Rensselaer group [302,370]. The Newton One-Step Error Reconstruction (NOSER) technique first finds the value of the homogeneous conductivity that minimises the error between modelled and measured boundary voltages on a homogeneous and isotropic 2D object of arbitrary shape. The code takes only one step of the Newton iterative method described in section 5.3.1.3. FNOSEr is the computationally streamlined version of NOSER and ToDLer is its extension for the 3D case.
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