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Abstract

Quantization index modulation (QIM) is a popular watermarking scheme that has received considerable attention. Nevertheless, there are practical limitations of QIM. For example, traditional QIM uses a fixed quantization step size, which may lead to poor fidelity in some areas of the content. More serious problems of the original QIM algorithm include its extremely sensitivity to valumetric scaling (e.g., changes in amplitude) and re-quantization (e.g., JPEG compression).

In this thesis, we first propose using Watson’s perceptual model to adaptively select the quantization step size based on the calculated perceptual “slack”. Experimental results on 1000 images indicate improvements in fidelity as well as improved robustness in high-noise regimes.

Watson’s perceptual model is then modified such that the slacks scale linearly with valumetric scaling, thereby providing a QIM algorithm that is theoretically invariant to valumetric scaling. In practice, the robustness against valumetric scaling is significantly improved, but scaling can still result in errors due to cropping and roundoff that are an indirect effect of scaling. Two new algorithms are proposed — the first based on regular QIM and the second based on rational dither modulation. A comparison with other methods demonstrates improved performance over other recently proposed valumetric-invariant QIM algorithms, with only small degradations in fidelity.

Spread transform dither modulation (STDM) is a form of QIM that is more robust to re-quantization. However, the robustness of STDM to JPEG compression is still poor and it remains very sensitive to valumetric scaling. We describe how a perceptual model can be incorporated into the STDM framework to (i) provide robustness to valumetric
scaling, (ii) reduce the embedding-induced perceptual distortion and (iii) significantly improve the robustness to re-quantization.
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Chapter 1

Introduction

A couple of decades ago most audio, image and video were traditionally stored and transmitted in analog formats. For example, prints, tapes and cinema films were frequently used. Analog signals in all these forms may have noticeable degradations when they are copied, transmitted or stored for a long period. The rapid growth of digital information technology means that many of these analog formats have been or are being replaced by digital formats.

Digital media offer several distinct advantages over analog media: the quality of digital audio, image, and video signals can be higher than that of their analog counterparts. Editing is easy because one can access the exact discrete locations that should be changed. Copying is simple and result in no loss of fidelity, i.e., a copy of a digital media is identical to the original. And digital audio, image, and videos are easily transmitted over networked information systems.

Meanwhile, the emergence of high bandwidth networks has facilitated Peer-to-Peer (P2P) file-sharing technology and other systems to transfer audio, image, video files without copyright permission.

The protection and enforcement of intellectual property rights for digital media has therefore become an important issue. Concerns related to digital piracy have primarily motivated research for digital watermarking, which is basically a technique to embed a message, for instance, copyright information, into a digital copy of a song, video or picture.
1.1 Basics of Watermarking

In the last ten years, digital watermarking has attracted attention because of its applications to, for example, broadcast monitoring, owner identification, transaction tracking, content authentication, and copy control. All these applications have motivated research in digital watermarking.

1.1 Basics of Watermarking

The digital watermarking techniques presented in this thesis concentrates on the watermarking of electronic signals. A specific song, video, or picture - or a specific copy of such - is referred to as a Work. And a set of all possible Works is referred to as content. The central idea of digital watermarking is to embed information about a Work into the original Work itself to generate a watermarked Work. The embedding is desired to be done in such a way that the original Work (also referred to as the host signal) and the watermarked Work (watermarked signal) have no perceptual difference. In general, watermarking systems consist of two processes: embedding and detection. A simple yet complete model of a watermarking framework appears in Figure 1.1.

![Figure 1.1: Framework of digital watermarking](image)

Here, the solid lines are the necessary elements and operations while the dashed line is optional. The embedding process takes the host signal, a secret key and the message to be embedded and then produces the watermarked signal. The decoding process takes the received distorted watermarked signal and a secret key, and attempts to detect if the image contains a watermark, and if it does, decodes the message. Note that this diagram shows that the host signal may or may not be available to the detector, which determines if the detector is an informed detector or a blind detector. This issue
is further discussed in Section 2.2.4.

A host signal can be an image, 3D graphic, video, music, text document or html document. A survey of methods used to hide information in various media is given in [PAK99a]. In this thesis, we mainly focus on images. However the framework can be generalized to other media.

1.2 Organization of the Thesis

This thesis is organized as follows: Chapter 2 firstly gives a general background of digital watermarking: applications and properties. It then briefly reviews digital watermarking schemes from a communication’s perspective, particularly, communication with side information. Here, some popular watermarking algorithms, such as spread spectrum watermarking, dirty paper trellis watermarking and lattice based watermarking, are briefly introduced. In later part of Chapter 2, we move on to perceptual models. Perceptual models are very important to digital watermarking, not only because they can measure the quality and differences between of multimedia signals, but also because they can help improve watermarking designs. This chapter begins with the importance of perceptual models and then discusses several visual models. In particular, we study the Watson’s perceptual model [Wat93a]. Its main features are described both qualitatively and quantitatively for later use.

As a lattice code based watermarking scheme, quantization index modulation (QIM) is popular because of its ease of implementation, computational efficiency and amenability to theoretical analysis. Chapter 3 describes the principles of QIM and its extensions such as dither modulation, distortion-compensated QIM and spread transform dither modulation. Traditional QIM also has some practical limitations. For example, it may introduce perceptually visible distortion in some areas of the content. Even worse, QIM is extremely sensitive to valumetric scaling (e.g., changes in amplitude) and re-quantization (e.g., JPEG compression). These problems are discussed and illustrated by experimental results in the last section of this chapter.

Chapter 4 attempts to solve the problem of QIM’s vulnerability to valumetric scal-
1.2. Organization of the Thesis

We first propose using Watson's perceptual model to adaptively select the quantization step size based on the calculated perceptual "slack". It indicates improvements in fidelity as well as improved robustness in high noise regimes of additive noise. Second, Watson's perceptual model is modified such that the slacks scale linearly with valumetric scaling, thereby providing a QIM algorithm that is theoretically invariant to valumetric scaling. In practice, the robustness against amplitude scaling is significant, but scaling can still result in errors due to cropping and roundoff that are an indirect effect of scaling. Rational dither modulation (RDM) [PGBAM04] has been proposed to provide valumetric invariance to QIM. Chapter 4 also illustrates how we combine RDM with our modified Watson's model to obtain further improvements. Spread transform dither modulation (STDM) is a form of QIM that is more robust to re-quantization. However, the robustness of STDM to JPEG compression is still very poor and it remains very sensitive to amplitude scaling. In the last part of Chapter 4, we show how a perceptual model that scales linearly with amplitude scaling can be used to (i) provide robustness to amplitude scaling, (ii) reduce the perceptual distortion at the embedder and (iii) significantly improve the robustness to re-quantization.

Experimental results in Chapter 5 evaluate performance of our methods and confirm the improvements. The experiments include tests on both 1,000 images from Corel database and some standard images (for example Lena, Barbara Cameraman). Sample images and a user trial are also illustrated in Chapter 5.

Finally, Chapter 6 summarizes our work. In addition, some directions for future work are suggested.
Chapter 2

Overview of Digital Watermarking and Perceptual Models

This chapter begins with some applications of digital watermarking. Necessary properties of watermarking are then described. Next, a framework that models watermarking as a communications problem is discussed and terms and concepts used in this thesis are described. This is followed by a review of digital watermarking algorithms and developments. Later in the chapter, some perceptual models are discussed.

2.1 Applications of Digital Watermarking

Because digital watermarking is imperceptible, and survives common format conversions and signal processing, it has been used for a variety of applications, described next.

Initially, digital watermarking technology attracted significant research attention because it can be used for copyright related issues of digital contents. Presently, watermarking has also been used for application beyond copyright related issues. Generally speaking, when an additional information is related to a Work, it can be embedded into the Work as a watermark.

2.1.1 Transaction tracking

In transaction tracking, the owner of a Work embeds a unique watermark into each copy provided to a consumer. If illegal copies of the Work are subsequently found, they can then be analysed using a watermark detector. Detection of the watermark identifies the
source of the illegal copy.

For example, there are several cases in recent years where Hollywood studios have used digital watermarks to identify illegal copies of Oscar screeners [Bar, the, Bet]. A movie screener normally refers to a copy which is sent, sometimes in advance of general release to public, to the awards voters, who are members of the Academy of Motion Picture Arts and Sciences. There are 5,830 voting members as of 2007. Unfortunately, illegal copies of these movie screeners may be distributed. In recent years, transaction tracking watermarks were embedded in each of the screeners. These watermarks have successfully identified the sources of illegal copies.

### 2.1.2 Owner identification

Traditionally, textual copyright notices, such as “© data owner”, are used to identify the copyright of a Work. However, they can be easily removed from a Work. For example, the portion of an image which includes the copyright notice might be cropped off. Another problem with textual notices is that they are visible and may be annoying if they cover a portion of an image. While it is possible to put them in less important areas of an image, this makes visible copyright notices more susceptible to being cropped. The situation for audio Work is even worse since the copyright notice is marked on the packaging or physical medium such as the disk, cassette, etc. These notices may no longer exist when the audio content is copied to another physical medium. In fact, for audio content only in electronic form, e.g. on a website, there is no physical medium or packaging.

Digital watermarks are both imperceptible and not easily removed from a Work. They can therefore offer complimentary performance to text for owner identification. Using a watermark detector, users of Works can obtain the watermark message to identify the owner, even after the Work has been modified in ways in which the textual copyright notices would be removed.
2.1. Applications of Digital Watermarking

2.1.3 Broadcast monitoring

Commercial advertisements broadcast on TV are very expensive. Advertisers who purchase airtime want to ensure that they receive the time they pay for from the broadcaster. Owners of contents are also keen to know if their Work is illegally re-broadcast by other stations.

Digital watermarking is one way to implement active broadcast monitoring. Using watermarking, identification information can be embedded within the content itself. Given a received signal, a corresponding detector in the system first detects the watermark and then records how often and how long the advertisement was broadcast.

2.1.4 Copy control

The applications of watermarking we discussed so far deter improper use or can be used to investigate improper use. For instance, transaction tracking helps to find who is the source of illegal copies, but is does not prevent illegal copies being made. For those applications, watermarking technique serves as a deterrent against wrongdoing.

Obviously, it is better to prevent illegal actions. Encryption is a technique to prevent illegal copying. Once encrypted, the Work is unusable to anyone who does not have a valid key. However, a central weakness of encryption is that the content must be ultimately decrypted to be used, and once decrypted, there is no more protection for the content. An adversary need only sign up as a customer to obtain a valid key, and then can easily pirate the content after it is decrypted.

Digital watermarking provides a complementary method of copy control, since digital watermarks embedded into the content are always present together with the content [BCK+99]. For example, a recording device equipped with a watermark detector could prohibit recording whenever a never-copy signal as a watermark is detected. This feature is referred to as record control. More discussions of this can be found in [CMB01].
2.1. Applications of Digital Watermarking

2.1.5 Content authentication

It is very easy to tamper with digital content. For example, a photo can be easily modified by software, such as Photoshop. This may result in alterations that are difficult to be perceived or detected. However, in some circumstances, such as a news report, it can be problematic if the interpretation of the photo is affected (e.g. removal of a person from a photo). Thus there is a need for authentication of the integrity of the content.

A digital signature is a cryptographic approach for the purpose of content authentication. It is created through the use of a hash function. Signatures can be embedded into content as digital watermarks. They are referred to as authentication marks which include fragile watermarks and semi-fragile watermarks. A fragile watermark, for example a least-significant-bit (LSB) based watermark, is designed to verify exact integrity, i.e. the watermark becomes invalid after the watermarked Work is modified in any way. On the other hand, a semi-fragile watermarking is required to survive legitimate distortions, such as JPEG compression, but is invalidated by illegitimate manipulations. Readers are directed to [HZG04, SC05, CMB01, LPD00, LC00, WD99, WD96, CMT+99, WL98, WK00, FA00, BS99, LT98] for more information on watermarking authentication.

2.1.6 Legacy enhancement

For a widely used and largely deployed system, upgrading to provide new features or improved functionalities can be difficult. Ideally, an upgrade should be done in such a way that the new system is backward compatible, i.e., it continues to work with the existing legacy system. Digital watermarking is one of the ways in which to maintain compatibility.

An example of the use of watermark to upgrade an existing system is the Tektronix’s synchronization technology. Digital signal processing may introduce different delays to audio and video signals. This can lead to a disconcerting phenomenon often referred to as lip-sync. In this case, it is clearly noticed that the motion of the lips is
either ahead or behind the speech. Tektronix has developed a watermark encoder to
synchronize audio and video signals. This product firstly embeds a compressed ver-
sion of an audio signal into the video signal, prior to any signal processing. Once all
signal processing is done, the processed audio signal is compared with the audio signal
extracted from the video. The comparison helps to determined the time delay between
audio and video and then the delay can be corrected.

There is another similar application: when an mp3 player attempts to display the
lyrics in synchrony with the songs. Lyrics can be embedded into audio signals for
synchronizing purpose. This technology, pioneered by MarkAny of Korea, is known as
MediaSync.

Other proposed system enhancements include air traffic control. In order to up-
grade the system and maintain compatibility, Eurocontrol, the European Organization
for the Safety of Air Navigation, has considered inserting watermarks into pilots’ voice
communications between aircrafts and ground-based control sites [HHK03, HHK04,
HH05b, HH05a]. These watermarks provide a digital identifier, e.g., an aircraft’s unique
tail number. The proposed system is compatible with the existing equipment in both
aircrafts and ground-based air traffic control centers so that it can be gradually intro-
duced.

2.2 Properties for Digital Watermarking

Each watermarking application has its own specific requirements. A number of defin-
ing properties for watermarking systems can be characterized [CM97, HK99, PAK99b,
WPD99], some of which are highlighted in this section.

2.2.1 Robustness

Robustness refers to the ability of the inserted watermark message to withstand com-
mon signal processing or modifications such as contrast/brightness adjustment, noise
addition, lossy compression, quantization, D-A/A-D conversion, etc. In most cases, a
watermark needs only survive those signal operations likely to occur after embedding
and before detection. Clearly, this is application dependent. Thus requirements of wa-
2.2. Properties for Digital Watermarking

Watermarking robustness vary according to certain applications. In the case of television broadcast monitoring, the watermark needs to survive the transmission process which may involve lossy compression, D-A conversion, low-pass filtering, and additive noise. On the other hand, a watermark for this application need not survive, for example, rotation, scaling.

In some cases, robustness of a watermark is undesirable. For example, as discussed in 2.1.5, fragile watermarking is used for authentication purposes so that any signal processing should result in losing the watermark. Fragile watermarking is discussed in [WD99, CMT+99], but is outside the scope of this thesis. Instead, we mainly focus on how to design robust watermarking techniques. For these robust schemes, a watermark message needs to be accurately extracted from a distorted Work.

2.2.2 Fidelity

In digital watermarking, it is often required that a watermarked Work be indistinguishable from its host signal (original Work). An embedded watermark message should not interfere perceptually with the host signal. We use the term fidelity to designate this concept as the perceptual similarity between the watermarked Work and the original Work. In some publications the word transparency is also used. Another important term is embedding-induced distortion which represents the distortion introduced by embedding a watermark message into an original Work. (i.e. the "difference" between the original and the watermarked signal). To maintain fidelity, the embedding-induced distortion is required to be as low as possible. The property of fidelity is often seen conflicting with robustness. For example, to achieve higher robustness, we can increase the watermark strength which makes more modifications to the host signal. However, larger modifications will introduce more distortions that may be perceptible and fidelity is therefore reduced.

It is reasonable that higher fidelity watermarks are desired for high quality applications such as HDTV or DVD. For relatively low quality broadcast technologies such as NTSC TV or AM radio, lower fidelity is acceptable since it is then harder to per-
ceive the differences between the original and the watermarked Works. Sometimes, even mildly perceptible watermarks are acceptable in exchange for higher robustness, capacity or lower cost. For example, Hollywood dailies are raw materials only shown to those involved in film production. Consequently, a small visible distortion by a watermark will not diminish their value.

2.2.3 Capacity

Capacity refers to the amount of message bits to be embedded into a host signal. For images, capacity is defined according to the number of bits embedded per pixel or a fixed size of an image. For audio, capacity refers to the number of embedded bits per second. For video, capacity refers to the number of bits to be embedded either per frame or per second. There is also a trade-off between the two properties of robustness and capacity. For example, one can increase the capacity by decreasing the number of samples allocated to each bit to be embedded, but this is counterbalanced by a loss of robustness.

The required watermarking capacity varies for different applications. Copy control applications may only need 4 bits of information to be embedded over a period of, say, every 10 seconds for music or 1 minute for a video segment. Under these circumstances, the capacity is about 0.5 bits per second for music and 0.07 bits per second for video, respectively. By contrast, much larger number of bits may be required every second for television broadcast monitoring to identify all commercials [CMB01].

2.2.4 Blind or informed detection

A watermark detector which requires access to the original, unwatermarked Work is referred to as an informed detector. Detectors that do not need any information of the original Work are called blind detectors. Whether a watermarking system employs blind or informed detection is a critical factor to determine which application it can be used for.

Informed detection is only practical in those applications where the original Work is available. Consider the case of transaction tracking. It is most likely to be the owner
of the original Work who runs the detector in an effort to discover who leaked the source of an illegal copy. The owner can provide the original Work to the detector to extract the watermark from the illegal copy. By doing so, the detection performance may be considerably improved. For example, when rotation or amplitude scaling is applied to a watermarked signal, informed detection allows angle and scaling factors to be estimated and removed. However, in many applications, for instance copy control, detection must be performed without access to the original Work. This thesis mainly discusses blind detection systems.

### 2.2.5 Security

When a watermark is used to provide enhanced features to consumers, there may not be an adversary. These watermarks need not to be secure against any type of attack. However, many applications do require some level of security. The *security* of a watermark is its ability to withstand hostile attacks. A hostile attack is any process specifically intended to remove or alter the watermark. Most types of attacks can be broken into three categories: *unauthorized removal, unauthorized embedding* and *unauthorized detection*. Unauthorized removal and embedding are also referred to as *active attacks* since they modify the watermarked Work. In contrast, unauthorized detection does not modify the Work therefore it is referred to as a *passive attack*.

Unauthorized removal describes attacks that prevent watermark from being detected. Note that this attack does not necessarily mean reconstructing the original Work. Rather, an adversary may generate a new Work which is perceptually similar to the original Work but from which a watermark cannot be detected. A *collusion attack* [TWWL03, EKK99, KLM+97, Sto96] is one form of unauthorized removal. In a collusion attack, the adversary first obtains several copies of a given Work, each containing a different watermark, and then combines them to produce a copy with no watermark. This is a big concern in an application such as transaction tracking, which embeds a different watermark into each copy.

Unauthorized embedding, also known as *forgery*, refers to embedding illegitimate
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watermarks into Works that should not contain them. Consider the case of owner identification, if an adversary has the ability to perform unauthorized embedding, the detector may falsely identify the owner of the Work.

There are also applications in which the unauthorized detection, a passive attack, is an important issue. For example, suppose that there is a broadcast monitoring company which embeds watermarks for free but charges for the monitoring reports. An adversary who can perform unauthorized detection could set up a rival company selling monitoring reports without incurring the cost of watermark embedding.

2.2.6 Cost

The expense of deploying watermarking systems can be a very complicated topic and depends on the business models involved [Dec01]. The issues of concern include speed to perform embedding and detection, the number of embedders and detectors that must be deployed, and the complexity of hardware and software implementations.

Regarding the cost of computing speed, in the application of broadcast monitoring, the watermarking systems must keep up with the real-time broadcast, otherwise it fails to monitor the program continuously broadcast. By contrast, a detector used to identify ownership is still valuable even if it needs a couple of days to extract a watermark message.

2.3 Model of Digital Watermarking

This thesis so far has discussed watermarking at a fairly non-technical level. Here, we begin to explore technical principles in more detail. To help address these issues, this section defines some notations necessary to begin our technical discourse, and that are used throughout this thesis.

Scalars Scalar values and individual members of sets are denoted in italic lower case: 
\( x, y \) and so on. The magnitude of scalar value \( x \) is denoted as \( |x| \).

Sets Sets are denoted in a calligraphic font. For example, the set of real numbers is \( \mathbb{R} \), a set of messages is \( \mathcal{M} \) and the number of elements in set \( \mathcal{M} \) is denoted \( |\mathcal{M}| \).
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**Vectors and arrays** One-dimensional vectors and higher-dimensional arrays appear in this thesis as boldface, lowercase letters; as, for example, \( \mathbf{x} \), \( \mathbf{y} \), and \( \mathbf{m} \). An sample of vector \( \mathbf{x} \) is marked as \( x_i \), where the subscript \( i \) is the index of \( x_i \) in the vector. In addition, the Euclidean length or the magnitude of a vector \( \mathbf{x} \) is denoted as \( |\mathbf{x}| \). The *mean* of a vector denoted \( \bar{x} \), is the average of its elements. The *variance* of vector \( \mathbf{x} \) is written as \( \sigma_x^2 \).

A simple watermarking system can be modeled as illustrated in Figure 2.1.

![Figure 2.1: A model of digital watermarking](image)

Here, the message, \( \mathbf{m} \), is input into the watermark embedder, which outputs a watermark, \( \mathbf{w} \) that is added to the original Work or host signal, \( \mathbf{x} \), (i.e. image or song), to produce the watermarked Work, \( \mathbf{y} \). The watermarked Work then undergoes a number of distortions that are modeled as an unknown noise source, \( \mathbf{v} \). The watermark detector receives a distorted, watermarked Work, \( \mathbf{r} \), i.e. \( \mathbf{r} = \mathbf{x} + \mathbf{w} + \mathbf{v} \) and decodes a message \( \hat{\mathbf{m}} \).

We now define some terms. The *embedding rate* is the number of watermarking message bits embedded in each host signal sample. For example, consider embedding a watermark message into an image, if there are 4096 bits embedded into a \( 512 \times 512 \) image, one bit is embedded into 64 pixels on average. The embedding rate is therefore one bit per 64 pixels. Importantly, note that this does not necessarily mean 64 pixels are modified to carry a single bit.

*Mean square error* (MSE) is usually used to measure the embedding-induced distortion between the host signal \( \mathbf{x} \) and the watermarked signal \( \mathbf{y} \). It is defined as:

\[
MSE = \frac{1}{L} \sum_{i=1}^{L} (y_i - x_i)^2
\]  

(2.1)
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where $L$ is the length of the signal vectors $x$ and $y$, that is, the total number of signal samples to be measured. Here, $x_i$ and $y_i$ denote a sample of the original signal and the watermarked signal, respectively.

If we define the difference between the watermarked signal $y$ and the original signal $x$ as the watermark, $w = y - x$, the document-to-watermark ratio (DWR) is defined by:

$$DWR = 10 \log_{10} \left( \frac{\sigma_x^2}{\sigma_w^2} \right)$$

(2.2)

where $\sigma_x^2$ and $\sigma_w^2$ are the variances of $x$ and $w$, respectively.

For watermarking system, the phrase peak signal-to-noise ratio, often abbreviated to PSNR, is defined as the ratio between the maximum possible power of a host signal and the power of watermark.

$$PSNR = 10 \log_{10} \frac{MAX_z^2}{\frac{1}{L} \sum_{i=1}^{L} w_i^2}$$

where $w_i = y_i - x_i$

(2.3)

Here, $MAX_z$ is the maximum pixel value of the image. When the pixels are represented using 8 bits per sample, this is 255.

Similarly, the watermark-to-noise ratio (WNR) is defined as the ratio of the power of the watermark to the power of the noise which is added to the watermarked signal before watermark detection.

$$WNR = 10 \log_{10} \left( \frac{\sigma_w^2}{\sigma_v^2} \right)$$

(2.4)

To measure the performance of watermarking detection, the bit error rate (BER) is often used, which is the percentage of bits that have errors relative to the total number of bits embedded as a watermark message.

2.4 Spread Spectrum Watermarking

Signal jamming is a deliberate effort by an adversary to disrupt communications between two or more parties. This is a big threat to military communications. Spread-
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spread (SS) communication initially emerged as a method of military communication, which is less sensitive to interference or jamming. In SS communication, the desired signal is spread over a much wider bandwidth than would normally required [PSM82]. One early and simple example of SS technology is known as frequency hopping [MA42]. In this system, signals are spread through a large number of frequency bands and each frequency band only carries a fraction of the signal. This spreading is carried out using a pseudo-random sequence. It is called “Pseudo” because the sequence is determined by a secret key and can be re-generated once the key is known. The exact form of this spreading is a secret only known to the signal sender and receiver. Without the key of the spreading function, it is very difficult for an adversary to detect or interfere with the signal.

The problem of watermarking bears a striking similarity to a communication problem and it has been widely recognized that digital watermarking can be studied by communication theories. Figure 2.2 illustrates a spread-spectrum communication system and a digital watermarking system. It can be seen that the watermark embedder plays the role of the channel transmitter, and the watermark detector plays the role of the receiver. The objective of both systems is to transmit a message reliably. Note that in Figure 2.2(b), the watermarking system is considered to have two noise sources. The first one is the host signal (e.g. an image) and the second one is the distortions between embedding and detection.

As discussed in Section 2.2, some common properties of watermark, such as fidelity and robustness, are contradictory to one another. For example, fidelity implies that the watermark signal carried by the Work have low power to avoid perception, while robustness requires that the watermark have large power for better detection. Spread spectrum communications can be used to address this trade-off between fidelity and robustness. First, the signal energy carried by one particular frequency band is small, which reduces the risk of perceptible artifacts. Second, despite the low energy signal in any single frequency band, there may still be high energy at the receiver if the energy in each frequency is summed (or de-spread).
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(a) Spread-spectrum communication

(b) Digital watermarking

Figure 2.2: Spread-spectrum communication and digital watermarking

The ideas of spread spectrum communications were combined with watermarking framework to develop spread spectrum watermarking technique [CKLS96, BGML96, SZT96, Ó RuanaidhDB96, PZ98]. Cox et al. [CKLS97] used a watermark consisting of a zero-mean unit variance Gaussian of sufficiently low power and embedded it in the low (non-DC) DCT coefficients of images. Thus the watermark is spread over a set of visually important frequency components. This embedding function is represented in Equation (2.5),

\[ y = x + \alpha w_m \]  

where \( x \) is the host signal, \( y \) is the watermarked signal, and \( w_m \) is a pseudo-randomly coded reference vector specific to a watermarking message, \( m \). The factor \( \alpha \) can be used to adjust the watermark strength.

Detection of the watermark is performed using a similarity measure, similar to a correlation detector. Given a received signal \( r \), the correlation, \( z \), is computed as shown in Equation (2.6),

\[ z = r \cdot w_m = (x + \alpha w_m + v) \cdot w_m \]  

where \( v \) is the noise added after embedding. The detected message is then determined
by judging which code word has the highest correlation to the received signal $r$.

Spread-spectrum watermarking has received considerable attention. Interesting extensions can be found in [PZ98, ŌRuanaidhP98, MF03].

## 2.5 Watermarking as a Problem of Communication with Side Information

In 1983, Costa published a paper entitled “Writing on Dirty Paper” [Cos83]. It studied the capacity of a Gaussian channel with two noise sources. The first noise is completely known to the transmitter but unknown to the receiver. Meanwhile, neither the transmitter nor the receiver knows the second noise source. The first known noise source can be referred to as *side information* and the system is often called communication with side information. Digital watermarking can be analyzed as a problem of communication with side information, as illustrated in Figure 2.3.

![Model for Costa's dirty paper communication](image)

(a) Model for Costa's dirty paper communication

![Model for digital watermarking](image)

(b) Model for digital watermarking

Figure 2.3: Digital watermarking as a problem of communication with side information

Here in Figure 2.3(b), the host signal, $x$, can be viewed as a noise signal, which
is known to the embedder (transmitter) but not to the detector (receiver). Signal $w$ is
generated to transmit a message $m$. The Gaussian channel noise is denoted as $v$, and
the received data is $r = x + w + v$. Costa presented the interesting result that the
capacity of this system is the same as if the known noise source, $x$, was not present.
Thus the host interference is eliminated.

In the late 1990's, researchers [CMM99, CPR99, BG99b, MCB00] realized the
benefit of modeling watermarking as communication with side information. According
to Costa's dirty paper theory, the host signal interference can be eliminated since it is
the known noise (side information) to the embedder. This realization has motivated
more effective watermarking algorithms based on informed coding.

A watermarking embedder needs to generate a code word to represent the given
message to be embedded. In blind coding, the watermark message is represented with
a code word which is independent of the host signal. In other words, the encoding
process does not make any use of the available host signal. The word blind is used
to emphasize this fact. For a given message $m$, the same code word will always be
generated. Thus it is a one-to-one mapping between a message and a codeword. In
informed coding, by contrast, there is a one-to-many mapping between messages and
code words. Each message can be mapped into a set of alternative code words and the
choice of which codeword to use is determined by the host signal, i.e., side information.
This one-to-many mapping is sometimes referred to as dirty paper coding.

Informed coding for watermarking systems include dirty paper trellis codes and
lattice codes, which will be briefly described in Section 2.6.

2.6 Dirty Paper Watermarking Schemes

Costa's original dirty paper codes required exhaustive search on an extremely large
number of codewords. That is, Costa's dirty-paper theory did not provide a practical
method of implementation. Dirty paper trellis codes [MDC02, MDC04] and lattice
codes [BG01a] are two important types of approaches to permit efficient search for
dirty-paper code words. These methods are discussed in this section.
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2.6.1 Dirty paper trellis watermarking

A *trellis code* (or *convolutional code*) is an error correction code (ECC). For its details and theory, readers are directed to [Vit95].

Trellis coding was exploited by Miller *et al.* [MDC02, MDC04] who proposed dirty paper trellis coding for watermarking. Their dirty paper trellis for watermarking has two differences compared to traditional trellis. Firstly, unlike the one-to-one mapping of messages to code words in a traditional trellis, multiple code words exist to encode the same message in a dirty paper trellis. Secondly, each code word generated by the dirty paper trellis for watermarking is a real valued vector, instead of a binary bits sequence in the traditional trellis.

Efficient detection of the dirty paper trellis watermark is accomplished by exploiting a Viterbi decoder. The Viterbi algorithm finds the closest code word to the watermarked Work. This is measured by the *Euclidean distances* between the vector of watermarked Work and the vectors presenting the code words.

All code words generated by the dirty paper trellis are required to have the same energy, i.e., are equi-energetic. They are all considered to be placed on the surface of a multidimensional sphere. One benefit of these *spherical codes* is that the detection for a code word is unaffected by amplitude scaling of the watermarked signal. This is illustrated with the circle (two-dimensional sphere) in Figure 2.4. While it is a simple example, the explanations can be extended to N-dimensional space.

Here in Figure 2.4, the code words, \( w_0, w_1, \ldots, w_n \), are distributed on the circle. All vectors that share the same closest code word \( w_0 \) are in the shaded region. This shaded region is often referred to as the *detection region* of \( w_0 \). Because all spherical code words are equi-energetic, the direction, not the magnitude, of a given vector determines which code word is the closest one to the vector. In other words, the question of which code word's detection region the signal vector belongs to is determined by the vector's direction. Consider a vector \( y \) which is in the detection region of \( w_0 \), and becomes \( \beta y \) after its amplitude is scaled by a factor of \( \beta \). This scaling only changes the magnitude, *not* its direction. Consequently, the scaled version \( \beta y \) remains in the same
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![Diagram showing detection of a spherical code]

Figure 2.4: Detection of a spherical code is unaffected by amplitude scaling of the signal.

detection region. This is why the detection of spherical codes is invariant to amplitude scaling.

Though fairly robust to several signal processes, Miller et al.'s method [MDC04] can introduce distortion. Another concern for dirty paper trellis watermarking is its computational complexity. A particular informed embedding strategy is proposed [MDC04] to ensure that a given level of robustness is obtained with a tolerable distortion level. However, while selection of the dirty paper code is efficient, subsequent informed embedding of the code word requires a computational expensive iterative procedure. According to our experiences, it takes over ten minutes to do informed coding and informed embedding on a 240 × 368 image using an Intel 1.7 GHz Pentium 4 PC.

There are several papers offering interesting extensions to dirty paper trellis wa-
termarking [WMC04, APGM05]. A method is proposed in which the best path is found according to correlation or a combination of correlation with a perceptual model [WMC04]. Abardo et al. [APGM05] recently reported work on a combination of dirty paper trellis coding and rational dither modulation (RDM). RDM is a lattice based watermarking scheme which exploits adaptive quantization step sizes at both embedder and decoder. The main purpose of RDM is to provide invariance to amplitude scaling. We improve on RDM by using a modified perceptual model discussed in Chapter 4.

2.6.2 Lattice code watermarking

Lattice based watermarking algorithms, more often referred to as quantization index modulation (QIM), where introduced by Chen and Wornel [BG99a, BG99b, CW00, BG01b, BG01a] for data hiding. In this scheme, a set of vectors are extracted from the host signal. They are then quantized by means of a quantizer chosen from a pool of predefined quantizers on the basis of the watermark message to be embedded. Note that the traditional QIM method uses a set of uniform scalar quantizers.

QIM methods are appealing to watermarking researchers due to their easy implementation, good computational efficiency and considerable capacity. But they also have some limitations. Firstly, the distortion due to embedding is not adaptive and may be perceptually noticeable. Secondly, unlike the spherical codes generated by the dirty paper trellis, lattice based QIM methods are extremely sensitive to amplitude scaling. Thirdly, they are vulnerable to re-quantization noise, for example, JPEG compression.

Details of standard QIM methods are further discussed in Chapter 3. In order to take advantages of QIM's computational efficiency over dirty paper trellis watermarking, we attempt to overcome the limitations of QIM in this thesis. Our methods and experimental results are mainly described and illustrated in Chapters 4 and 5.

2.7 Importance of Perceptual Models

The last twenty years have witnessed a rapid adoption of digital media formats, e.g. CD, JPEG, MP3, DVD. A number of factors contributed to this trend, including low cost digital devices, increased computing power, and more bandwidth. However, even with
increased bandwidth, there has been a need for compression algorithms that greatly reduce the size of the data, yet maintain high quality.

Consider audio CD as an example which does not use compression. Compact discs sample audio at 44.1 kilohertz (kHz), using pulse code modulation (PCM) with 16-bits-per-sample resolution. Thus, CDs need a data rate of 1.41 Mbps for a stereo channel. Unfortunately, there are many application scenarios, like wireless networks, where constraints such as channel bandwidth, storage capacity, and low cost prohibit such high data rates. In these cases, it is necessary to deliver high quality digital contents at low bit rates. In response to this need, lossy perceptual coding methods have been developed for audio, images and video.

Human perceptual models are investigated to help design compression methods which can produce high quality but low data rate digital contents. It is realized that (i) natural sounds / images contain large amounts of redundant information, (ii) human perception is not equally sensitive to all information present in audio and visual signals. Consequently, human perceptual models are often analytically and experimentally devised to understand where and by how much content can be compressed such that the changes remain imperceptible.

Fidelity and quality are frequently used to evaluate multimedia content. Fidelity refers to the similarity of content before and after processing. High fidelity indicates that there is little or no perceptual differences (distortions) between the original content and the processed one. Conversely, a low fidelity copy is quite distinguishable from the original content. Fidelity can only be characterised when the original and the processed copy are available for comparison. In contrast, quality is an absolute measure of a digital content, and no comparison with other content is needed. For example, the quality of an image or audio clip is simply measured by how good it looks or sounds which depends on various parameters such as sampling frequency, resolution, compression rate, etc.

The difference between fidelity and quality needs to be clarified: a high fidelity (or even identical) copy could be of low quality simply because of the low quality original
2.7. Importance of Perceptual Models

Work. On the other hand, it is also possible to have high quality but low fidelity. An image may be retouched using software like PhotoShop to improve the quality of an image but it may have low fidelity if the difference between the processed and original image is significant. More discussions about the relationship between fidelity and quality can be found in [SF96]. However, in digital watermarking we are primarily interested in high fidelity rather than high quality.

Perceptual models and perceptual measurement are relevant and important to digital watermarking. Perceptual models can help to improve watermark imperceptibility by increasing fidelity. Measures of perceptual distortion allow us to assess the impact of a particular watermarking algorithm. The mean square error (MSE), defined in Equation (2.1), is one popular way to measure the differences between multimedia signals. Although it is often used, MSE can not provide reliable predictions of perceptual distortions [Gir93, WB06]. The reason is that the MSE function does not take into account human perceptual properties, unlike perceptual models.

An early and simple perceptual model is based on the observation by Ernst Weber, a 19th century experimental psychologist, that the smallest perceptible change to an image, i.e., the so called just noticeable difference (JND), is proportional to the background stimulus value. This is arguably the first and best known perceptual model, which can be simply expressed as follows:

\[
\frac{\delta x}{x} = T
\]

where \( \delta x \) is the JND, \( x \) is the initial stimulus and \( T \) is a constant value depending on various environments.

Weber's law indicates that human eyes are more sensitive to the noise added to a dark image (with low pixel values) than the noise added to a bright image (with high pixel values). This is demonstrated by the examples in Figures 2.5 and 2.6. Figure 2.5(a) is a generally bright image, named "river", and Figure 2.5(b) is its distorted version. The MSE between this pair of images is 30. The original image of "buildings", 
shown in Figure 2.6(a), is much darker compared with the original "river". Figure 2.6(b) is a distorted "buildings" image. The MSE between the pair of "buildings" images is also 30. Although the MSE measurements are identical, the distortion between the pair of dark "buildings" images is perceptually much higher than the distortion between the pair of bright "river" images.

### 2.8 Structural Similarity (SSIM) Model

Mean square error (MSE) and peak signal-to-noise ratio (PSNR) are widely used to evaluate distortion or fidelity between images. This is because they are easy to understand and simple to calculate. Nevertheless, as discussed in previous section, they do not match well with human perception. Many efforts have been taken to develop perceptual models based on known characteristics of human visual system (HVS).

Wang et al. [WBSS04] proposed a model to perceptually and quantitatively assess differences between images. This structural similarity model, SSIM as it is called, is based on the hypothesis that the HVS is highly adapted for extracting structural information.

Given two image signals $x$ and $y$ ($y$ could be a distorted, compressed, reconstructed or watermarked version of $x$), the similarity between them can be measured by the SSIM model, which serves as a quantitative metric for perceptual differences between images. Figure 2.7 shows the system diagram for this structural similarity (SSIM) measurement model.

The SSIM system computes a similarity measurement by doing three comparisons: *luminance, contrast* and *structure*. Note that a *local window* is needed to compute parameters for *local* luminance and contrast because luminance and contrast vary according to local features of an image. The structural information of an image, defined in [WBSS04], is the attributes representing the structure of objects but being independent of the average luminance and contrast.

The similarity measurement functions, denoted as $SSIM(x, y)$, is required to satisfy the following properties:
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(a) The original “river” image

(b) The distorted “river” image

Figure 2.5: A bright “river” image and its distorted version with MSE=30
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(a) The original “buildings” image

(b) The distorted “buildings” image

Figure 2.6: A dark image “buildings” and its distorted version with MSE=30
Figure 2.7: Structural similarity (SSIM) measurement system, taken from [WBSS04].

(1) Symmetry: \( SSIM(x, y) = SSIM(y, x) \);
(2) Boundeness: \( SSIM(x, y) \leq 1 \);
(3) Unique maximum: \( SSIM(x, y) = 1 \); if and only if \( x = y \), which means signal \( x \) and \( y \) are identical.

These constraints need to be considered when constructing a \( SSIM(x, y) \) function. Based on the diagram shown in Figure 2.7, the \( SSIM(x, y) \) is given by:

\[
SSIM(x, y) = f(lum(x, y), con(x, y), str(x, y))
\] (2.7)

The overall similarity measurement function, \( SSIM(\cdot) \), is a combination of \( lum(x, y), con(x, y) \) and \( str(x, y) \), which are functions of \textit{luminance comparison}, \textit{contrast comparison} and \textit{structure comparison}, respectively. Details of these three functions are discussed as follows:

**Luminance comparison function**

Given \( N \) samples of an image signal, \( x_i, i = 1, 2, ..., N \), the average of luminance intensity, \( \mu_x \), is calculated as:

\[
\mu_x = \frac{1}{N} \sum_{i=1}^{N} x_i
\] (2.8)

For another image \( y \), the average \( \mu_y \) is also calculated. The \( lum(x, y) \) is then a function of \( \mu_x \) and \( \mu_y \), given by:
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\[ l_{um}(x, y) = \frac{2\mu_x\mu_y + C_1}{\mu_x^2 + \mu_y^2 + C_1} \]  \hspace{1cm} (2.9)

where \( C_1 \) is a constant which is used to avoid instability when \( \mu_x^2 + \mu_y^2 \) tend to zero.

In [WBSS04], authors specifically suggest it to be:

\[ C_1 = (K_1L)^2 \]  \hspace{1cm} (2.10)

where \( K_1 \ll 1 \) is a small constant number and \( L \) is the dynamic range of the pixel values, for example, \( L = 255 \) for 8-bit-per-pixel grayscale images. Note that equation (2.9) satisfies the three properties mentioned above: symmetry, boundeness and unique maximum.

**Contrast comparison function**

In order to compare contrast comparison metric, the average intensity of the signal needs to be removed. For a discrete signal, the resulting signal \( x' \) corresponding to \( x \) is given by \( x' = x - \mu_x \), it consequently has the feature that \( \sum_{i=1}^{N} x_i' = 0 \). The standard deviation of \( x \) is used as an estimate of the signal contrast, which is given by:

\[ \sigma_x = \left( \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu_x)^2 \right)^{\frac{1}{2}} \]  \hspace{1cm} (2.11)

The contrast comparison \( con(x, y) \) is then a function of \( \sigma_x \) and \( \sigma_y \), formulated as:

\[ con(x, y) = \frac{2\sigma_x\sigma_y + C_2}{\sigma_x^2 + \sigma_y^2 + C_2} \]  \hspace{1cm} (2.12)

where \( C_2 = (K_2L)^2 \) and \( K_2 \ll 1 \). This function again satisfies the three properties mentioned earlier in this section. The change of contrast of the two signals is defined as \( \delta \sigma = \sigma_y - \sigma_x \). Note that given the same amount of \( \delta \sigma \), the value of the function \( con(x, y) \) is smaller for higher contrast \( \sigma_x \) than for lower \( \sigma_x \). This is consistent with the contrast masking feature of human visual system (HVS) which indicates that changes to highly textured areas of an image are less perceptually noticeable than in plain area.
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**Structural comparison function**

The two image signals to be compared need to be normalized by their own corresponding standard deviation, so that they have unit standard deviation. Structure comparison is computed after luminance subtraction and variance normalization. Specifically, the structure comparison function $str(x, y)$ is calculated with normalized signals $(x - \mu_x)/\sigma_x$ and $(y - \mu_y)/\sigma_y$. The structural similarity is then the correlation (inner product) between those two normalized signals. Note that the inner product between $(x - \mu_x)/\sigma_x$ and $(y - \mu_y)/\sigma_y$ is equivalent to the correlation between $x$ and $y$. The structural comparison function is then given by:

$$str(x, y) = \frac{\mu_{xy} + C_3}{\mu_x \mu_y + C_3}$$  \hspace{1cm} (2.13)

where $C_3$ is a small constant and $\mu_{xy}$ is defined as:

$$\mu_{xy} = \frac{1}{N - 1} \sum_{i=1}^{N} (x_i - \mu_x)(y_i - \mu_y)$$  \hspace{1cm} (2.14)

**SSIM function**

SSIM is finally formed as a combination of the three comparisons shown in Equations (2.9), (2.12) and (2.13).

$$SSIM(x, y) = [lum(x, y)]^\alpha[con(x, y)]^\beta[str(x, y)]^\gamma$$  \hspace{1cm} (2.15)

where $\alpha > 0, \beta > 0$ and $\gamma > 0$, and these three sub-functions are taken to adjust the relative importance between one another. It is easily seen that $SSIM(x, y)$ function satisfies the three desired properties mentioned earlier in this section.

In order to obtain a simplified version of SSIM, the parameters can be set as $\alpha = \beta = \gamma = 1$ and $C_3 = C_2/2$. This results in a specific formulation of SSIM, given by

$$SSIM(x, y) = \frac{(2\mu_x \mu_y + C_1)(2\mu_{xy} + C_2)}{(\mu_x^2 + \mu_y^2 + C_1)(\mu_x^2 + \mu_y^2 + C_2)}$$  \hspace{1cm} (2.16)
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Voloshynovskiy et al. [VHB99] proposed another perceptual model for digital image watermarking. It can be used in transform domains like Fourier, DCT or Wavelet domains as a perceptual modulation function.

The fundamental idea relies on an appropriate stochastic modeling of the original host signal. Once the stochastic models of the host signal and the watermarked signal are determined, capacity of the image to watermarking can be estimated and the detection problem can be formulated based on a Bayesian framework.

For further discussions, the watermarking problem is modeled as \( y = x + w \), where \( x \) is the host signal, \( y \) is the generated watermarked signal and \( w \) is the watermark.

Noise visibility function (Texture masking function)

As noted earlier, modifications to an image are more perceptible in plain areas than in highly textured areas. Based on this fact, the texture masking function is related to the noise visibility function (NVF) in [VHB99], which is formulated as:

\[
NVF = \frac{w\sigma^2_w}{w\sigma^2_w + \sigma^2_x},
\]

where \( \sigma_x \) and \( \sigma_w \) are the standard deviation of \( x \) and \( w \), respectively. The weighting, \( w \), is used to determine the particularities of the perceptual model, and is discussed later in this section. The NVF is an output of the perceptual model which indicates how a noise is perceived, It can also indicate the level of image smoothing.

For instance, in plain regions, samples of host signal tend to be uniform so that \( \sigma^2_x \to 0 \), which consequently results in \( NVF \to 1 \). In contrast, in highly textured regions, \( \sigma^2_x \gg \sigma^2_w \), thus \( NVF \to 0 \), where it is considerably insensitive to the noise added. Two particular cases of NVF will be discussed next.

NVF based on non-stationary Gaussian model

This model assumes the host signal, e.g., an image, is randomly distributed with non-stationary mean. That is, a host signal is assumed to be a locally i.i.d.. In this case,
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the NVF function is computed by using the non-stationary variance according to the quadratic energy function. This is shown as follows:

\[ NVF(i, j) = \frac{1}{1 + \sigma_x^2(i, j)}, \]  
(2.18)

Where \( \sigma_x \) is the local standard deviation of the partial image centered on the pixel with coordinates (i,j). Thus, the NVF is roughly inversely proportional to the local image energy, defined by the variance. Assuming the image is a locally i.i.d. Gaussian, the estimation of the local image variance is formulated as:

\[ \sigma_x^2(i, j) = \frac{1}{(2L + 1)^2} \sum_{k=-L}^{L} \sum_{l=-L}^{L} (x(i + k, j + l) - \bar{x}(i, j))^2 \]  
(2.19)

where the window size is \((2L + 1) \times (2L + 1)\) and the average \( \bar{x} \) is computed as:

\[ \bar{x}(i, j) = \frac{1}{(2L + 1)} \sum_{k=-L}^{L} \sum_{l=-L}^{L} x(i + k, j + l). \]  
(2.20)

**NVF based on stationary Generalized Gaussian model**

In contrast to the non-stationary Gaussian model, the stationary generalized Gaussian (GG) model assumes the host signal to be globally i.i.d.. In this case, the NVF is formulated as:

\[ NVF(i, j) = \frac{\omega(i, j)}{\omega(i, j) + \sigma_x^2}, \]  
(2.21)

where

\[ \omega(i, j) = \frac{1}{\|r(i, j)\|^{2-\gamma}}, \]

\[ r(i, j) = \frac{x(i, j) - \bar{x}(i, j)}{\sigma_x}, \]

\[ \eta(\gamma) = \sqrt{\frac{\Gamma(3/\gamma)}{\Gamma(1/\gamma)}}, \] and \( \Gamma(t) = \int_0^\infty e^{-u}u^{t-1}du \). The parameter \( \gamma \) is the shape parameter, which is in the range of \( 0.3 \leq \gamma \leq 1 \) for most real images.

Using this perceptual model to determine the noise visual function (NVF), a con-
tent adaptive watermarking scheme is formulated as:

\[ y = x + (1 - NVF) \cdot w_m \cdot \alpha \]

where \( w_m \) is the watermarking message mark and \( \alpha \) is the embedding strength.

The proposed watermarking scheme based on this perceptual model embeds the watermark more strongly in highly textured regions than in plain areas. However, this model does not consider the luminance sensitivity of the human visual system.

### 2.10 Watson’s Perceptual Model

Any perceptual model of the human visual system (HVS) has to account for a variety of perceptual phenomena, including luminance masking, contrast masking and sensitivity, all of which are discussed shortly. In psychophysical studies, the level of distortion that can be perceived in just over 50% of experimental trials is often referred to as a just noticeable difference, or JND. This difference is considered the minimum that is generally perceptible and JNDs are sometimes employed as a unit for measuring the distance between two images.

Watson’s model estimates the perceptibility of changes in individual terms of an image’s block DCT\(^1\). It uses the block DCT transform, which proceeds by first dividing the image into disjoint \( 8 \times 8 \) blocks of pixels. Each of these blocks is then transformed into the DCT domain, resulting in the block DCT coefficients of the transformed image, \( C \). We denote one term of the \( k - th \) block by \( C[i, j, k], 0 \leq i, j \leq 7 \). \( C[0, 0, k] \) is the DC term, i.e. the mean pixel intensity in the block.

Watson’s model consists of a sensitivity function, two masking components based on luminance and contrast masking, and a pooling component.

**Sensitivity**

The model defines a frequency sensitivity table, \( t \). For each DCT coefficient, \( (i,j) \), each table entry, \( t[i, j] \), is approximately the smallest magnitude of discernible change

---

\(^1\)Note that we are not referring to quantized JPEG coefficients.
in the absence of any masking noise. The resulting frequency sensitivity table is shown in Table 2.1. Note that it is a table of constant values.

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.40</td>
<td>1.01</td>
<td>1.16</td>
<td>1.66</td>
<td>2.40</td>
<td>3.43</td>
</tr>
<tr>
<td>1.01</td>
<td>1.45</td>
<td>1.32</td>
<td>1.52</td>
<td>2.00</td>
<td>2.71</td>
</tr>
<tr>
<td>1.16</td>
<td>1.32</td>
<td>2.24</td>
<td>2.59</td>
<td>2.98</td>
<td>3.64</td>
</tr>
<tr>
<td>1.66</td>
<td>1.52</td>
<td>2.59</td>
<td>3.77</td>
<td>4.55</td>
<td>5.30</td>
</tr>
<tr>
<td>2.40</td>
<td>2.00</td>
<td>2.98</td>
<td>4.55</td>
<td>6.15</td>
<td>7.46</td>
</tr>
<tr>
<td>3.43</td>
<td>2.71</td>
<td>6.34</td>
<td>5.30</td>
<td>7.46</td>
<td>9.62</td>
</tr>
<tr>
<td>4.79</td>
<td>3.67</td>
<td>4.60</td>
<td>6.28</td>
<td>8.71</td>
<td>11.58</td>
</tr>
<tr>
<td>6.56</td>
<td>4.93</td>
<td>5.88</td>
<td>7.60</td>
<td>10.17</td>
<td>13.51</td>
</tr>
</tbody>
</table>

Table 2.1: DCT frequency sensitivity table.

Luminance Masking

Luminance adaptation refers to the fact that a DCT coefficient can be changed by a larger amount before becoming perceptible, if the average intensity of the $8 \times 8$ block is brighter. The luminance-masked threshold, $t_L[i, j, k]$, is given by

$$t_L[i, j, k] = t[i, j](C_o[0, 0, k]/C_{0,0})^{\alpha_T}$$

(2.22)

where $\alpha_T$ is a constant with a suggested value of 0.649, $C_o[0, 0, k]$ is the DC coefficient of the $k$th block in the original image, and $C_{0,0}$ is the average intensity of the image. Alternatively, $C_{0,0}$ may be set to a constant value representing the expected intensity of images.

Contrast Masking

Contrast masking, i.e., the reduction in visibility of a change in one frequency due to the energy present in that frequency, results in a masking threshold, $S[i, j, k]$, given by

$$S[i, j, k] = \max (t_L[i, j, k], |C_o[i, j, k]|^{0.7}t_L[i, j, k]^{0.3})$$

(2.23)
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The final threshold, $S[i, j, k]$, estimates the amounts by which individual terms of the block DCT may be changed before resulting in one JND. We refer to these thresholds as slack.

**Watson Distance**

Given the original content, $c_o$, its transform domain coefficients are denoted by $C_o$, and $C_w$ denotes the watermarked transform coefficients. The Watson Distance between the original and watermarked image is then given by:

$$D_{wat}(c_o, c_w) = \left\{ \sum_{i,j,k} \left( \frac{C_w[i, j, k] - C_o[i, j, k]}{S[i, j, k]} \right)^4 \right\}^{\frac{1}{4}} \tag{2.24}$$

As an aside, we note that the JPEG standard provides an example set of image-independent quantization matrices, which, while not part of the standard, have been very widely adopted. The JPEG standard requires that the quantization matrix be part of the compressed file. Watson's model can be used to determine an image-dependent quantization matrix that can significantly improve the performance of JPEG. The interested reader is directed to [Wat93b] for further information.

To get better compression methods for images, people need to find optimal balance point between higher compression rate and lower perceptual artifact. Similarly, to obtain better digital watermarking methods, it is required to develop more elaborate compromise between robustness and fidelity of watermarked images. For both demands, it is very important and desirable to investigate visual perceptual models. The Watson's model introduced in this section is used later to design watermarking schemes.
Chapter 3

Quantization Index Modulation

Quantization index modulation (QIM), first proposed by Chen and Wornell [BG99b], provides a computationally efficient method for implementing codes based on Costa’s work [Cos83]. QIM uses a structured lattice code to provide a computational efficient watermarking algorithm with high data capacity. Chen and Wornel introduce a class of watermarking methods called quantization index modulation (QIM) [BG99a,BG99b,CW00,BG01b,BG01a]. This class of techniques embed the watermark in a host signal through quantization; a different quantization vector is used to embed a different watermark message. This chapter describes in detail QIM and its variants such as dither modulation (DM), distortion-compensated QIM (DC-QIM), spread transform dither modulation (STDM). Some limitations of QIM and previous works addressing these issues are also discussed in the later part of this chapter.

3.1 Basics of Quantization Index Modulation

The basic function that QIM uses is a quantizer. It maps a value to the nearest point belonging to a class of pre-defined discontinuous points. The standard quantization operation with step size $\Delta$ is defined as

$$Q(x, \Delta) = \Delta \text{round} \left( \frac{x}{\Delta} \right)$$

(3.1)

where $x$ is a signal sample, $\Delta$ is the quantization step size, and the function $\text{round}(\cdot)$ denotes rounding a value to the nearest integer.
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Basic quantization index modulation uses two quantizers, $Q_0$ and $Q_1$. They can be used to quantize the host signal to two sets of disjoint points, one set represents bit ‘0’ while the other represents bit ‘1’. When a watermarking message is being embedded, $Q_0$ or $Q_1$ is chosen according to the message bit to quantize $x$ into the nearest quantization point. For example, $Q_0$ and $Q_1$ may be chosen such that $Q_0$ quantizes to even integers and $Q_1$ quantizes to odd integers. This scheme is illustrated in Figure 3.1, in which the set of circles, $\circ$, indicate lattice points for quantizer $Q_0$ which represents bit ‘0’ and the set of crossings, $\times$, indicate lattice points for the quantizer $Q_1$ which represents bit ‘1’.

![Figure 3.1: Basic quantization index modulation](image.png)

If we wish to embed a ‘0’-bit, then $Q_0$ is chosen, otherwise $Q_1$ is used. Given a particular binary bit $b$ from a message $m$ ($b \in m = \{0, 1\}$), the watermarked signal $y$ is given by:

$$y = Q_b(x, \Delta_b)$$  \hspace{1cm} (3.2)

Normally, these two quantizers $Q_0$ and $Q_1$ share an equal step size. Assuming that $\Delta_0 = \Delta_1 = \Delta$, and one quantizer can be obtained by simply shifting the other one by $\Delta/2$. In this case, the basic QIM method can also be formulated with one quantization function as follows:

$$y = Q(x, m, \Delta) = \Delta round \left( \frac{x}{\Delta} - \frac{m}{2} \right) + \frac{m}{2} \Delta$$  \hspace{1cm} (3.3)

where $x$ is the host signal vector, $m$ is the message vector, $\Delta$ is quantization step size and $y$ is the watermarked signal vector. Note that the codebook of dither modulation is entirely defined by the step size $\Delta$ (and possibly a shift). This significantly reduces the
amount of memory needed to store the infinity of codewords used here.

### 3.1.1 Minimum distance between codewords

The minimum distance, $d_{min}$, is the minimum distance between any two generated codewords. In the case of QIM, given the conditions described in Equation (3.3) and Figure 3.1, the minimum distance is:

$$d_{min} = \frac{1}{2} \Delta$$  \hspace{1cm} (3.4)

This minimum distance, $d_{min}$, plays an important role as it effectively determines the robustness of the coding to noise. The minimum distance $d_{min}$ also indicates how much perturbation can be tolerated by the system. For example, intuitively, a perturbation of over half $d_{min}$, i.e. $1/4\Delta$ for basic QIM, added to watermarked signal may cause a detection error.

### 3.1.2 Embedding-induced distortion

Embedding-induced distortion refers to the distortion introduced to the original host signal by the watermarking embedding process, that is, the difference between the original signal and the watermarked signal. We can measure the embedding-induced distortion, denoted as $D_e$, by the expectation of the mean square error between the host signal and the watermarked signal. This measurement for QIM is:

$$D_e = E(MSE_e)$$

$$= E \left( (Q(x, m, \Delta) - x)^2 \right)$$

$$= E \left( \frac{1}{L} \sum_{i=1}^{L} (y_i - x_i)^2 \right)$$  \hspace{1cm} (3.5)

where $L$ is the length of the signal vector $x$, $m$ and $y$, that is, the total number of signal samples to be measured. $x_i$ and $y_i$ is a sample of original signal and watermarked signal, respectively.
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If we define the difference between the watermarked signal \( y \) and the original signal \( x \) as watermark: \( w = y - x \), the document-to-watermark ratio is defined by:

\[
DWR = 10 \log_{10} \left( \frac{\sigma_x^2}{\sigma_w^2} \right)
\]  

(3.7)

where \( \sigma_x^2 \) and \( \sigma_w^2 \) are the variance of \( x \) and \( w \), respectively. In the high Document-to-Watermark ratio regime of primary interest for high-fidelity watermarking applications, we can assume that the quantization cells are sufficiently small that the host signal can be modeled as uniformly distributed within each cell. We also assume that the message to be embedded is independent of the host signal.

In this case, the embedding-induced distortion is:

\[
D_e = E \left( (Q(x, m, \Delta) - x)^2 \right)
\]

\[
= \frac{1}{\Delta} \int_{-\Delta/2}^{\Delta/2} x^2 \, dx
\]

\[
= \frac{1}{12} \Delta^2
\]

(3.8)

Thus the embedding-induced distortion for standard QIM is \( \frac{1}{12} \Delta^2 \), which is only a function of quantization step size.

3.1.3 QIM detector: hard and soft decision

For a QIM detector, the received signal, \( r \), is obtained after the watermarked signal, \( y \), undergoes distortion. This distortion is modeled as a random noise process, although many distortions are not random. The received signal is therefore given by \( r = y + v = x + w + v \), where \( v \) is an unknown noise source. For a blind detector, the QIM detector has no knowledge of \( y \) or \( x \), but assumes that \( r \) and \( y \) are in the same quantization bin (detection region), otherwise a detection error may occur. Based on this assumption, the QIM detector works as a minimum-distance decoder: First, \( r \) is used to reconstruct two possible watermarked output points to represent bit '0' and bit '1' respectively, which is equivalent to embedding '0' and '1' into \( r \) in the same way as the the QIM embedder does. The estimated message bit, \( \hat{b} \), is then detected by judging which of
these two reconstructed points has the minimum Euclidean distance to the received signal \( r \). It is formulated as:

\[
\hat{b} = \text{argmin}_{b \in \{0, 1\}} (r - Q(r, b, \Delta))^2
\]  

(3.9)

The above description embedded one bit in each sample. In practice, we usually spread one message bit into a sequence of \( N \) samples. One way to achieve this is to use a rate \( 1/N \) repetition encoding, i.e., simply embed the same message bit in \( N \) samples. Detection can still be performed on a one bit per sample basis followed by a majority vote taken over the \( N \) samples to decide which message bit was embedded. We refer to this as hard decision detection, and is given by:

\[
\hat{m}_n = \left\lceil \frac{2}{N+1} \sum_{h=(n-1)N+1}^{nN} \text{argmin}_{b \in \{0, 1\}} (r_h - Q(r_h, b, \Delta))^2 \right\rceil,
\]  

(3.10)

\( n = 1, 2, \ldots, L/N \), \( \lceil \cdot \rceil \) is the floor function

where \( L \) is the length of the vector, \( r_h \) is the \( h \)-th element of the vector \( r \) and \( \hat{m}_n \) is \( n \)-th message bit.

An alternative detection strategy is to accumulate the two Euclidean distances for \( N \) samples and then determine the detected message bit, i.e.,

\[
\hat{m}_n = \text{argmin}_{b \in \{0, 1\}} \sum_{h=(n-1)N+1}^{nN} (r_h - Q(r_h, b, \Delta))^2,
\]  

(3.11)

\( n = 1, 2, \ldots, L/N \).

The code rate is also \( 1/N \) but this soft decision decoding usually outperforms hard decision decoding.

### 3.2 Dither Modulation

*Dither Modulation* [BG99a] is one implementation of QIM, in which a dither signal is used. Dither quantization is a modified quantization process sometimes used to control the effect of quantization noise. A dither signal is added to the original host signal,
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prior to quantization. This dither signal is usually a pseudo-random signal. After quantization, the signal is commonly transmitted to one or more receivers that then attempt to reconstruct the signal. Schuchman [Sch64] showed that if a well-chosen dither signal is added to the input signal prior to quantization, the quantization error will be independent of the input host signal (generally original images, audio and video for watermarking systems). Note that dither modulation has no impact on the average distortion which remains equal to $\Delta^2/12$.

The purpose of dither modulation in QIM [RM96, NP84] is threefold. First, it is well recognized that a pseudo-random dither signal can reduce quantization artifacts to produce a perceptually superior quantized signal. Second, dither ensures that the quantization noise is independent of the host signal, $x$. The output values of $y$ are now uniformly distributed along the real axis. Third, the pseudo-random dither signal can be considered to act as a key which is only known to the watermark embedder and detector, thereby improving the security of the system. Without access to the key, the detector is unable to re-generate the dither signal and can not extract the hidden message.

The host signal sample $x_n$ is quantized with the resulting dithered quantizer to form the watermarked signal sample $y_n$. The embedding function embeds message bit $m_n$ by:

$$y_n(x_n, m_n) = Q(x_n + d(n, m_n), \Delta) - d(n, m_n).$$  \hspace{1cm} (3.12)

where

$$d[n, 1] = \begin{cases} 
  d[n, 0] + \Delta/2, & d[n, 0] < 0. \\
  d[n, 0] - \Delta/2, & d[n, 0] > 0. 
\end{cases} \hspace{1cm} (3.13)$$

and $d(n, 0)$ is a pseudo-random signal usually chosen with a uniform distribution over $[-\Delta/2, \Delta/2]$ and $L$ is the total number of signal samples.
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3.2.1 DM detector

During detection, the detector calculates two signals, \( s(n, 0) \) and \( s(n, 1) \) by embedding ‘0’ and ‘1’ into the received signal \( r \) separately, in the same manner as Equation (3.12).

\[
\begin{align*}
    s(n, 0) &= Q(r_n + d[n, 0], \Delta) - d[n, 0]; \\
    s(n, 1) &= Q(r_n + d[n, 1], \Delta) - d[n, 1].
\end{align*}
\]  

(3.14)

The detected message bit is then determined by judging which of these two signals has the minimum Euclidean distance to the received signal \( r \)

\[
\hat{m}_n = \underset{b \in \{0, 1\}}{\text{argmin}} (r_n - s(n, b))^2
\]

(3.15)

The above description embedded one bit in each sample. Again, if we would spread one message bit into a sequence of \( N \) samples, a rate 1/\( N \) repetition encoding can be exploited, i.e. simply embed the same message bit in \( N \) samples. Similar with discussions in Section 3.1.3, we have two options to do detection: hard or soft decision. The hard decision detector is given by:

\[
\hat{m}_n = \left\lfloor \frac{2}{N+1} \sum_{h=(n-1)N+1}^{nN} \underset{b \in \{0, 1\}}{\text{argmin}} (r_h - s(h, b))^2 \right\rfloor,
\]

\[
\hat{m}_n = \left\lfloor \frac{2}{N+1} \sum_{h=(n-1)N+1}^{nN} \underset{b \in \{0, 1\}}{\text{argmin}} (r_h - s(h, b))^2 \right\rfloor, \quad n = 1, 2, \ldots, L/N,
\]

(3.16)

Alternatively, with the same code rate, the soft decision detector is:

\[
\hat{m}_n = \underset{b \in \{0, 1\}}{\text{argmin}} \sum_{h=(n-1)N+1}^{nN} (r_h - s(h, b))^2,
\]

\[
\hat{m}_n = \underset{b \in \{0, 1\}}{\text{argmin}} \sum_{h=(n-1)N+1}^{nN} (r_h - s(h, b))^2, \quad n = 1, 2, \ldots, L/N.
\]

(3.17)

The code rate is also 1/\( N \) but this soft decision decoding [BG01b] usually outperforms hard decision decoding.
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In [BG01a] Chen et al. introduced distortion compensated QIM (DC-QIM), which can find optimal balance point between robustness and capacity under a certain additive white Gaussian noise (AWGN). Furthermore, the distortion compensated version can also be exploited to DM, yielding distortion compensated dither modulation (DC-DM).

For distortion compensated QIM, the watermarked signal is obtained by adding back part of the quantization error, controlled by distortion compensation parameter $\alpha$, to the quantized host signal. According to Chen’s paper [BG01a], The embedding equation for DC-QIM is:

$$ y = Q(x, m, \Delta/\alpha) + (1 - \alpha) (x - Q(x, m, \Delta/\alpha)) \quad (3.18) $$

It can be reformed as:

$$ y = x + \alpha (Q(x, m, \Delta/\alpha) - x) \quad (3.19) $$
$$ = \alpha Q(x, m, \Delta/\alpha) + (1 - \alpha)x \quad (3.20) $$

Since

$$ Q(x, m, \Delta/\alpha) = \frac{1}{\alpha} Q(\alpha x, m, \Delta) \quad (3.21) $$

Then

$$ y = Q(\alpha x, m, \Delta) + (1 - \alpha)x \quad (3.22) $$

Consequently, the expected embedding induced square error is:

$$ D_e = E \left( (y - x)^2 \right) $$
$$ = E \left( \alpha^2 (Q(x, m, \Delta/\alpha) - x)^2 \right) $$
$$ = \alpha^2 E \left( Q(x, m, \Delta/\alpha) - x \right)^2 $$
$$ = \alpha^2 \frac{1}{12} \frac{\Delta^2}{\alpha^2} $$
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\[ = \frac{1}{12} \Delta^2 \]  

(3.23)

Thus, the expectation of embedding-induced square error distortion, \( D_e \), for DC-QIM is same with QIM discussed in Section 3.1.2. In fact, as shown in the second term of Equation (3.18), i.e., \((1 - \alpha) (x - Q(x, m, \Delta/\alpha))\), a fraction of \((1 - \alpha)\) of the quantization error is added back in order to maintain the same embedding-induced distortion. The distortion compensated factor \( \alpha \) controls the compensation for the distortion.

Although DC-QIM maintains the same embedding-induced distortion. It does have an impact on the minimum distance between constructed code words. We can see from Section 3.1.1 that the minimum distance is a function of step size used for the quantization. For DC-QIM the step size is influenced by the distortion compensated factor \( \alpha \), which is inversely proportional to the minimum distance. Thus decreasing \( \alpha \) leads to greater minimum distance, but still maintains the same embedding-induced distortion by adding back the distortion-compensated interference. If we consider the quantization power of quantization as signal power and both the distortion compensation part and channel noise as interference, then the signal-to-noise ratio can be written as:

\[
SNR = \frac{D_e}{(1 - \alpha)^2 D_e + \sigma_v^2}
\]

(3.24)

where \( \sigma_v^2 \) is the variance of the noise in the channel.

To maximize the SNR, the optimal parameter \( \alpha \) should be:

\[
\alpha_{opt} = \frac{D_e}{D_e + \sigma_v^2} = \frac{DNR}{DNR + 1}
\]

(3.25)

where DNR is the embedding-induced distortion-to-noise ratio which is defined
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as:

\[ DNR = \frac{D_e}{\sigma_e^2} \]  \hspace{1cm} (3.26)

3.3.1 DC-QIM detector

For DC-QIM, given a received signal \( r \), bit '0' and '1' are embedded into \( r \) (in the same way as the DC-QIM embedder in Equation (3.18)), to obtain signals \( s_0 \) and \( s_1 \). The estimated message bit is then determined by:

\[ \hat{m} = \underset{b \in \{0,1\}}{\text{argmin}} (r - s_b)^2 \]  \hspace{1cm} (3.27)

Once again, we could embed one message bit into a sequence of \( N \) samples, a rate \( 1/N \) repetition encoding can be exploited. Similar to discussions in section 3.1.3, there are two options to do detection: hard or soft decision. The hard decision detector is given by:

\[ \hat{m}_n = \left\lfloor \frac{2}{N+1} \sum_{h=(n-1)N+1}^{nN} \underset{b \in \{0,1\}}{\text{argmin}} (r_h - s_b(h))^2 \right\rfloor, \]

\[ n = 1, 2, \ldots, L/N, \]

where \( L \) is the length of the signal vector and \( \lfloor \cdot \rfloor \) is the floor function.

Alternatively, with the same code rate, the soft decision detector is:

\[ \hat{m}_n = \underset{b \in \{0,1\}}{\text{argmin}} \sum_{h=(n-1)N+1}^{nN} (r_h - s_b(h))^2, \]

\[ n = 1, 2, \ldots, L/N. \]  \hspace{1cm} (3.29)

In order to ensure the optimality of the system using \( \alpha_{\text{opt}} \) discussed earlier in this section, the detector must also have knowledge of \( \alpha_{\text{opt}} \) used in the embedder.

Eggers also proposed a quantization based watermarking scheme called Scalar Costa Scheme (SCS) [EBTG03] SCS is a distortion compensated quantization taking advantage of dither signal, which is actually very similar to distortion compensated
dither modulation (DC-DM).

### 3.3.2 DC-QIM experimental results

To examine the performance of DC-QIM, we performed experiments to study the robustness against additive white Gaussian noise. For the experiments, we took a database of 1,000 images from the Corel database with dimension of $768 \times 512$. Thus, there are $6,144 \times 8 \times 8$ blocks for each of the image. A binary message of length 12,288 bits is embedded into each image, which is equivalent to embedding 2 bits per block. We extracted 62 DCT coefficients from each $8 \times 8$ block, ignoring the DC and highest frequency coefficients. The entire sequence of $62 \times 6144$ coefficients were then pseudo randomized and each bit of the message was embedded in 31 random coefficients. This means that $N = 31$ in Equations (3.28) and (3.29).

We fixed embedding step size to be 3. Consequently, the expected embedding-induced distortion is $D_e = \Delta^2 / 12 = 0.75$, independent of compensation parameter $\alpha$ according to Equation (3.23).

Under the experimental conditions described above, we set $\alpha$ to a variety of values, and observed that the embedding-induced distortion remains the same. In practice, the $DWR$ was measured at $35dB$ and the measured $D_e = 0.79$, which is slightly higher than the theoretical value $D_e = 0.75$. This is due to the fact that our experiments are performed in the DCT domain. To be transferred back to pixel domain, the DCT coefficients of quantization outputs undergo Inverse DCT and then need to be rounded to integer pixel values. These truncation errors cause the difference between theoretical and practical value of $D_e$.

The purpose of the experiment was to verify that the optimal compensation factor actually performs best in terms of received bit-error-rate (BER). The distortion compensation factor $\alpha$ was calculated assuming additive white Gaussian noise with a standard deviation of 1.0. In this case, assuming $y$ is the watermarked signal output from embedder, as in Equation (3.18), the detector received the signal $r = y + v$, where $v$ is normal distributed noise with standard deviation $\sigma_v = 1.0$. Under this condition, the
optimal $\alpha$, denoted $\alpha_{\text{opt}}|\sigma_v=1.0$, can be calculated using Equation (3.25) to give:

$$
\alpha_{\text{opt}}|\sigma_v=1.0 = \frac{D_e}{D_e + \sigma_v^2}
= \frac{0.79}{0.79 + 1}
= 0.443
$$

(3.30)

We can also calculate the optimal compensation factor for additive white Gaussian noise with the standard deviation of 1.3, $\alpha_{\text{opt}}|\sigma_v=1.3$.

$$
\alpha_{\text{opt}}|\sigma_v=1.3 = \frac{D_e}{D_e + \sigma_v^2}
= \frac{0.79}{0.79 + 1.69}
= 0.32
$$

(3.31)

Experiments of robustness versus additive white Gaussian noise were done using these two values of $\alpha_{\text{opt}}$ for DC-QIM. For comparison, curves of $\alpha = 0.30, 0.40$ and 0.50 are also examined. Results are shown in Figure 3.2.

Figure 3.2 shows that BER curves cross one another as a function of AWGN. It is observed that given $\sigma_v = 1.0$, the curve of $\alpha = 0.443$ has the lowest BER and given $\sigma_v = 1.3$, the curve of $\alpha = 0.32$ has the best performance.

### 3.4 Spread Transform Dither Modulation

Quantization index modulation (QIM) is a popular form of digital watermarking based on the framework of communications with side information [Cos83]. In their original paper, Chen and Wornell [BG01a] described a number of variants of the basic QIM algorithm, namely dither modulation QIM (DM), distortion-compensated QIM (DC-QIM), which can find optimal balance point between robustness and capacity under AWGN attack. Furthermore, the distortion compensated version can also be com-
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![Graph showing bit error rate (BER) as a function of standard deviation of the AWGN for various Alpha values.]

Figure 3.2: Bit error rate (BER) as a function of additive white Gaussian noise for various parameters.

Combined with DM, yielding distortion compensated dither modulation (DC-DM). Alternatively, the correlation between the host signal sequence and a reference pseudo-noise sequence is quantized [BG01a, PGBH03], leading to the spread transform dither modulation (STDM) scheme that is discussed in this section.

Figure 3.3 illustrates the basic framework for spread transform dither modulation.

STDM differs from regular QIM in that before any quantization operation, the original signal vector, $x$, is first projected onto a randomly generated vector, $u$. In Figure 3.3, the dot product between vector $x$ and vector $u$ is computed as $\tilde{x} = x \cdot u = x^T u$. Assuming $u$ is a unit vector, the vector $\tilde{x} u$ is consequently the projection vector of the vector $x$ onto the vector $u$ and the scalar $\tilde{x}$ is the length of this projection. As shown in Figure 3.3, this resulting scalar value $\tilde{x}$ is inputted into the dither quantization box. The dither quantization output $\tilde{y}$ is then used to generate the vector $\tilde{y} u$ which can be considered a replacement of the projection vector $\tilde{x} u$ in order to carry the message $m$. Note that the components of vector $x$ orthogonal to vector $u$ is $x - \tilde{x} u$ which are
Figure 3.3: Block diagram of spread transform dither modulation

added back to \( \tilde{y}u \) to obtain the watermarked signal vector \( y = x + (\tilde{y} - \tilde{x})u_0 \). The distortion to watermarked signal after embedding is model as \( v \) in Figure 3.3, and the received signal is \( r \). If the message bit to be embedded is \( m \) and the dither signal used for dither quantization is \( d \), the equation for STDM embedding is then given by:

\[
y = x + \left( Q(x^T u, m, \Delta, d) - x^T u \right) u, \quad m \in \{0, 1\}
\]

(3.32)

and the corresponding detection is:

\[
\hat{m} = \arg \min_{b \in \{0,1\}} \left( r^T u - Q(r^T u, b, \Delta, d) \right)^2
\]

(3.33)

where \( b \) is an assuming bit during detection.

### 3.5 Problems of QIM

The popularity of QIM is, in part, due to its ease of implementation, computational efficiency and amenability to theoretical analysis. Nevertheless, there are practical limitations of QIM. For example, QIM may introduces perceptually visible distortion due to the quantization step size used. Even worse, QIM is extremely sensitive to valumetric scaling and re-quantization. Valumetric scaling is a very common signal processing operation and occurs whenever the volume of an audio signal or the brightness of an
image is changed. Re-quantization is also common and occurs when any multimedia digital signal undergoes digital-to-analog conversion and subsequent analog-to-digital conversion. A major application of watermarking is to provide protection from this "analog hole". Thus, if QIM methods are to be used it is imperative that they be robust to re-quantization. Even in the absence of D-to-A and A-to-D conversion, re-quantization will occur whenever a multimedia signal undergoes lossy compression or numerical rounding.

3.5.1 Vulnerability to amplitude scaling

In theoretical discussions of watermarking systems, it is tempting to deal with only additive noise, because this form of distortion is easy to analyze. However, in reality, many, if not most, processes applied to watermarked signal are not well modeled by additive noise. In fact, many signal processings are functions of the content itself. A simple, but important, example is that of amplitude modification. That is,

\[ r = \beta y, \]  

(3.34)

where \( y \) is watermarked signal and \( \beta \) is a scaling factor. As to image and video, this simply means adjusting the brightness and contrast. For audio, represents a change in volume. Obviously, these are very commonly used processes and digital watermarking is expected to survive amplitude modification. However, as stated earlier, QIM algorithms are very sensitive to amplitude scaling.

In order to illustrate the problem we investigated the robustness of dither modulation (DM) to amplitude scaling.

We took a database of 1,000 images, each of dimension 768 \( \times \) 512. A binary message of length 12,288 bits is embedded into each image. We extract 62 DCT coefficients from each 8 \( \times \) 8 block. The entire sequence of 62 \( \times \) 6144 coefficients are then pseudo-randomized and each bit of the message is embedded in 31 random coefficients. This is equivalent to embedding two bits in each block of the image and thus we consider the embedding rate as 1/32.
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The embedding is performed using the regular DM scheme discussed in this chapter. The quantization step size is fixed to 3.0 and the corresponding $DWR$ is $35dB$ for the watermarked images. Figure 3.4 shows robustness result against amplitude scaling. It is seen that if we adjust the image to be 20% brighter or darker, the bit error rate (BER) is about 10%, and when the scaling factor is 0.5 or 1.5, BER can be as high as 30%.

![Graph showing bit error rate (BER) versus amplitude scaling for dither modulation with embedding rate of 1/32 and fixed DWR of 35dB]

Figure 3.4: Bit error rate (BER) versus amplitude scaling for dither modulation with embedding rate of 1/32 and fixed DWR of 35dB

The reason for this problem is that the quantization step size for DM (or regular QIM) is fixed and does not scale accordingly to the amplitude scaling factor. This motivated us to propose a method with adaptive step size to overcome this limitation of QIM. This method is further detailed in Chapters 4 and 5.

3.5.2 Sensitivity to re-quantization

JPEG compression is a widely used re-quantization processing. We now test the effects of JPEG compression on dither modulation. Different JPEG encoders may have differ-
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ent effects since the JPEG standard does not actually specify a compression method. However, it is described in [MDC04] that a conventional method of JPEG encoding is very common. In this method, given a user-specified JPEG quality factor, \( QF \), in the range of 0 to 100, a global quantization level, \( Q \), is computed by:

\[
Q = \begin{cases} 
\frac{50}{QF}, & \text{if } QF < 50, \\
2 - 0.02 \cdot QF, & \text{if } QF \geq 50.
\end{cases}
\] (3.35)

The global quantization level, \( Q \), is then used to multiply a quantization matrix, shown in Table 3.1, to specify the quantization values for DCT coefficients. For example, if

\[
\begin{array}{cccccccc}
16 & 11 & 10 & 16 & 24 & 40 & 51 & 61 \\
12 & 12 & 14 & 19 & 26 & 58 & 60 & 55 \\
14 & 13 & 16 & 24 & 40 & 57 & 69 & 56 \\
14 & 17 & 22 & 29 & 51 & 87 & 80 & 62 \\
18 & 22 & 37 & 56 & 68 & 109 & 103 & 77 \\
24 & 35 & 55 & 64 & 81 & 104 & 113 & 92 \\
49 & 64 & 78 & 87 & 103 & 121 & 120 & 101 \\
72 & 92 & 95 & 98 & 112 & 100 & 103 & 99
\end{array}
\]

Table 3.1: Quantization matrix for JPEG

\( QF = 90 \), then \( Q = 0.2 \), the DC term is quantized with a quantization step size of \( q = 0.2 \times 16 = 8 \) and the highest-frequency term with \( q = 0.2 \times 99 = 19.8 \).

The effects of JPEG compression can be simulated by applying quantization with the step size of \( q \) in the DCT domain. The DCT coefficients after JPEG compression are obtained by the following quantization:

\[
c_q = q \cdot \text{round}\left(\frac{c}{q}\right)
\] (3.36)

where \( c \) and \( c_q \) are the DCT coefficient before and after JPEG. After quantization, the inverse block-DCT was applied.

It is sufficient to apply this operation to test the effect of JPEG. This is preferable
to using some encoder from a third party, as they may change over time and we cannot be sure of the algorithms used.

Both QIM and DM are very sensitive to re-quantization. Figure 3.5 illustrates this point for DM. Here, robustness to JPEG compression is examined for DM in the discrete cosine transform (DCT) domain, i.e. we quantize the DCT coefficients rather than the pixel values. Similar performance was observed in the pixel domain.

For this experiment, the embedding conditions and parameters are same as for the experiment done for amplitude scaling. Testing was performed on 1000 images. If we arbitrarily consider when the BER exceeds 20%, this occurs at a JPEG quality factor of about 94%. These quality factors are extremely high and in many scenarios much better robustness may be needed.

In Chapter 4, we propose a method combining STDM with a perceptual model to address this problem.

Figure 3.5: Bit error rate (BER) as a function of JPEG quality for dither modulation with embedding rate of 1/32 and fixed DWR of 35dB
3.6 Rational Dither Modulation

Rational dither modulation (RDM) was first proposed by Perez-Gonzalez et al. [PG-BAM04] and is intended to provide valumetric invariance to QIM. Given a host signal, $x = (x_1 \ldots x_N)$ and a watermarked signal, $y = (y_1 \ldots y_N)$, then the $k$-th bit of a watermark message, $m = (m_1 \ldots m_M)$, is embedded as

$$y_k = g \left( y_{k-L}^{k-1} \right) Q_{m_k} \left( \frac{x_k}{g(y_{k-L}^{k-1})} \right)$$

(3.37)

where $y_{k-L}^{k-1}$ denotes the set of past watermarked signals, $(y_{k-L} \ldots y_{k-1})$ and the function, $g()$ maps its $L$-dimensional input vector to a real value and has the property that for any valumetric scaling factor $\beta > 0$,

$$g(\beta y) = \beta g(y)$$

(3.38)

This definition of RDM is intrinsically invariant to valumetric scaling. The function $g()$ can be chosen from a very large set of possible functions, including the $L_p$-norms, i.e.

$$g \left( y_{k-L}^{k-1} \right) = \left( \frac{1}{L} \sum_{i=1}^{L} |y_{k-i}|^p \right)^{1/p}$$

(3.39)

However, it is well-known that $L_p$-norms poorly model the human perceptual system. Thus, it is interesting to consider a function $g()$ that models properties of perception and satisfies the constraint of Equation (3.38). An obvious candidate function is the slack function of Equation (4.3) using the modified Watson model.

3.7 State-of-the-art of QIM based methods

As discussed earlier, one very serious disadvantage of QIM has been its extreme sensitivity to valumetric scaling. Even small changes in the brightness of an image, or the volume of a song, can result in dramatic increases in the bit error rate. This valumetric scaling is a very common occurrence and there has therefore been considerable work addressing this issue [EBG02, LKKM03, OKS04, Bas05, LS04, SLH04].
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Eggers et al. [EBG02] proposed to estimate the volumetric scaling by “securely embedding” SCS pilot watermark. However, the fact that all watermarked content may contain the same pilot signal may lead to a security weakness – if the pilot signal can be estimated and removed, the watermark may not be detected. At the very least, the pilot signal is likely to reduce the watermark payload. Lee et al. [LKKM03] proposed estimating the global scaling factor using an EM algorithm, which does not need a pilot watermark. However, they note that the “complexity could be impractical”. The closest work to ours is that of Oostveen et al. [OKS04] which uses a simple perceptual model based on Weber’s law. The quantization step size is a function of the average brightness of a neighborhood of pixels. This provides a simple perceptual model in which bright regions undergo larger changes than dark regions. It is obvious that if the image is scaled by a factor, $\beta$, then the quantization step size is scaled similarly.

Lagendijk et al. [SLH04,LS04] have presented several methods based on the characteristic function of the signal, and on a maximum likelihood procedure. Their algorithm requires models of both the host signal and noise. Experimental results are reported on synthetic data and real audio data. However, it is unclear how the algorithms will perform on real imagery.

Bas [Bas05] recently proposed a method using so called “floating quantizers”. The quantization, step sizes are based on the minimum and maximum of a triplet of pixels. A key advantage of this method is its robustness to non-linear volumetric scaling such as gamma correction.

QIM based approaches have practical limitations due to its extreme sensitivity to volumetric scaling and re-quantization. The preceding chapter mainly concentrated on improving the robustness to volumetric scaling, which is a very common signal processing operation and occurs whenever the volume of an audio signal or the brightness of an image is changed. Re-quantization is also common and occurs when any multimedia digital signal undergoes digital-to-analog conversion and subsequent analog-to-digital conversion. A major application of watermarking is to provide protection from this “analog hole”. Thus, if a watermarking scheme is to be used for this application it is
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imperative that it be robust to re-quantization. Even in the absence of D-to-A and A-to-D conversion, re-quantization will occur whenever a multimedia signal undergoes lossy compression or numerical rounding.

The problem of valumetric scaling has received widespread attention and a number of solutions have been proposed [PGMBA05, LC05b, LC05a, SL06]. In contrast, there has been surprisingly little research focused on the issue of re-quantization, among which JPEG compression is a typical one.

Fei et al. [FKK04] analyzed the performance of two popular classes of water-mark embedding techniques, spread spectrum watermarking and quantization-based embedding, in the presence of JPEG compression. They also proposed a hybrid watermarking scheme to exploit the theoretically predicted advantages of spread spectrum and quantization-based watermarking to achieve superior performance. In contrast, we focus on improving the fidelity and/or robustness of STDM to both re-quantization and valumetric scaling in this chapter.

Pérez-González et al. [PGCB03] examined the performance of Distortion Compensated Dither Modulation (DC-DM) against JPEG compression and proposed a new method for detection based on a weighted Euclidean distance. Experimental results demonstrated improved performance over traditional DC-DM. However, there is no comparison with STDM and it remains unclear whether this method is superior to STDM.
Chapter 4

Improving QIM methods by Using a Modified Perceptual Model

Perceptual models are very important to digital watermarking, not only because they can measure the quality and differences between multimedia signals, but also because they can help improve watermarking designs.

Each watermarking application may have its own specific requirements but the two most important and mutually conflicting requirements are usually fidelity and robustness. It is well-known that improvements in fidelity and robustness of watermarking schemes can be achieved by adapting the watermark strength to the local perceptual characteristics of the digital contents. To address the fidelity issue, in this chapter we apply Watson’s perceptual model to determine by how much each DCT coefficient can be altered. This quantity, referred to as “slack”, is then used to adaptively adjust the quantization step sizes used to quantize the DCT coefficients. This adaptive algorithm is described in Section 4.1. This algorithm provides significant improvements in fidelity, as measured by Watson distance, and performance degrades more gracefully with additive white Gaussian noise. However, this adaptive method remains vulnerable to amplitude scaling as traditional DM does.

The slacks computed by Watson’s model do not scale linearly with valumetric scaling. As a result, our adaptive DM method proposed in Section 4.1 is not robust to valumetric scaling. In order to be robust to valumetric scaling it is necessary that
the quantization step sizes be scaled by the same scaling factor that the signal has undergone in order to correctly perform QIM decoding. In this chapter, we propose a small modification to the Watson model and this modification leads to slacks that do scale linearly. This algorithm, referred to as the dither modulation based on modified Watson (DM-MW) is compared to the work of Oostveen et al [OKS04] and shown to have superior performance. The modification of the Watson model does lead to a degradation in fidelity. However, this degradation is slight and the new algorithm still has significantly better fidelity when compared with either the original DM algorithm or that of Oostveen et al [OKS04]. This work is described in Section 4.3. To further reduce the source of errors, we have also combined RDM with Modified Watson, showed in Section 4.4.

A new method, referred to as STDM-W, is then discussed in Section 4.5 to describe how the projection vector used in STDM can be chosen so as to minimize the perceptual distortion. However, the STDM-W algorithm remains sensitive to valumetric scaling attack. In Section 4.6, we first propose an adaptive STDM method (STDM-MW-SS) to overcome this problem. STDM-MW-SS uses a modified perceptual model that scales linearly with amplitude (valumetric) scaling not only to select the projection vector but also to calculate the quantization step size. This improves both the fidelity (compared to STDM) and provides robustness to valumetric scaling. We then demonstrate that such an approach can be extended to another method, STDM-OptiMW-SS, which is able to offer significant improvements in robustness to JPEG compression.

4.1 Adaptive Dither Modulation Based on Watson’s Perceptual Model

In previous Sections 2.8, 2.9 and 2.10, several perceptual models were discussed. It is widely acknowledged that the ability to perceive a change depends on the content. For example, the human visual system is much less sensitive to changes in heavily textured image regions and much more sensitive to changes in uniform regions. On the
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other hand, a watermarking embedder introduces changes that have an impact on the fidelity of images. It is well recognized that fidelity and robustness of watermarking can be improved by adapting the watermark strength (the changes) to the local perceptual characteristics of the digital contents. However, the original QIM and DM algorithms, described in Chapter 3, use a fixed quantization step size that is independent of the content. To account for this, we propose using the Watson’s model, discussed in Section 2.10, to automatically select the quantization step size at each sample.

Watson’s model is chosen for our research because: (i) It has been previously used and well recognized by the watermarking community (ii) It is easy to implement in DCT, this is useful as many compression algorithms work in the DCT domain (iii) Thesis shows that Watson’s model can be easily modified to scale linearly with amplitude scaling, which solves one of QIM’s problem and is discussed further in Section 4.3

In this section, we are able to provide significantly improved fidelity, by locally adapting the quantization step size. For example, in regions of high texture, a larger step size can be used, while in regions of low texture, a small step size is chosen. As we shall demonstrate, this adaptivity can simultaneously improve robustness, at least in high noise regimes.

Dither modulation (DM) is robust to additive white Gaussian noise, provided the standard deviation of the noise remains small compared with the quantization step size. For dither modulation (discussed in Section 3.2), the distance between \( d(n,0) \) and \( d(n,1) \) (defined in Equation 3.13) is \( \Delta/2 \), i.e. the distance between the embedding output for message bit ‘0’ and ‘1’ is \( \Delta/2 \). Thus, if the noise exceeds \( \Delta/4 \), the bit error rate (BER) for DM rapidly degrades.

In contrast, an adaptive step size has, by definition, many different step sizes. Thus, we would expect the rate of change in BER to be slower. This is experimentally confirmed.

Traditional DM is non-adaptive, using a uniform scalar (step size \( \Delta \)) for quantization as shown in Equation (3.12). Note that the slacks of Watson’s model, defined
by Equation (2.23), evaluate the amounts by which individual DCT coefficients may be changed according to Watson's perceptual model. This motivates us to design an adaptive DM method in which the DCT coefficients are quantized using step sizes that are based on Watson's perceptual model. We can use the slacks of Equation (2.23) to adaptively select the quantization step size.

The adaptive DM system is schematically shown in Figure 4.1.

![Diagram of adaptive dither modulation based on Watson's model](image)

Figure 4.1: Adaptive dither modulation based on Watson's model.

The cover Work is converted to the DCT domain and the coefficients serve as the host signal \( x \). The slacks from Watson model are multiplied by a global constant, \( G \), to determine the final quantization step size \( \Delta \) for each DCT coefficient. The global constant, \( G \), must be known to the detector and is the equivalent of the detector knowing the fixed quantization step size in traditional DM. The constant, \( G \), is empirically adjusted to control the watermark strength and the document-to-watermark ratio. The message \( m \) is embedded by the DM embedder to obtain the watermarked signal \( y \). After transmission, the received Work, \( r \) is used to estimate the corresponding quantization steps, \( \hat{\Delta} \). The estimation procedure is exactly the same as at the embedder. However, the estimate is now applied to the received, watermarked Work rather than the original, unwatermarked Work. Finally, using these step sizes, the message \( \hat{m} \) is detected by the DM detector using Equations (3.14) and (3.17).
4.2. Vulnerability of the Adaptive Scheme to Amplitude Scaling

Note that we use the original Work to compute the quantization step size for each sample during embedding, and we use the distorted watermarked Work to compute the quantization step size for each sample during detection. If these two step sizes are not the same, then a bit error may occur. In fact, even without distortions, there is the possibility that the slacks, and therefore the quantization step sizes, computed at the detector will be different, due to the changes introduced by the embedded. However, in practice, very good correspondence is achieved, as is demonstrated below.

4.2 Vulnerability of the Adaptive Scheme to Amplitude Scaling

Unfortunately, despite this new adaptive method's superior performance under additive white Gaussian noise conditions (as illustrated in Section 5.2), it remains vulnerable to amplitude scaling. When the amplitude of image is scaled by factor of $\beta$, the resulting luminance-masked threshold (denoted as $\hat{t}_L[i, j, k]$) is calculated as:

$$\hat{t}_L[i, j, k] = t[i, j](\frac{\beta C_0[i, j, k]}{\beta C_{0,0}})^{\alpha T} = t_L$$  \hspace{1cm} (4.1)

that is, $\hat{t}_L$ does not scale linearly with amplitude scaling, but is, in fact, invariant to amplitude scaling. Thus, referring to Equation (2.23), the slack and corresponding quantization step size, $\Delta$, are not proportional to scaling factor $\beta$, and the adaptive DM method is therefore sensitive to amplitude scaling.

We have examined the robustness of traditional dither modulation (DM) to amplitude scaling in Section 3.5.1. For comparison, we now investigate our adaptive DM. The experimental conditions and parameters are same as for the experiment done in Section 3.5.1 and the testing was performed on 1000 images. The robustness to amplitude scaling for both schemes is shown in Figures 4.2.

From Figures 4.2, we observe that these two schemes perform similarly in terms of bit error rate (BER) versus amplitude scaling. When $0.9 \leq \beta \leq 1.1$, the original DM performs as well or slightly better than our adaptive scheme, but for larger scale
this adaptive method has similar or superior performance. However, if we adjust the image to be 20% brighter or darker, the BER for both methods are about 10%. When the scaling factor is 0.5 or 1.5, the BERs can be as high as 30%.

4.3 Adaptive Dither Modulation Based on a Modified Watson Model

The previously described adaptive DM algorithm based on Watson’s perceptual model (proposed in Section 4.1) remains sensitive to volumetric scaling, since the slacks do not scale linearly with amplitude scaling. To be robust to volumetric scaling, we need the slacks to scale linearly with volumetric scaling, i.e. we want the estimated $\hat{\Delta}$ to be multiplied by $\beta$ when the amplitude of the signal is scaled by $\beta$. To this end, we modify
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the luminance masking in Equation (2.22) to be \( t_L^M \), given as:

\[
t_L^M[i, j, k] = t_L[i, j, k](C_{0,0}/128) = t[i, j](C_o[0,0, k]/C_{0,0})^{\alpha_T}(C_{0,0}/128)
\]  

(4.2)

Compared with the previous Equation (2.22), the last term is new. The term \( C_{0,0} \) denotes the average of the DC components of the image, which we divide by 128 (the mean pixel brightness)\(^1\). The modified slack is then given by:

\[
S^M[i, j, k] = \max (t_L^M[i, j, k], |C_o[i, j, k]|^{0.7}t_L^M[i, j, k]^{0.3})
\]  

(4.3)

Thus after the modification, when the image is amplitude scaled by factor of \( \beta \), the resulting Luminance masking, \( \tilde{t}_L^M \), and slack, \( \tilde{S}^M \), are given by:

\[
\tilde{t}_L^M[i, j, k] = t_L[i, j, k](\beta C_{0,0}/128) = t[i, j](\beta C[0,0, k]/\beta C_{0,0})^{\alpha_T}(\beta C_{0,0}/128) = \beta t_L^M[i, j, k]
\]

\[
\tilde{S}^M[i, j, k] = \max (t_L^M[i, j, k], |(\beta C_o[i, j, k]|^{0.7}\tilde{t}_L^M[i, j, k]^{0.3})
\]

(4.4)

\[
= \max (\beta t_L^M[i, j, k], \beta^{0.7}|C_o[i, j, k]|^{0.7}\beta^{0.3}t_L^M[i, j, k]^{0.3}) = \beta \max (t_L^M[i, j, k], |C_o[i, j, k]|^{0.7}t_L^M[i, j, k]^{0.3}) = \beta S^M[i, j, k]
\]

In the modified Watson model the new luminance masking \( t_L^M \) and slack \( S^M \) scale linearly with \( \beta \). The modified slack can then be used to determine the step size \( \Delta_n^M \).

\[
\Delta_n^M = G \times S_n^M, n = 1, 2, \ldots, L.
\]  

(4.5)

\(^1\)Note that since the Watson distance and the proposed modified Watson distance are a function of \( C_{0,0} \), the average brightness of the image, our methods will be susceptible to any cropping operation that changes the overall brightness value.
When the image is scaled by factor of $\beta$, the estimated quantization step size $\Delta^M$ is also scaled by $\beta$. This provides an adaptive QIM algorithm that is theoretically invariant to volumetric scaling.

4.4 RDM with Modified Watson’s Model

Dither modulation using a Modified Watson model (DM-MW), discussed in Section 4.3, implicitly assumes that the slacks calculated by the embedder and detector are the same, even though the function of embedding alters the DCT coefficients. Since these alterations are small, this assumption is usually true. However, this is also the source of some error. To guarantee that the slack is unaffected by the embedding procedure, we investigated using rational dither modulation in current Section.

In Section 4.3, we used the modified slack to adaptively set the quantization step size and thereby provide robustness to volumetric scaling. Figure 4.1 is a block diagram of the system.

Rational dither modulation (RDM) [PGBAM04] has been recently proposed as an alternative DM method in which the quantization step size at time, $k$, is a function of the watermarked samples at earlier times. This algorithm is described in Section 3.6. If this function is chosen such that it scales linearly with amplitude, then RDM is invariant to volumetric scaling. To incorporate a perceptual model within the RDM framework, we propose to calculate the quantization step sizes for the current block, $k$, based on slacks of the previous watermarked block. Thus, while the slacks of the current block $k$ are affected by the embedding process itself, the embedding of block $k$ is based on the slacks from the previously watermarked block $k - 1$, whose slacks were altered in the previous iteration but are unaffected by the processing of block $k$. Thus, both the watermark embedder and the watermark detector are guaranteed to use the identical values of step size (ignoring noise and round-off error). This is described in Section 4.4. Of course, once again there is a degradation in fidelity, but experimental results indicate that it is small.

Notice that the quantization step size is determined by a local neighborhood
around the host sample, $x_k$, and that this neighborhood is altered during the embedding of the watermark. Thus, during detection, we must rely on the fact that these alterations are small, and hope that the slacks based on the modified local neighborhood are the same as those determined during embedding. While this is often true, rational dither modulation suggests an alternative approach, in which the perceptual slack at time $k$ is based on a nearby neighborhood of previously watermarked samples. Clearly, there may be some degradation in perceptual quality since a perceptual estimate made in a nearby neighborhood, is not guaranteed to be perceptually relevant.

### 4.4.1 Implementation of RDM-MW

Before describing the implementation of rational dither modulation with a modified Watson perceptual model, we first describe an implementation of RDM in the DCT domain. This algorithm, denoted RDM is used for comparison.

Our implementation of RDM quantizes the 62 DCT coefficients of each $8 \times 8$ block (excluding the DC and highest frequency terms). For each DCT coefficient, we use its corresponding DCT coefficient from the previously watermarked $8 \times 8$ neighboring block to determine the quantization step size. Thus, the window size is 1. The function $g()$ is chosen to be the absolute value of the DCT coefficient, i.e. we use an $L_1$-norm in Equation (3.39), scaled by a global constant that is chosen so that the document-to-watermark ratio (DWR) averaged over all watermarked images equals a desired value.

We believe that a window size of 1 provides the fairest comparison with our adaptive RDM algorithm. However, we also implemented an RDM algorithm with a window size of 62, denoted RDM-62-L2-Norm, that uses an L2-norm of the 62 DCT coefficients in the previous block.

Our perceptually adaptive RDM method is denoted RDM-MW. To incorporate a perceptual model within the RDM framework, we propose to calculate the quantization step sizes for the current block, $k$, based on the slacks of the previous watermarked block. That is, each DCT coefficient in the current block is quantized based on the slack of its corresponding coefficient in the previously watermarked block. Thus, this
method also has a window size of 1.

The slacks used to quantize block $k$ are unaffected by the embedding process, since they are determined from the previously watermarked block. Thus, both the watermark embedder and the watermark detector are guaranteed to use the identical values of quantization step size (ignoring noise and round-off error). Of course, we expect a degradation on fidelity since we are basing our perceptual model of block $k$ on calculations performed on block $k - 1$. However, provided there is sufficient spatial continuity in the image, then this degradation is likely to be small. This is supported by the experimental results.

For all methods, a message of length 12,288 is embed using a 1/31 rate repetition code, i.e. one message bit is embedded in 31 DCT coefficients. As noted previously, randomization of the DCT coefficients significantly improves performance. However, randomization of the DCT coefficients is problematic for RDM. This is because the adaptive step size depends on the previous block of coefficients. Therefore, the previous neighboring block of coefficients must be watermarked prior to the current block, i.e. not in random order. In [LC05a] we proposed a solution to this problem based on partitioning the image into disjoint regions, selecting a random block from each region, and only randomizing the coefficients in these blocks.

As we embed one bit in 31 DCT coefficients. These coefficients are randomized as described below for the new algorithm, RDM-MW:

1. The DCT coefficients are randomized. In [LC05b] this randomization was over all the coefficients in the image. Here, because we require access the neighboring block in order to computer the slacks, we randomize the DCT coefficients from 32 blocks. See below.

2. Each image is (i) divided into 32 disjoint regions, (ii) a random block in each region is assigned as the start block, (iii) blocks are indexed in a zig zag order in both the positive and negative directions, as depicted in Figure 4.3. The perceptual slack at block $k$ is computed from its neighbouring block $k - 1$. The scan
initially precedes in each partition from a random block 1 towards the right. On reaching the end of the partition, the scan then precedes in direction left of the initial block. At any iteration \( k \), the DCT coefficients from the 32 corresponding blocks of the 32 partitions are randomized.

![Diagram of RDM with Modified Watson's Model](image)

Figure 4.3: Order of scanning blocks for embedding

To embed a bit \( m_i \), 31 random coefficients from the 32 blocks are assigned to the message bit and quantized as in Equation (3.12). The quantization step size for each coefficient is determined by the slack associated with the corresponding coefficient from the previous block. These slacks are multiplied by a global constant that is chosen to provide a desired DWR for the watermarked images.

While very satisfactory results were obtained by the randomization method above, it was pointed out that a simpler solution is to randomize the message code, prior to embedding. Thus, we randomize the \( 12288 \times 31 \) length repetition code and sequentially embed it in the DCT coefficients. Note that all experiment results in this chapter are
obtained by randomizing the message codes.

4.5 Combining Spread Transform Dither Modulation with a Perceptual Model

It is discussed in earlier chapters that QIM methods are very sensitive to valumetric distortion. A number of algorithms have been proposed to counter this [PGMBA05, LC05b, LC05a, SL06], specifically rational dither modulation (RDM) [PGMBA05], adaptive QIM using a modified Watson distance (QIM-MW) [LC05b] (Section 4.3) and adaptive RDM using a modified Watson distance (RDM-MW) [LC05a] (Section 4.4). These latter methods are based on adaptively changing the quantization step size, and consequently provide robustness to valumetric scaling. However, experimental results show that these adaptive schemes remain vulnerability to re-quantization, e.g. JPEG compression.

Of the number of QIM variants, spread transform dither modulation (STDM) exhibits most robustness to re-quantization. STDM differs from regular QIM in that the quantization is performed to the projection of the host signal onto a randomly generated vector. Figure 4.4 illustrates this basic idea.

In Figure 4.4, the host signal \( x \) is first projected onto a randomly generated vector, \( u \), to obtain a scalar value, \( \tilde{x} \). Assuming the message bit to be embedded is ‘1’ (similar operations apply to bit ‘0’), the value \( \tilde{x} \) is then quantized to the nearest crossing point representing ‘1’ along the axis of \( u \), resulting in a scalar value \( \tilde{y} \). The components of the signal \( x \) that are orthogonal to \( u \) is \( x - \tilde{x}u \). It is added back to \( \tilde{y}u \) to obtain the watermarked signal vector \( x \). Thus the distortion (differences) between \( y \) and \( x \) is \( (\tilde{y} - \tilde{x})u \). The equation for STDM embedding is given by:

\[
\text{Figure fig:STDM vectors shows that the change to the signal } x \text{ is in the direction of the random vector } u, \text{ and the magnitude of the change is controlled by the quantization error. Since } u \text{ is random, no consideration is given to the perceptual qualities of the signal } x.\]
In principle, a perceptual model can provide an estimate of the smallest change that each component of the signal $x$ accepts before becoming just noticeable. In prior work, we have referred to the change needed to introduce a just noticeable distortion (JND) as the "slack".

In practice, for image signals, Watson provides a perceptual model for calculating the slack associated with each discrete cosine transform (DCT) coefficient within an $8 \times 8$ block [Wat93a]. Thus, given an image, $x$, and its block-based DCT coefficients, $X$, we can apply Watson's model to compute the corresponding slack vector associated with each DCT coefficient. The larger an element of this vector, the more we may change the corresponding DCT coefficient before the change becomes noticeable.

When we look at the original STDM algorithm depicted in Equation (3.32) and Figure 4.4, the embedding algorithm simply reduces to "modify the original Work $x$ so that its projection onto some random vector $u$ is equal to a given value". An obvious and straightforward solution is to move the original Work along the randomly generated
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Figure 4.5: Block diagram of STDM watermark embedder and detector with a perceptual model.

projection direction \( u \). However this is not mandatory, the randomly generated \( u \) can be replaced by more meaningful vector. For example, to incorporate a perceptual model within the STDM framework, we propose a new method that the projection vector, \( u \), is assigned the Watson's perceptual slack values corresponding to each DCT coefficient, rather than pseudo-random values. Note that the vector magnitude is normalized to unity and quantization is performed in the DCT domain, as illustrated in Figure 4.5.

In this arrangement, which we refer to as STDM-W (STDM Watson), the change in \( x \) is no longer randomly distributed, but is arranged based on the perceptual properties of the signal - more change is directed to coefficients with larger slacks. As a result, the perceptual distortion introduced by STDM will be substantially reduced, as is confirmed by experiments described shortly.

Since the projection vector is now a function of the signal (image), it is unique for each image. Consequently, a blind watermark detector must be able to estimate the projection vector from the received, watermarked signal, as illustrated in Figure 4.5. However, since watermark embedding alters the signal, the detector's estimate of the
projection vector may not be exact.

4.6 Improving the Robustness to Valumetric Scaling and JPEG Compression

The proposed STDM algorithm based on the Watson’s model(STDM-W), while exhibiting improved fidelity, is not invariant to valumetric scaling. This is because the quantization step size for both STDM and STDM-W is fixed, i.e. it does not scale linearly with the valumetric scaling factor, $\beta$.

To provide robustness to valumetric scaling, we need to ensure: (i) that the step size scales linearly with valumetric scaling, i.e. we want the estimated $\hat{\Delta}$ to be multiplied by $\beta$ when the amplitude of the signal is scaled by $\beta$, and (ii) the reference vector $u$ used in embedder (Equation (3.32)), has (approximately) the same direction as $\hat{u}$ used in detector (Equation (3.33)). Note, however, that $u$ and $\hat{u}$ do not have to be identical, though some small degradation in performance may occur.

In our previous work [LC05b] and Section 4.3, we proposed a modified Watson’s model such that the modified slack, $S^M$, scales linearly with $\beta$. Based on this perceptual model, we designed three STDM based algorithms. The first, STDM-MW, simply replaces the Watson model of STDM-W with the modified perceptual model and is provided for evaluation purposes. The second, STDM-MW-SS, also adaptively modifies the quantization step size thereby providing invariance to valumetric scaling. A further modification to Watson’s model, provides us with a third STDM method, STDM-OptiMW-SS. All these new methods are described in this section.

STDM-MW

This method, STDM-MW, is similar to STDM-W, except that the projection vector is now determined by the modified perceptual model. We provide this in order to examine the perceptual impact of the modification.
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STDM-MW-SS

The STDM-W and STDM-MW methods do not provide invariance to valumetric scaling. The STDM-MW-SS not only uses the perceptual model to determine the projection vector, but also uses the same model to select the quantization step size.

Given a length – $L$ vector of DCT coefficients $\{x_i; i = 1, 2, \ldots, L\}$ and its corresponding vector of Modified "slack" $\{S_i^M; i = 1, 2, \ldots, L\}$, we calculate step size as following:

$$\Delta = G_{\text{fac}} \times \sum_{i=1}^{L} S_i^M, i = 1, 2, \ldots, L. \quad (4.6)$$

Where $G_{\text{fac}}$ is a global factor to adjust watermarking strength. Then we use this step size as $\Delta$ in Equation (3.32) to do STDM embedding. On the other hand in the detector, we firstly calculate modified slack according to received signal and then get $\hat{\Delta}$ in the same way as Equation (4.6). Finally, the detected bit is determined by Equation (3.33).

STDM-OptiMW-SS

Our experimental results, described next, revealed that the performance of STDM-MW-SS did not perform as well as expected with respect to JPEG compression.

To understand this, we have further investigated how the modified Watson affects the slacks. For the 1,000 images with dimension of $768 \times 512$, slacks are computed based on $8 \times 8$ blocks. Then, an average value of the slacks for each coefficient in an $8 \times 8$ block is obtained. These average values are shown in Table 4.1 and Table 4.2 for the regular Watson's slacks and modified Watson's slacks, respectively. The ratios of modified slacks to regular slacks are shown in Table 4.3.

Table 4.3 shows that all ratios are larger than 1, which indicates that all average values of our modified perceptual model are larger than the regular Watson's slacks. Further, ignoring the slacks corresponding to the DC term which we do not actually alter, Table 4.3 illustrates that the ratios are larger for higher DCT frequency coefficients, rising from 1.72 for the lowest frequency to 5.84 for the highest frequency.

This investigation revealed that the inferior performance against JPEG of STDM-MW-SS, which is based on our modified perceptual model, was due to the fact that
### 4.6. Improving the Robustness to Valumetric Scaling and JPEG Compression

<table>
<thead>
<tr>
<th></th>
<th>1.32</th>
<th>13.63</th>
<th>7.75</th>
<th>6.56</th>
<th>5.91</th>
<th>5.62</th>
<th>5.96</th>
<th>6.85</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11.57</td>
<td>8.04</td>
<td>5.59</td>
<td>4.80</td>
<td>4.57</td>
<td>4.47</td>
<td>4.54</td>
<td>5.11</td>
</tr>
<tr>
<td></td>
<td>6.24</td>
<td>5.35</td>
<td>5.61</td>
<td>5.10</td>
<td>4.92</td>
<td>4.87</td>
<td>5.13</td>
<td>5.93</td>
</tr>
<tr>
<td></td>
<td>4.93</td>
<td>4.32</td>
<td>4.80</td>
<td>5.33</td>
<td>5.61</td>
<td>5.88</td>
<td>6.43</td>
<td>7.40</td>
</tr>
<tr>
<td></td>
<td>4.29</td>
<td>3.73</td>
<td>4.22</td>
<td>5.33</td>
<td>6.60</td>
<td>7.51</td>
<td>8.44</td>
<td>9.63</td>
</tr>
<tr>
<td></td>
<td>4.25</td>
<td>3.60</td>
<td>4.22</td>
<td>5.55</td>
<td>7.40</td>
<td>9.26</td>
<td>10.96</td>
<td>12.70</td>
</tr>
<tr>
<td></td>
<td>4.94</td>
<td>3.90</td>
<td>4.65</td>
<td>6.16</td>
<td>8.32</td>
<td>10.93</td>
<td>13.61</td>
<td>16.20</td>
</tr>
<tr>
<td></td>
<td>6.31</td>
<td>4.81</td>
<td>5.67</td>
<td>7.21</td>
<td>9.59</td>
<td>12.68</td>
<td>16.19</td>
<td>19.81</td>
</tr>
</tbody>
</table>

Table 4.1: Average of regular slacks for each DCT coefficient

<table>
<thead>
<tr>
<th></th>
<th>7.67</th>
<th>23.47</th>
<th>14.21</th>
<th>13.78</th>
<th>15.80</th>
<th>20.03</th>
<th>26.82</th>
<th>35.96</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20.09</td>
<td>15.17</td>
<td>11.35</td>
<td>10.94</td>
<td>12.64</td>
<td>15.63</td>
<td>20.37</td>
<td>27.05</td>
</tr>
<tr>
<td></td>
<td>12.02</td>
<td>10.97</td>
<td>14.52</td>
<td>15.65</td>
<td>17.25</td>
<td>20.42</td>
<td>25.32</td>
<td>32.20</td>
</tr>
<tr>
<td></td>
<td>11.67</td>
<td>10.47</td>
<td>15.39</td>
<td>21.27</td>
<td>25.27</td>
<td>29.16</td>
<td>34.39</td>
<td>41.56</td>
</tr>
<tr>
<td></td>
<td>14.13</td>
<td>11.83</td>
<td>16.86</td>
<td>25.19</td>
<td>33.80</td>
<td>40.85</td>
<td>47.61</td>
<td>55.59</td>
</tr>
<tr>
<td></td>
<td>19.04</td>
<td>15.19</td>
<td>20.15</td>
<td>29.07</td>
<td>40.82</td>
<td>52.60</td>
<td>63.31</td>
<td>73.86</td>
</tr>
<tr>
<td></td>
<td>26.26</td>
<td>20.18</td>
<td>25.19</td>
<td>34.34</td>
<td>47.61</td>
<td>63.31</td>
<td>79.22</td>
<td>94.49</td>
</tr>
<tr>
<td></td>
<td>35.87</td>
<td>27.00</td>
<td>32.15</td>
<td>41.52</td>
<td>55.59</td>
<td>73.86</td>
<td>94.49</td>
<td>115.59</td>
</tr>
</tbody>
</table>

Table 4.2: Average of modified slacks for each DCT coefficient

<table>
<thead>
<tr>
<th></th>
<th>5.83</th>
<th>1.72</th>
<th>1.83</th>
<th>2.10</th>
<th>2.67</th>
<th>3.57</th>
<th>4.50</th>
<th>5.25</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.74</td>
<td>1.89</td>
<td>2.03</td>
<td>2.28</td>
<td>2.77</td>
<td>3.50</td>
<td>4.49</td>
<td>5.30</td>
</tr>
<tr>
<td></td>
<td>1.93</td>
<td>2.05</td>
<td>2.59</td>
<td>3.07</td>
<td>3.51</td>
<td>4.20</td>
<td>4.94</td>
<td>5.43</td>
</tr>
<tr>
<td></td>
<td>2.37</td>
<td>2.42</td>
<td>3.21</td>
<td>3.99</td>
<td>4.50</td>
<td>4.96</td>
<td>5.35</td>
<td>5.62</td>
</tr>
<tr>
<td></td>
<td>3.30</td>
<td>3.17</td>
<td>4.00</td>
<td>4.72</td>
<td>5.12</td>
<td>5.44</td>
<td>5.64</td>
<td>5.77</td>
</tr>
<tr>
<td></td>
<td>4.48</td>
<td>4.22</td>
<td>4.78</td>
<td>5.24</td>
<td>5.52</td>
<td>5.68</td>
<td>5.78</td>
<td>5.82</td>
</tr>
<tr>
<td></td>
<td>5.31</td>
<td>5.18</td>
<td>5.42</td>
<td>5.58</td>
<td>5.72</td>
<td>5.79</td>
<td>5.82</td>
<td>5.83</td>
</tr>
<tr>
<td></td>
<td>5.68</td>
<td>5.61</td>
<td>5.67</td>
<td>5.76</td>
<td>5.80</td>
<td>5.83</td>
<td>5.83</td>
<td>5.84</td>
</tr>
</tbody>
</table>

Table 4.3: Ratios of modified slacks to regular slacks for each DCT coefficient
our modified perceptual model was (i) generally producing larger slack estimates than Watson’s model and (ii) that this error was larger for high frequency DCT coefficients. Thus, much more of the watermark signal was being placed in the very high frequency DCT coefficients which are the first to be eliminated by JPEG compression.

To reduce this affect, we altered our perceptual model to more closely follow the original Watson model. Note that this alteration must still retain the linear scaling characteristic necessary to provide resistance to valumetric scaling. This is accomplished by creating a piecewise linear model in which the modified slacks calculated for all frequencies are divided by their corresponding ratios illustrated in Table 4.3. This new modified perceptual model is called OptiMW (Optimal Modified Watson), while the new slacks are denoted as $S^{OptiM}$.

Once again, these new slacks can be used not only to determined the projection vector for STDM, but also to adaptively select the quantization step size. We calculate the step size in the same way as we did in Equation (4.6) for STDM-MW-SS, except only replacing the modified slacks, $S^M$, with these optimal modified slacks, $S^{OptiM}$. This results in a new method, referred to as STDM-OptiMW-SS.
Chapter 5

Experimental Results

We have introduced previous QIM methods in Chapter 3 and proposed our QIM algorithms based on Watson’s model in Chapter 4. This chapter is to demonstrate the experimental results and compare the performances of the methods discussed in Chapters 3 and 4.

5.1 Comparison between mean square error and Watson’s perceptual distance

To contrast Watson’s perceptual distance with measures of fidelity based on DWR or PSNR, Figure 5.2(a) and 5.2(b) shows two images with a DWR=15dB and a PSNR of 28dB, and the original image is shown in Figure 5.1.

Clearly, Figure 5.2(b) has a much higher fidelity that Figure 5.2(a), yet the DWR and PSNR measure are identical. In contrast, the Watson distances for Figures 5.2(b) and 5.2(a) are 53 and 513, respectively. Figure 5.3(a) and Figure 5.3(b) shows that same images at a DWR of 35dB and a PSNR or 49. The Watson distances of Figure 5.3(b) and Figure 5.3(a) are 8 and 39 respectively. It is very difficult to discern any difference even viewed on a high resolution computer monitor. However, if the images are magnified there are subtle artifacts within the sky region.

Finally, we note that the Watson distance is not normalized by the size of the image, while the DWR and PSNR measure are. Consequently, a Watson distance of say, 100, is substantially worse for small images than for large images.
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To get better compression methods for images, people need to find optimal balance point between higher compression rate and lower perceptual artifact. Similarly, to obtain better digital watermarking methods, it is required to develop more elaborate compromise between robustness and fidelity of watermarked images. For both demands, it is very important and desirable to investigate visual perceptual models. The Watson's model introduced in this section is used later to design watermarking schemes.

5.2 Experimental Results for the Adaptive Method Based on Regular Watson Model

We used a database of 1,000 images from the Corel database, each of dimension 768 × 512. A binary message of length 12,288 bits is embedded into each image. We extracted 62 DCT coefficients from each 8 × 8 block, ignoring the DC and highest frequency coefficients. The entire sequence of 62 × 6144 coefficients were then pseudorandomized and each bit of the message was embedded in 31 random coefficients. This
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(a) Image with a Watson distance of 513, DWR = 15dB and PSNR = 28dB

(b) Image with a Watson distance of 53, DWR = 15dB and PSNR = 28dB

Figure 5.2: Processed images, DWR = 15dB
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(a) Image with a Watson distance of 39, DWR = 35dB and PSNR = 49dB

(b) Image with a Watson distance of 8, DWR = 35dB and a PSNR = 49dB

Figure 5.3: Processed images, DWR = 35dB
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is equivalent to embedding two bits in each block of the image.

The same test database and embedding rate is used for all the experimental results shown in this chapter except some test on standard images that have a different dimension. That is illustrated in Section 5.6.

Randomization of the coefficients ensures that the 31 coefficients associated with a single bit are (i) distributed spatially throughout the image, and (ii) distributed across a variety of low, mid and high frequency coefficients. This provides some robustness to (i) clipping and other spatially localized processing and (ii) frequency filtering. The randomization also has the effect of whitening the host signal.

To see the benefit that randomization of the host signal can bring, we examined the watermarking effectiveness of the embedder with and without randomization of the host coefficients. The effectiveness is simply the BER when detection is done to the generated watermarked signal immediately after embedding, i.e. in the absence of any subsequent distortion. Given the experimental conditions described early in this section, it is observed that BER of effectiveness with Non-Randomization method is 0.042. In contrast, BER with method of randomization cross whole image is just 0.003. This demonstrates over an order of magnitude improvement with randomization.

Figure 5.4 shows the bit-error-rate (BER) as a function of additive white Gaussian noise. Results are provided for both our adaptive method and the original DM algorithm of [BG99b]. In both cases, we adjusted the watermark strength such that the DWR=35dB.

To fix the average DWR at 35dB, we fixed the quantization step size at 3.0 for DM. For adaptive DM, the global constant, $G$, was adjusted to a value of 0.3 to meet the requisite DWR. Each point on a curve is the BER averaged over 1000 images from the Corel database.

The original DM algorithm has superior performance for low noise. We believe the poorer performance of the adaptive DM algorithm in the low noise region is due to a combination of (i) discrepancies between the corresponding estimated quantization step sizes at the embedder and the decoder, and (ii) the smaller step sizes used.
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For the adaptive DM method based on Watson’s model, the histogram of quantization step sizes used for each image is shown in Figure 5.5. The overall average for 1,000 images is 2.415, which is smaller than that used for standard DM. Note that the step sizes used for both methods quantize DCT coefficients, while the noise is added in the pixel domain of image.

![Graph showing bit error rate (BER) vs. standard deviation of the AWGN](image)

**Figure 5.4:** Bit error rate as a function of additive white Gaussian noise (DWR=35dB)

When the standard deviation in the noise exceeds 0.7, which is roughly $\Delta/4$ ($\Delta = 3.0$), the BER for DM rapidly degrades, and the adaptive method is clearly superior. Note also, that the superior performance of our algorithm is achieved with a very low Watson distance of 8 (i.e. very high fidelity) compared with the original method which has a Watson distance of 38.5. Thus, improved robustness and improved fidelity have been simultaneously achieved.
Figure 5.5: Histogram of step size for adaptive DM using Watson’s model. The average step size for 1,000 image is 2.415
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For comparison purposes, we evaluated the performance of the following algorithms:

- (A) The original non-adaptive DM scheme of [BG01b] using soft decision detection, denoted as DM
- (B) The adaptive DM scheme of [OKS04] using hard decision detection, referred to as Oostveen
- (C) Adaptive DM based on regular Watson model, soft decision detection, denoted as DM-W
- (D) Adaptive DM based on modified Watson model, hard decision detection, referred to as DM-MW(HD)
- (E) Adaptive DM based on modified Watson model, soft decision detection, referred to as DM-MW

We compared the performance of these methods to amplitude scaling when the \( DW_R \) is fixed at 35\( dB \) and at 25\( dB \). However, while the \( DW_R \) is the same for images watermarked with the five algorithms, the average Watson distance between watermarked and original image differs considerably, as shown in Table 5.1.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Watson Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) DM</td>
<td>38.5</td>
</tr>
<tr>
<td>(B) Oostveen</td>
<td>55.2</td>
</tr>
<tr>
<td>(C) DM-W</td>
<td>8</td>
</tr>
<tr>
<td>(D) DM-MW(HD)</td>
<td>9.4</td>
</tr>
<tr>
<td>(E) DM-MW</td>
<td>9.4</td>
</tr>
</tbody>
</table>

Table 5.1: Average Watson distance for different methods.

Table 5.1 shows that the three adaptive schemes proposed here have very much lower perceptual distortion as measured by Watson distance. Importantly, the modification to the Watson distance used in methods \( D \) and \( E \) to provide robustness against
valumetric scaling, produces only a small degradation in image quality and remain much better than methods A or B.

The robustness to amplitude scaling for all schemes is shown in Figures 5.6 and 5.7 for DWR’s of 35dB and 25dB respectively. The performance is qualitatively similar for both DWR’s, though, of course, the BER is considerably smaller for DWR = 25dB, since the watermark is stronger in this case. The discussion below is therefore restricted to the case of DWR = 35dB.

![Figure 5.6: BER versus amplitude scaling (DWR = 35dB)](image)

We observe that for very small changes in scale, $0.9 \leq \beta \leq 1.1$, the original algorithm A performs as well or better than the others. Our method C has poorer performance in this range, but for larger scale changes, it has similar or superior performance. It is also important to note that this is achieved with a perceptual distortion, as measured by Watson distance, of less than 20% compared with method A, (see Table 5.1).

Both algorithms A and C are not designed to be invariant to valumetric scaling. Bit error rates of greater than 10% occur for $\beta < 0.8$ and $\beta > 1.1$. In contrast, Oostveen et al’s method B and our methods D and E show much better robustness to scale changes.
Clearly method $E$ outperforms all others with a BER that never exceeds 7% over the range of $\beta$ tested. To ensure that this performance was not due to soft decoding alone, we implemented method $D$, DM-MW with hard decision. While performing worse than method $E$, method $D$ is still superior to Oostveen et al.'s method (which also uses hard decoding). One possible explanation for the poorer performance of Oostveen et al.'s method is that it is pixel-based rather than DCT-based. Consequently, clipping of the pixels at 0 and 255 may have a more direct and deleterious effect.

Finally, we again note that while the perceptual distortion introduced by methods $D$ and $E$ is greater than for method $C$, the modification to the Watson model has only resulted in a small degradation in quality. Importantly, methods $D$ and $E$ have considerably higher quality than previous algorithms $A$ and $B$.

Figure 5.8 illustrates the sensitivity of all five algorithms to the addition/subtraction of a constant luminance value. The method of Oostveen et al is sensitive to this procedure because their adaptive step size is based on the average

---

**Figure 5.7:** BER versus amplitude scaling, (DWR = 25dB). Note that for basic DM, the BER when there is no (unity) scaling is 0, and this point is therefore not plotted.
intensity of pixels in a neighborhood. This is clearly demonstrated in Figure 5.8, where it has the highest bit error rate. Conversely, the regular DM algorithm performs best, as the quantization occurs in the DCT domain and does not include the DC coefficient. Thus, we expect that DM would not be affected by this operation. Nevertheless, performance degradation is observed, particularly as we darken (subtract) the image. We suspect that this is due to clipping artifacts. Our proposed algorithms are substantially worse than DM, but about an order of magnitude less sensitive compared with Oostveen et al. The sensitivity of our methods is due to that fact that the slack calculations are based on the average intensity of the image, see Equation (4.3), which is altered by the addition of a constant luminance.

Figure 5.9 shows the BER as a function of amplitude scaling after the addition of a constant luminance change of 10. The performance of all algorithms is qualitatively similar. However, the BER is, on average, considerably worse than for amplitude

![Figure 5.8: BER as a function of constant luminance change (DWR = 35dB). Note that for basic DM, the BER when there is no change in luminance is 0, and this point is therefore not plotted.](image-url)
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scaling alone, as shown in Figure 5.6.

Figure 5.10 shows the sensitivity of all five algorithms to additive, white, Gaussian noise. The two curves from Figure 5.4 are included for completeness. All of the adaptive methods perform worse than regular DM, for low levels of noise. However, the adaptive methods degrade more gradually as the standard deviation of the noise increases above about 0.6. The best performing algorithms in this high noise regime are DM-MW using soft decoding and DM-W. Interestingly, the DM-W demonstrates the best performance for noise with standard deviations of greater than 1.7.

To understand why the performance of DM-W outperforms DM-MW for noise of standard deviation greater than about 1.7, we examined the cumulative distribution in quantization step sizes for the two algorithms, as shown in Figure 5.11. The two curves diverge at a step size of about 1.8. Thereafter, the curve representing DM-MW increases more quickly, indicating that the DM-MW has smaller quantization step sizes than DM-W.

![Figure 5.9: BER as a function of amplitude scaling after a constant luminance change of 10 (DWR = 35 dB)](image-url)
Figure 5.10: BER as a function of additive white Gaussian noise (DWR = 35dB).

It should be noted that this performance difference is specific to a particular set of images. This is because the change in step size is due to the last term of Equation (4.2). For bright images, this term will be greater than one and lead to larger step sizes than for the standard Watson model. Conversely, for dark images, this term will be less than one and lead to step sizes that are smaller than the standard Watson model. Thus, a different image test set might show that the DM-MW outperforms DM-W.

Figure 5.12 shows the sensitivity of all five algorithms to JPEG compression for a fixed DWR of 35dB. All the algorithms are extremely sensitive to JPEG compression, although the original DM is somewhat more robust. However, for quality factors of less than 92%, dither modulation with Watson’s model (DM-W) performs best.

Figure 5.13 examines the sensitivity of all five algorithms when the Watson distance is fixed at 55. That is, we maintain a fixed fidelity rather than a fixed DWR. In this case, we see that DM and the adaptive method of Oostveen et al perform significantly worse than our three adaptive methods. Once again, DM-W has the best performance for JPEG quality factors less than 75.
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Figure 5.11: Cumulative histogram of quantization step sizes for DM-WM and DM-M, (measured over all 1000 images).

5.3.1 Performance on sample images from different categories

Figure 5.6 shows the average experimental results derived from 1,000 images from the Corel database. To make up these 1,000 test images, 20 categories of Corel database are used and 50 images are selected form each category. We now further investigate the performance of our method based modified Watson by examining various image samples form different categories. For example, Figures 5.14(a), 5.15(a) are from the category of "Wild animals", Figures 5.16(a), 5.17(a) are from the category of "Greece". They are all watermarked images using DM-MW. Figures 5.14(b), 5.15(b), 5.16(b) and 5.17(b) are their versions after amplitude scaling. It is clearly seen that all images become obviously brighter after scaling up by a factor of 1.5.

Mathematically, our modified Watson is designed to scale linearly with amplitude scaling of pixel values. Consequently, the step size used in DM-MW should also be scaled linearly with the scaling factor. In the end, the BER should be theoretically
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Figure 5.12: BER as a function of JPEG quality for a fixed DWR of 35dB.

Figure 5.13: BER as a function of JPEG quality for a fixed Watson distance of 55.
Figure 5.14: Watermarked image of "four giraffes" and the version after amplitude scaling.
Figure 5.15: Watermarked image "drinking giraffe" and the version after amplitude scaling
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(a) Watermarked image of "White building" (from the category of Greece)

(b) After amplitude scaling by a factor of 1.5

Figure 5.16: Watermarked image "White building" and the version after amplitude scaling
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(a) Watermarked image of "Buildings" (from the category of Greece)

(b) After amplitude scaling by a factor of 1.5

Figure 5.17: Watermarked image "White building" and the version after amplitude scaling
invariant to either scaling factor or image pixel values. However, the BER differences between various images are considerable. Table 5.2 illustrates the BER detected from the four scaled version of watermarked images.

<table>
<thead>
<tr>
<th>Figure Index</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.14(b)</td>
<td>0.272</td>
</tr>
<tr>
<td>5.15(b)</td>
<td>0.018</td>
</tr>
<tr>
<td>5.16(b)</td>
<td>0.267</td>
</tr>
<tr>
<td>5.17(b)</td>
<td>0.017</td>
</tr>
</tbody>
</table>

Table 5.2: BER of various watermarked images after scaling up by a factor of 1.5

Given the same experimental conditions, Figures 5.14(b) has a high BER of 0.272 while Figure 5.16(b) has a BER as low as 0.018, although they are from a same image category named "Wild animals". Similarly, the BERs of another two images form the category of "Greece" are compared. Figures 5.16(b) and 5.17(b) have BER of 0.267 and 0.017, respectively. From further investigation, we understand the considerable differences on BER are not because of the faults of our modified Watson method, but instead, because of the limitations of the test image format. Please note that all test images in this thesis are in the 256 grayscale format, which means the pixel value can only be integers ranging from 0 to 255. Imagine that a pixel value is larger than 170 and if it is scaled up by a factor of 1.5, the generated pixel needs to be floored to 255. In these cases, the image generated by amplitude scaling is not strictly the "scaled" version of the watermarked image. Our modified Watson system may break down if these are too many pixels generated by the floor function described above. Obviously, both Figure 5.14(b) and 5.16(b) have large area of pixels floored to 255. This explains why they have a much higher BER than Figures 5.15(b) and 5.17(b). In fact Figures 5.14(b) and 5.16(b) are among the worst performance images in the database.

We haven't found a clear link the categories (contents) of the images and the performances. The images from the same category may have quite different performances, as the sample images illustrated in this section. We examined the average BER in several categories as plotted in Figure 5.18. It shows that average BER of 50 images is rather stable and there are no considerable differences between categories.
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Once again, we watermarked 1,000 images from the Corel database. And in all experiments, the average document-to-watermark ratio (DWR) was fixed at 35dB.

The average Watson distance of the watermarked images for each of the three RDM algorithms and DM-MW is tabulated in Table 5.3. As expected, RDM-MW compared with DM-MW (9.4). However, the difference is small. RDM has a much larger Watson distance of 54 and RDM-62-L2-Norm has a perceptual distance of 29. Clearly, RDM-MW has provided a much reduced perceptual distortion.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Watson Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM-MW</td>
<td>9.4</td>
</tr>
<tr>
<td>RDM-MW</td>
<td>10.2</td>
</tr>
<tr>
<td>RDM</td>
<td>54</td>
</tr>
<tr>
<td>RDM-62-L2-Norm</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 5.3: Average Watson distance for various methods.
5.4. Experimental Results for RDM using Modified Watson

The bit error rates (BER) as a function of volumetric scaling is shown in Figures 5.19. Surprisingly, our implementation of RDM with a window size of 1 has considerably worse performance. The RDM-MW has the lowest BER since it guarantees that the watermark embedder and the detector have the identical values of quantization step. However, the RDM-MW still can not achieve 100% embedding efficiency, (the BER is 0.03% when the scaling factor is 1.0). Our further investigations reveal that a significant source of residual errors is due to rounding which occurs after computing the inverse DCT and converting to integer pixel values. These rounding errors may cause detection errors when the step size used is small.

Figure 5.20 show the BER as a function of constant luminance change. The RDM-MW performs better than RDM or DM-MW, although all three algorithms are more sensitive to constant luminance changes. RDM-62-L2-Norm usually has better performance, which is probably attributable to its window size of 62.

![Graph showing BER as a function of volumetric scaling](image)

Figure 5.19: BER as a function of volumetric scaling (DWR = 35dB).

Figure 5.21 illustrates the response to additive white Gaussian noise. The RDM-
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MW, RDM-62-L2-Norm and DM-MW all perform very similarly. Once again, our implementation of RDM with a window size of 1 performs significantly worse.

The sensitivity to JPEG compression is investigated in Figures 5.22 and 5.23. For a fixed DWR of 35dB we see that both RDM-MW and DM-MW perform worse than RDM algorithms with no perceptual model. However, if we fix the perceptual distortion, rather than the DWR, then the perceptual-based algorithms have superior performance. The RDM-MW has slightly worse performance than DM-MW, which is probably due to the fact that the perceptual model for RDM-MW is worse.

5.5 Experimental Results for STDM Based Methods with a Perceptual Model

Experiments are still performed on the 1000 images from the Corel image database and same set of DCT coefficients are chosen. In this section, we considered two embedding rates of 1/32 and 1/320. Thus, the 1/32 rate code embeds two bits in each $8 \times 8$ block.

![Figure 5.20: BER as a function of constant luminance change (DWR = 35dB).](image-url)
Figure 5.21: BER as a function of additive white Gaussian noise (DWR = 35dB).

Figure 5.22: BER as a function of JPEG quality for a fixed DWR of 35dB.
Figure 5.23: BER as a function of JPEG quality for a fixed Watson Distance of 55.

One bit is embedded into 5 blocks for the rate 1/320 code.

To compare the performance of regular DM, STDM and a set of modified STDM methods discussed in this chapter, we first embed watermarks when the DWR is fixed at 35dB. However, while the DWR is the same for images watermarked with the six algorithms, the average Watson distance between watermarked and original image differs considerably, as tabulated in Table 5.4.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Watson Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM</td>
<td>39</td>
</tr>
<tr>
<td>STDM</td>
<td>41</td>
</tr>
<tr>
<td>STDM-W</td>
<td>8.7</td>
</tr>
<tr>
<td>STDM-MW</td>
<td>9.2</td>
</tr>
<tr>
<td>STDM-MW-SS</td>
<td>9.2</td>
</tr>
<tr>
<td>STDM-OptimW-SS</td>
<td>8.9</td>
</tr>
</tbody>
</table>

Table 5.4: Average Watson distance for STDM based methods.

Table 5.4 shows that the schemes proposed in this chapter involving perceptual models have very much lower perceptual distortion as measured by Watson distance,
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compared with the Watson distance of 39 for DM and 41 for regular STDM. As expected, STDM-W has the least perceptual distortion of 8.7. The modifications to the Watson model result in only a small degradation in image fidelity (e.g. 9.2 for STDM-MW-SS and 8.9 for STDM-OptiMW-SS) but remain much better than methods DM or STDM. Importantly, these modification to the Watson’s model used in STDM-MW-SS and STDM-OptiMW-SS significantly improve the robustness against valumetric scaling, as illustrated next in Figure 5.24 and 5.25.

Figure 5.24: Bit error rate (BER) vs. valumetric scaling using an embedding rate of 1/32 and at a fixed DWR of 35 dB

Figure 5.24 shows the bit error rate (BER) as a function of valumetric scaling for DM, STDM and the set of modified STDM algorithms when DWR is fixed to 35 dB. As expected, DM, STDM, STDM-W and STDM-MW are sensitive to valumetric distortion. BER’s for these methods are all above 30% when the scaling factor is 0.5 or 1.5. However, notice that the perceptual distortions, as measured by Watson distance, are 39, 41, 8.7 and 9.2 respectively. That is, both STDM-W and STDM-MW provide a significant improvement in fidelity. Further, the perceptual degradation due to our modified perceptual model is slight. Both STDM-MW-SS and STDM-OptiMW-
SS demonstrate very good robustness to volumetric scaling together with improved fidelity. These two methods provide very low BER rate (less than 2%), when the watermarked images are scaled down, i.e. the scaling factor is less than 1.0. Note that for
STDM-MW-SS and STDM-OptiMW-SS, the robustness to amplitude scaling up (i.e. when the scaling factor is larger than 1.0) is much worse than the robustness to scaling down. This is because, in addition to scaling and rounding the pixel values to integers, amplitude scaling up introduces some clipping errors, i.e., all pixel values above 255 after scaling are truncated to 255. This has a more severe impact than rounding. Given the clipping errors, the BER for STDM-MW-SS and STDM-OptiMW-SS is about 11% and 12%, respectively, when the scaling factor is 1.5. These are much improved results compared with STDM.

In Figure 5.24, all watermarks were embedded at a fixed DWR of 35dB. If, instead, the watermarks are embedded at a fixed fidelity, e.g. a Watson distance of 39, then the robustness to volumetric scaling is even better, as shown in Figure 5.25.

Figure 5.26 illustrates the robustness to JPEG compression. As expected, DM

![Graph](image)

Figure 5.25: Bit error rate (BER) vs. volumetric scaling using an embedding rate of 1/32 and at a fixed Watson distance of 39
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is the most sensitive, exceeded a 20% BER for a JPEG quality factor (QF) of about 94%. Standard STDM is considerably better, not exceeding a 20% BER until QF=90%. Both STDM-MW and STDM-MW-SS have almost identical performance that is better than DM but worse than STDM. As discussed earlier, this is due to the fact that the modified perceptual model over estimates the slacks for high frequency coefficients which are most sensitive to JPEG compression. By using the piecewise linear model, which reduces the slack values according to the ratios shown in Table 4.3, we see a very significant improvement in performance for STDM-OptiMW-SS. And this is achieved with a lower perceptual distortion of 8.9 as compared to 41 for STDM.

In Figure 5.26, all watermarks were embedded at a fixed DWR of 35dB. If, instead, the fidelity is fixed to a Watson distance of 39, then Figure 5.27 illustrates that DM and STDM perform worse than others and that STDM-W and STDM-OptiMW-SS are the best performing methods with bit error rates that never exceed 25% even for JPEG Quality Factors of 50%. Most importantly, STDM-OptiMW-SS achieves this whilst also providing robustness to valumetric scaling.

The robustness to JPEG at the embedding rate of 1/320 is also examined, we observe significant improvements, as shown in Figure 5.28. First, the point at which the BER exceeds 20% is now at about a JPEG quality factor of 92% for DM and about 78% for STDM. In comparison, STDM-W and STDM-OptiMW-SS exceed the 20% BER for JPEG quality factors of 74% and 64% respectively. Once again, the BER does not increase as rapidly.

In Figure 5.28, all watermarks were embedded at a fixed DWR of 35dB. If, instead, we fix fidelity, i.e. a Watson distance of 39, then it is observed from Figure 5.29 that, once again, STDM-W and STDM-OptiMW-SS are the best performing methods with bit error rates of only about 10% for JPEG Quality Factors of 50%. Also note that STDM-OptiMW-SS achieves this whilst also providing robustness to valumetric scaling.
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Figure 5.26: Bit error rate (BER) vs. JPEG Compression using an embedding rate of 1/32 and a DWR of 35 dB

Figure 5.27: Bit error rate (BER) vs. JPEG Compression using an embedding rate of 1/32 and at a fixed Watson distance of 39
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Figure 5.28: Bit error rate (BER) vs. JPEG Compression using an embedding rate of 1/320 and a DWR of 35 dB

Figure 5.29: Bit error rate (BER) vs. JPEG Compression using an embedding rate of 1/320 and at a fixed Watson distance of 39
5.6 Experimental results on standard images

To further investigate the performance of QIM methods previously proposed in addition to the 1,000 images from Corel database, we have also done experiments on four standard images (e.g. Lena, Cameraman, Barbara and Peppers). All these images are with the dimension of $512 \times 512$. The original images are watermarked using different methods discussed in this thesis, but the strength of watermarking embedding are fixed in term of PSNR. For example, the original Lena is shown in Figure 5.30, and the watermarked images with PSNR fixed to $28 dB$ to the original lena are shown in Figures to 5.37. The original and watermarked images of Cameraman, Barbara and Peppers are not showed in this thesis, only for the purpose of saving pages. The experimental conditions are similar to what we used for Corel images: Two bits are embedded into a $8 \times 8$ block and 62 DCT coefficients are used in each block.

Figure 5.30: Original Image
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Figure 5.31: Watermarked lena by traditional DM

Figure 5.32: Watermarked lena by Oostveen
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Figure 5.33: Watermarked lena by DM-MW

Figure 5.34: Watermarked lena by RDM-62-L2-Norm
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Figure 5.35: Watermarked lena by RDM

Figure 5.36: Watermarked lena by STDM
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5.6.1 **Subjective Quality Assessment**

In this thesis, we have measured the quality of the watermarked image by both subjective measurements (such as DWR and PSNR) and Watson’s distance defined by the perceptual model. In addition to these, we performed another quality assessment by a user trial. This experiment is done as follows:

- Send the original $512 \times 512$ 256 greyscale Lena image showed in 5.30 (but with the raw BMP format) to a user.

- Mark the watermarked images using different methods, showed in Figures 5.32 to 5.37, as Image 1, 2, $\ldots$, 7. Send all these images to users and the users have no knowledge of which picture is generated by which method.

- Have users score the watermarked image in the way that: 10 points means the watermarked image has no visual differences from the original image, 9 points means it has trivial perceptual differences, 8 points means it gets worse. The
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lower the score it has, the bigger the difference is.

- Collect the forms with scores that users have filled in.

We have sent out trial requests to 105 users and got 93 valid forms back. The average scores for all valid results are showed in Table.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Figure index</th>
<th>Average User subjective score</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM</td>
<td>5.31</td>
<td>6.4</td>
</tr>
<tr>
<td>Oostveen</td>
<td>5.32</td>
<td>5.6</td>
</tr>
<tr>
<td>DM-MW</td>
<td>5.33</td>
<td>8.7</td>
</tr>
<tr>
<td>RDM-62-L2-Norm</td>
<td>5.34</td>
<td>6.3</td>
</tr>
<tr>
<td>RDM</td>
<td>5.35</td>
<td>3.7</td>
</tr>
<tr>
<td>STDM</td>
<td>5.36</td>
<td>6.5</td>
</tr>
<tr>
<td>STDM-OptiMW-SS</td>
<td>5.37</td>
<td>8.2</td>
</tr>
</tbody>
</table>

Table 5.5: User trial

Results in Table shows Figures 5.37 and 5.33 have higher score of 8.2 and 8.7. In contrast, the watermarked image produced by traditional DM has a score of 6.4, the previously proposed method of RDM and Oostveen achieved a score of 3.7 and 5.6, respectively. It indicates that users consider Figures 5.37 and 5.33 generated by our methods to be visually closer to the original image, compared with other images. This confirms that watermarked images based on a perceptual model are visually more pleasant than previous QIM methods. Please note that this is achieved by fixing the strength of watermarking in terms of PSNR.

5.6.2 Experimental results against amplitude scaling and JPEG

For the standard images (Lena, Cameraman, Barbara and Peppers) watermarked using different methods, we firstly test their performances against amplitude scaling. The results are shown in Figure 5.38.

Once again, in Figure 5.38, our methods based on the modified Watson's model, such as DM-MW, RDM-MW, STDM-OptiMW-SS have lower BER than previous methods.

We then give the experimental results of the watermarked images against JPEG compression. The BERs are shown in Figure 5.39.
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Figure 5.38: BER versus amplitude scaling using standard images

Figure 5.39: BER as a function of JPEG quality using standard images
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It is observed that the STDM-OptiMW-SS has the lowest BER and this is consistent with the results derived from Corel database. We also take a look at the watermarked images after JPEG compression. For example, we compressed Figure 5.31 (watermarked image by traditional DM) with a JPEG factor of 80. It gives us Figure 5.40. Similarly, Figure 5.41 is obtained by compression with a same JPEG factor of 80, to the Figure 5.37 (watermarked image by STDM-OptiMW-SS).

Visually, there are no obvious differences between the pair of Figure 5.31 and Figure 5.40, neither the pair of Figure 5.37 and Figure 5.41. However, as shown in the curve of Figure 5.39, the BER of Figure 5.41 watermarked by STDM-OptiMW-SS is significantly lower than that of Figure 5.40 generated by DM. In addition, Figure 5.41 looks more pleasant than Figure 5.40.

Figure 5.40: Compressed version of Figure 5.31 (Watermarked image by traditional DM), with JPEG factor of 80
Figure 5.41: Compressed version of Figure 5.37 (Watermarked image by STDM-OptimW-SS), with JPEG factor of 80
Chapter 6

Conclusion

Quantization index modulation (QIM), originally proposed by Chen and Wornell, is a form of digital watermarking based on the framework of communications with side information. Its resulting lattice codes exhibit high capacity and computational simplicity. As a result, QIM has received significant attention within the watermarking community. However, this approach has some limitations. For example, it introduces distortion which is not adaptive to the local features of the host signal and thus may be perceptually noticeable. More significant limitations of QIM algorithm are their extreme sensitivity to valumetric scaling, e.g., changes of amplitude, and re-quantization, e.g., lossy compression. This thesis examined a variety of ways in which these limitations of QIM could be overcome. Our contributions are summarised in Section 6.1. In addition, some directions of future work are given in 6.2.

6.1 Summary of Contributions

We have proposed several modifications to dither modulated QIM. The first method, DM-W, uses Watson's perceptual model to adaptively change the quantization step size for dither modulation in order to improve fidelity. Experimental results confirmed that for the same document-to-watermark ratio (DWR), the Watson distance is reduced by over 80%. This improvement is achieved while simultaneously improving the robustness in high noise regimes.

Next, we modified Watson's perceptual model so that the adaptive QIM scheme
(DM-MW) is invariant to volumetric scaling. Experimental results demonstrated that when using soft decision decoding and an embedding rate of 1-bit-per-32 pixels at a DWR = 35dB, the BER does not exceed 1% over a scale range of 0.5 to 1.0. When the scaling factor increases to 1.5, the BER is still less than 7%. While there is a small degradation in fidelity compared with DM-W, the perceptual distortion introduced by DM-MW is only about one quarter of the regular DM (as measured by Watson distance). The distortion is also much lower than the adaptive method of Oostveen et al. [OKS04], and standard rational dither modulation (RDM).

This algorithm, DM-MW, implicitly assumes that the slacks calculated at the embedder and detector are the same, despite the modifications to the DCT coefficients introduced by the embedder. This is a source of error which is eliminated by using rational dither modulation with a modified Watson measure (RDM-MW). The adaptive step size for the current block is now based on perceptual estimates from the previously watermarked, neighboring block. This guarantees that the slacks calculated at the embedder and detector are identical (prior to any distortions between embedding and detecting). Of course, using the perceptual slacks calculated from the previously watermarked neighborhood to affect the step size in the current block, is likely to introduce some distortions and a further small degradation in fidelity, compared with both DM-W and DM-MW, is observed. The Watson distance is slightly increased from 9.4 of DM-MW to 10.2 of RDM-MW. However, this degradation is small and the use of RDM-MW reduces the bit error rate from 0.08% of DM-MW to 0.03% when the embedding efficiency for 1,000 images is examined.

Experimental results also demonstrated that the performance of DM-W, DM-MW and RDM-MW degrade more smoothly with the addition of white Gaussian noise, compared with traditional dither modulation (DM). This provides superior performance in high noise regimes.

We also tested the performance of these algorithms to addition/subtraction of a constant luminance value. Experimental results comparing the performance with that of Oostveen et al. [OKS04] indicate the all three algorithms are significantly more
robust. However, standard DM in the DCT domain (DM) is the most robust.

Our experimental investigations also revealed that a significant source of residual errors is due to rounding which occurs after computing the inverse DCT and converting to integer pixel values. These rounding errors may cause detection errors when the step size used for QIM is small. Rounding errors are, of course, a form of quantization, and most QIM, DM and DC-QIM methods are sensitive to re-quantization which can also occur as a result of analog-to-digital conversion and JPEG compression. Sensitivity to JPEG compression was experimentally examined. We observed that all the algorithms considered above, such as DM, DM-W, DM-MW and RDM-MW, are very sensitive to JPEG compression. If we maintain a fixed DWR, we generally observe that the perceptually-based algorithms perform worse than those that do not use a perceptual model. However, if we fix the perceptual distortion rather than DWR, then the perceptually-based algorithms provide significant improvements in performance.

Quantization index modulation methods are fragile to volumetric scaling and re-quantization. While considerable work has been directed to improving the robustness to scaling, the issue of re-quantization has received much less attention. This is surprising since re-quantization commonly occurs due to lossy compression, numerical rounding and analog-to-digital conversion.

Of the number of QIM variants, spread transform dither modulation exhibits most robustness to re-quantization. We have described how a perceptual model can be incorporated into the STDM framework and proposed several extensions to STDM. In the first method, referred to as STDM-W (STDM Watson), the random projection vector is replaced with the vector representing the magnitudes of the Watson's slacks associated with each DCT coefficient. This has the effect of directing the change to the host signal to those areas of the signal where the changes will be least noticeable. Since the projection vector is now image dependent, the detector must also be able to estimate the slack for each image. Although the very act of watermark embedding may slightly change these slack values, experimental results indicate that these changes are sufficiently small to permit very good detector performance. Meanwhile, STDM-
W considerably reduces the perceptual distortion from 41 to 8.7, compared with the
STDM.

By using a modified Watson's perceptual model which scale linearly with volumet-
ric scaling and using this not only to select the projection vector but also to determine
the quantization step size, the new method STDM-MW-SS is able to significantly im-
prove both the fidelity and robustness to volumetric scaling, compared with original
STDM. Experimental results on 1000 images confirmed these designs.

However, experiments revealed an unexpected sensitivity to JPEG compression.
This was due to the modified perceptual model over-estimating the slack values for
the high frequency DCT coefficients. As a results, more of the watermark energy was
placed in these regions, which are very sensitive to JPEG compression. This problem
was resolved by introducing a piecewise linear model that attenuated the slack esti-
mates. The resulting algorithm, STDM-OptiMW-SS exhibits very good fidelity, and is
very robust to both JPEG compression and volumetric scaling. At a fixed Watson Dis-
tance of 39, and using an embedding rate of 1/32, STDM-OptiMW-SS provide very
low BER (less than 0.5%) when images amplitude are scaled down. The BER never
exceeds 7% when images amplitude are scaled up with a factor in the range of 1.0 to
1.5. Under the same experimental conditions, the robustness of STDM-OptiMW-SS to
JPEG compression was also examined. The BER does not exceed 20% until the JPEG
quality factor is less than 64%, and the BER is still lower than 24% even for JPEG
quality factor of 50%.

We believe these results are important as it is imperative that watermarks be ro-
bust (preferably invariant) to volumetric scaling and re-quantization if they are to be
applied in copy protection applications where lossy compression, D-to-A and A-to-D
conversion and changes in brightness/volume are common.

6.2 Future Work

This section discusses some potential directions to extend the results of this thesis.

- In the algorithm of STDM-OptiMW-SS, the step size calculated in an embed-
6.2. Future Work

der and a detector is not identical because embedding alters the host signal, and consequently, perceptual slacks. Further improvements may be possible if this source of error can be reduced.

- The soft-decision decoding used in our methods equally weight and accumulate the distance obtained from every signal sample for detection. The robustness to JPEG compression may be further improved if the different DCT coefficients are weighted appropriately.

- The algorithms we have described are block based. As such, they are robust to spatially varying valumetric changes, if such changes occur on a block-by-block basis. However, highly non-linear valumetric changes, such as gamma correction, remain problematic. This is an area of future work.

- This thesis mainly discussed results based on 256 greyscale images, the extension of the proposed algorithms to colour images is also a future direction.
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Appendix B

Glossary

**BER**  Bit error rate, the percentage of bits that have errors relative to the total number of bits embedded as a watermark message, defined in Section 2.3.

**DWR**  Document-to-watermark ratio, defined in Equation (2.2).

**JPEG QF**  JPEG quality factor, described in Section 3.5.2.

**MSE**  Mean square error, defined in Equation (2.1).

**Watson distance**  A measurement for the fidelity of a distorted image to its original image, described in Equation (2.24).
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