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Abstract

The development and validation of a chromatography rate model for an industrial multicomponent chromatographic bioseparation is presented. The model is intended for use in a process scenario to allow specific variables critical to product quality to be studied. The chromatography provides impurity clearance whilst producing a complex product composed of six closely related variants of a dimer protein therapeutic (∼30 kDa), with their monomer subunits in a specific ratio. Impurity removal is well understood, however, achieving the correct monomer subunit ratio can pose a purification challenge. We utilise a stepwise approach to develop a model for studying the effect of feed material variability on product quality. Scale down experiments are completed to quickly generate data for estimating model parameters, before an iterative procedure is employed where the industrial process is used to refine parameters in a sequential manner, until model predictions exhibit satisfactory agreement with experimental data. Final model predictions were in good agreement with experimental product quality (within 3%). The results demonstrate how good understanding of an industrial process can help facilitate model development when an exhaustive description is not required, despite considering a chromatographic bioseparation with crude feed material and challenging purification objectives.
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1. Introduction

Advances in healthcare over the past half century have been of immense benefit to the quality of life for an increasing world population. The rapid growth in protein therapeutics has played a key role in this, and is predicted to continue with several hundred clinical candidate proteins currently estimated in company pipelines (Kelley, 2009) of which many serve significant unmet medical needs (Shukla et al., 2007). However, despite several decades of effort to improve R&D efficiency and performance, the process for bringing a new biopharmaceutical product to market remains an expensive, time-consuming, and risky proposition (Lightfoot and Moscariello, 2004).

Chromatographic separations are the workhorse of therapeutic protein purification (Kelley, 2007), but their design and operation is a challenging task. An optimal, safe and economic process must be found quickly somewhere in an extremely large parameter space which simply cannot be explored in depth using traditional experimental methodologies. Downstream process development currently depends heavily upon empirical experimentation interpreted using heuristic knowledge to arrive at an acceptable process (Lightfoot and Moscariello, 2004). The amount of material available to work with is often limited, and the work must be completed within constricted timelines to meet time to market constraints. Furthermore, US Food and Drugs Administration
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The hydrophobic interaction chromatography (HIC) considered in this work is a complex separation with challenging purification objectives. The product of interest is a disulphide linked dimer protein molecule (MW = 30 kDa), comprised of two monomer subunits. Three variations of the monomer...
subunit exist due to slight variations in the amino acid sequence, here denoted A, $\hat{A}$ and B. This results in six possible isomers of the dimer (AA, $\hat{A}A$, $\hat{A}$B, AB and BB) as shown in Fig. 1. The corresponding analytical chromatogram is shown in Fig. 2A. Each form is an active component of the final product which must contain a specific ratio of the monomer subunits, (A + $\hat{A}$) : B, i.e. not just one product form at a given total amount is required, but six closely related dimer variants, with a specific ratio of their monomer subunits. Specifically, subunit B must account for between 25% and 45% of all monomer subunits in the product, i.e. 0.25 < B < 0.45. In addition to the product, approximately 30% of the HIC feed material was product related impurities including the individual monomer subunits (A, $\hat{A}$ and B), incorrectly formed product species (I1, I2, I3, I4), and host cell related contaminants consisting of mainly host cell protein. The corresponding analytical chromatogram is shown in Fig. 2B.

3. Systematic model development

3.1. Determining modelling approach

Minimising the time and amount of material required to develop, validate, solve and determine model solutions is extremely important, as process development timelines are typically very constricted (Steinmeyer and McCormick, 2008). Especially so, as many simulations may be required to map the impact of process parameters on process performance and product CQA’s (Oegerman et al., 2006; Karlson et al., 2004). Thus, we aimed to minimise the necessary experimental and computational effort required to model the HIC and our ultimate goal was not to develop the most exact model description, but to develop a model with sufficient accuracy for use in industry.

3.2. Mathematical model

An equilibrium dispersive model was used to simulate the HIC (Guiochon et al., 1994). This model assumes that the mass transfer kinetics between the mobile phase moving through the column bed and the particles is infinitely fast. Thus the concentration of component i in the mobile phase is equal to the average concentration of component i in the intra-particular mobile phase, and the axial dispersion coefficient is replaced with an apparent axial dispersion coefficient which includes the contribution from the mass transfer kinetics. The model has the following additional assumptions; (i) the column is one-dimensional (radially homogeneous), (ii) the chromatographic separation is isothermal and adiabatic, (iii) the compressibility of the mobile phase is negligible and thus the velocity profile is flat, and (iv) the mass transfer parameters are independent of component concentration.

With the assumption that the column is radially homogeneous, the differential mass balance in the bulk mobile phase is described by (Guiochon et al., 1994):

$$\frac{\partial C_i^m}{\partial t} + \frac{(1 - \epsilon_T)}{\epsilon_T} \frac{\partial C_i^{sp}}{\partial t} + u \cdot \frac{\partial C_i^m}{\partial z} = D_A \frac{\partial^2 C_i^m}{\partial z^2} \quad \forall i$$

$$= 1, 2, \ldots, N_C \quad \text{and} \quad z \in (0, L)$$

(1)

where $C_i^m$ is the concentration of component i in the mobile phase, $t$ is the time, $\epsilon_T$ is the total column porosity, $C_i^{sp}$ is the concentration of component i in the stationary phase, $u$ is the interstitial velocity, $z$ is the axial coordinate, $D_A$ is the apparent axial dispersion coefficient, $N_C$ is the number of components in the system, and $L$ is the column length. $\frac{\partial C_i^m}{\partial t}$ is the rate per unit volume of accumulation of component i in the mobile phase, $((1 - \epsilon_T)/\epsilon_T) \cdot (\partial C_i^{sp}/\partial t)$ is the rate per unit volume of accumulation of component i in the stationary phase, $u \cdot (\partial C_i^m/\partial z)$ is the rate per unit volume of mass transfer by convection down the column, and $D_A \cdot (\partial^2 C_i^m/\partial z^2)$ is the rate per unit volume of mass transfer by dispersion and particle mass transfer kinetics lumped into one term. The apparent axial dispersion coefficient can be estimated from the number of theoretical plates of the column, $N_P$ (Guiochon et al., 1994):

$$D_A = \frac{ul}{2N_P}$$

(2)

The number of theoretical plates is determined directly from the chromatogram of an unretained small molecule.

---

Fig. 1 – The product is a disulphide linked dimer protein therapeutic (MW ≈ 30 kDa), comprised of two monomer subunits. Three variations of the monomer subunit exist due to slight variations in the amino acid sequence, here denoted A, $\hat{A}$ and B, resulting in six different forms of the product. All six closely related variants of the dimer protein therapeutic must be present in the final product, with their monomer subunits in a specific ratio.

Fig. 2 – Analytical chromatogram of (A) the product and (B) the feed material. (Axis values removed for confidentiality purposes).
according to the following equation (Synder and Kirkland, 2008):

\[
N_p = 5.54 \left( \frac{t_o}{\lambda} \right)^2
\]

where \(t_o\) is the retention time of an unretained small molecule and \(\lambda\) is the peak width of the unretained molecule at half of the height of the chromatogram peak (both determined experimentally). The total column porosity, \(\epsilon_T\), is defined as the ratio between the void volume, \(V_0\), and the column volume, \(V_C\):

\[
\epsilon_T = \frac{V_0}{V_C}
\]

The void volume, \(V_0\), can be determined from the product of the retention time of an unretained small molecule (determined experimentally), \(t_o\), and the mobile phase flowrate, \(F\):

\[
V_0 = t_o F
\]

The boundary conditions for Eq. (1) are the following (Guiochon et al., 1994):

At the inlet of the column, i.e. at \(z=0\), the mobile phase concentration, \(C_{m_i}^0\), depends on convection and dispersion:

\[
\left[ u C_{m_i}^0 - \frac{\partial C_{m_i}^0}{\partial z} \right]_{z=0} = u C_{m_i}^0 \quad \forall i = 1, 2, \ldots, N_C
\]

where \(C_{m_i}^0\) is the inlet concentration.

At the outlet of the column, only convective transport is considered:

\[
\frac{\partial C_{m_i}^0}{\partial z} \bigg|_{z=L} = 0 \quad \forall i = 1, 2, \ldots, N_C
\]

An initial condition is also required to solve Eq. (1) which states that the rate per unit volume of accumulation in the mobile phase of component \(i\) at \(t=0\) is zero at all points interior to the column:

\[
\frac{\partial C_{m_i}^0}{\partial t} = 0 \quad 0 < z < L \quad \forall i = 1, 2, \ldots, N_C
\]

In this work, protein adsorption onto the stationary phase was modelling using a competitive Langmuir adsorption isotherm (Seidel-Morgenstern, 2004):

\[
q_i = \frac{q_s \cdot k_{a,i} \cdot C_{m_i}^0}{1 + \sum_{i=1}^{N_C} k_{a,i} \cdot C_{m_i}^0} \quad \forall i = 1, 2, \ldots, N_C \quad \text{z} \in (0, L)
\]

where \(q_s\) is the resin saturation capacity, and \(k_{a,i}\) is the equilibrium constant of component \(i\), and \(q_i\) represents the amount of protein adsorbed per unit volume of settled resin. When the adsorption isotherm (Eq. (9)) is linked with the differential mass balance in the bulk mobile phase (Eq. (1)), the amount of protein adsorbed per unit volume of settled resin, \(q_i\), is converted to the amount of protein adsorbed per unit volume of stationary phase in the packed bed, \(C_{m_i}^b\):

\[
C_{m_i}^b = \frac{C_F \cdot q_i}{(1 - \epsilon_T)} \quad \forall i = 1, 2, \ldots, N_C \quad \text{z} \in (0, L)
\]

where dividing \(q_i\) by \((1 - \epsilon_T)\) accounts for the phase ratio (Mollerup, 2008), and multiplying \(q_i\) by a compression factor, \(C_F\), defined as the ratio between settled bed volume and packed bed volume, accounts for bed compression (Gerontas et al., 2010). All model equations are implemented and solved using the dynamic simulation tool gPROMSTM (Process Systems Enterprise, 2013). Discretisation of the column in the axial coordinate is done using the built-in orthogonal collocation on finite element method (OCFEM).

### 3.3. Parameter estimation and model validation

We used a systematic approach to model calibration, as illustrated in Fig. 4. In the procedure, targeted micro well experimentation is utilised to estimate the adsorption isotherm parameters, \(q_s\) and \(k_{a,i}\). Scale down column studies are used to determine the total column porosity, \(\epsilon_T\), and give an initial estimate of the mass transfer, \(D_m\), parameters of the system (Fig. 4 Steps 1 and 2). Then an iterative procedure is employed, where laboratory scale column runs (7 ml CV, 7.4 cm bed height) of the industrial process using untreated feed material are used to refine parameters in a sequential manner until model predictions exhibit satisfactory agreement with experimental data (illustrated in Fig. 4 Steps 2 and 3, results for the HIC described in detail in Section 4). Such a procedure is required when model predictions after the initial calibration effort (Fig. 4 Steps 1 and 2) are not satisfactory, because generating more pure material for further model development is normally prohibitively costly, and using data from the actual industrial process is a superior method from our industrial perspective, as will become clear in the following section. Experimental results were used to estimate the values of model parameters using the ‘parameter estimation’ entity in gPROMS based on the SRQPD sequential quadratic programming code. Parameter estimation was based on the maximum likelihood formulation, which determines values for the uncertain physical and variance model parameters that maximise the probability that the model will predict the measurement values obtained from the experiments. The statistical variance model of constant variance was used in this case (Process Systems Enterprise, 2013).

### 4. Model development of HIC chromatography

In the following section we describe the application of the procedure outlined above to the industrial multicomponent hydrophobic interaction chromatography considered in this work.

#### 4.1. Generation of purified materials for model calibration experiments

One of the key challenges of developing a mechanistic model of industrial chromatographic processes is the limited availability of purified material, which is required for many tasks in the overall effort to bring a protein therapeutic to market e.g. drug trials, stability studies, toxicology studies, etc. We had to generate our own protein solutions for model development experiments from bulk feed material. Following initial purification by pseudo affinity capture, the material contained the 6 product forms of interest, as well as a range of product related impurities and host cell proteins (HCP’s). The product forms were further purified and isolated from impurities over multiple runs on the hydrophobic interaction chromatography considered in this work. Multiple runs were required as it
was particularly challenging to separate the product isoform BB from closely related product related impurities. Fractions were taken every column volume (CV) and analysed by CEX HPLC in order to determine the isoform distribution of the sample. Multiple samples with a range of isoform distributions were generated in this way, and later pooled in order to generate material with desired isoform distributions for development experiments. Confirmation of removal of product related impurities and HCP’s was determined by phenyl RP HPLC. We were unable to generate pure samples of each product isoform which prevented determining traditional single component isotherms. We therefore required an approach to model development which used multicomponent mixtures of the six product forms. This involved (1) measuring isotherms competitively and (2) using an advanced parameter estimation facility to fit the experimental data to a competitive isotherm model.

4.2 Assumptions

The similar amino acid sequence of two of the monomer subunits (A and B) results in similar separation properties of the product isoforms AA, AB, BB and the product isoforms A, B, B. In order to simplify the modelling problem, the six product isoforms were reduced in the model to three components: AA, AB and BB. The chromatography cycle is divided into different steps (see Appendix for detailed description). Firstly, the product is applied to the column (load step), then buffer without any product is applied (wash step), before bound protein is collected by applying an elution buffer (elution step). We assumed that all product isoforms that remain bound to the column after the load and wash steps are subsequently collected in the elution step. This assumption was confirmed experimentally. Our approach also assumed that the product related impurities and HCP’s in the feed stream had a negligible impact on the separation of the product of interest, as the impurities are observed to flow through during the load phase of the chromatographic cycle (Fig. 3B). To confirm this we also compared the product form distributions in fractions collected every CV during HIC runs with and without impurities in the feed material. Runs were identical in all other aspects e.g. load challenge, product form concentrations and wash length. We found that the impurities had no effect on the product distributions (Fig. 3A). In addition, by comparing the UV traces in Fig. 3A, one can clearly see where the impurities are flowing through during the load step, before the two UV traces merge and are in exact agreement.

4.3 Initial model calibration experiments and determination of parameter values

The apparent axial dispersion coefficient, $D_A$, and total column porosity, $\epsilon$, were determined from pulse injections of a small unretained molecule using Eq. (2) to Eq. (5). The determined total column porosity value, 0.9, was in agreement with previous literature estimations for the same resin (McCue et al., 2007). The number of theoretical plates, $N_T$, was determined as 309 with a plate height of 0.0239 cm, resulting in an apparent axial dispersion coefficient, $D_L$, value of 0.0001 cm²/s.

We made special effort to determine accurate isotherm parameters at the start of model development, as the accuracy of the equilibrium isotherm is the most important part of the chromatographic model (Mollerup et al., 2009). Competition between product forms was a significant part of the separation, as the multiple product forms were closely related and had similar adsorption properties. It was important to capture these competitive effects in the adsorption isotherm model for simulation accuracy. We used batch adsorption experimental studies on a microwell plate to generate competitive adsorption data (i.e. the amount of component i adsorbed per unit volume of settled resin, $q_i$ (mg/ml), as a function of the concentration of all components in the liquid (mobile phase), $C_m$ (mg/ml)), which was fitted with a competitive Langmuir isotherm model (Eq. (9)), using gPROMS to estimate the saturation capacity, $q_s$, and equilibrium constants, $k_{i,j}$.

Batch adsorption in a microwell plate is tedious requiring labour intensive experiments, and can give inaccurate results (Seidel-Morgenstern, 2004). However, it can be automated using robotic liquid handling to reduce experimental burden, and is simpler than most alternative methodologies (e.g. perturbation method, dispersed front analysis, peak fitting) which are difficult when applied to multicomponent

Fig. 3 – (A) Experimental comparison between column runs using feed material with and without impurities (7 ml CV, 7.4 cm bed height, 4.2 CV/h, inlet concentration = 0.34 mg/ml, load challenge = 2 mg/ml). Similar product form percentages and overlapping $A_{280\text{nm}}$ trace during wash and elution indicates that impurities have minimal impact on separation of product forms and can be neglected in the model. (B) Chromatogram showing the $A_{280\text{nm}}$ trace and the percentage of product related impurities and product in samples taken every CV during a standard HIC run, determined by phenyl RP HPLC. The figure shows that the majority of impurities in the feed material elute from the column during the load phase, product forms begin to elute from the column at the end of the load phase and continue throughout the wash.
separations. Only frontal analysis is relatively straightforward, but was unfeasible in this work due to high costs and limited availability of required material. Our exact methodology for the batch adsorption studies was based upon previous work on high throughput screening of chromatographic separations (Coffman et al., 2008), and is described in the Appendix. All batch adsorption experiments were repeated in triplicate, and averages are shown in this paper.

To ensure that the experimental data used to fit the competitive Langmuir model contained competitive information, we varied the product form distribution in the load material used in the batch adsorption experiments. Each graph in Fig. 5 shows adsorption data from microwell experiments conducted at a different load material product form distribution, shown in the ratio AA%:AB%:BB% in the top left hand corner of each graph. Note that although the graphs show the bound concentration of the product form as a function of its mobile phase concentration, the mobile phase concentration of the other two product forms are also affecting the bound concentration. The effects of competition for binding sites is clear when the graphs in Fig. 5 are compared. In graph C, the

![Flow diagram showing the model development procedure used in this work](image)

**Fig. 4** – Flow diagram showing the model development procedure used in this work. We utilised a stepwise approach, first using targeted scale down experimental studies to quickly generate data for estimation of model parameters (Steps 1 and 2). We then employed an iterative procedure where laboratory scale column runs of the industrial process were used to refine parameters in a sequential manner until model predictions were in agreement with experimental data (Steps 3, 4 and 5).

**Fig. 5** – Experimental and simulated multicomponent competitive adsorption isotherms at a range of load material product distributions, as shown on the graphs in the order AA%:AB%:BB%. The experimental data is from micro well plate batch adsorption followed by CEX HPLC analysis. All experimental points were repeated in triplicate and standard error is shown on graphs.

BB stationary phase concentrations are significantly higher, especially compared to Graph B. This is due to the favourable product distribution of the load material resulting in fewer competing components, allowing more BB to bind (graph C load material 20% AA:25% AB:55% BB), graph B load material 28% AA:59% AB:13% BB.

The estimated isotherm parameter values are shown in Table 1. The standard deviations of the estimated parameters are approximately ten percent, indicating there is still some uncertainty around the parameter values. The coefficient of determination, $r^2$, for the model fit to experimental data was 0.96, which was found to be sufficient for satisfactory agreement between model predictions and experimental data as shown in Fig. 5, given the inherent uncertainties of the batch adsorption studies.

### 4.4. Model validation and calibration experiments

The product form distribution in the elution peak, and in samples taken from the column outlet every column volume (CV) during the load and the wash, was measured during experimental small-scale column runs using CEX HPLC. The ability of the model to predict these product form distributions was an important and industrially relevant test to validate model accuracy, since achieving a specific percentage distribution of the product isomers in the elution pool is a key objective of the

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Parameter symbol</th>
<th>Value</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA equilibrium constant</td>
<td>$k_{AA}$</td>
<td>5.31</td>
<td>0.58</td>
</tr>
<tr>
<td>AB equilibrium constant</td>
<td>$k_{AB}$</td>
<td>1.49</td>
<td>0.16</td>
</tr>
<tr>
<td>BB equilibrium constant</td>
<td>$k_{BB}$</td>
<td>0.52</td>
<td>0.07</td>
</tr>
<tr>
<td>Saturation capacity</td>
<td>$q_s$</td>
<td>6.45</td>
<td>0.36</td>
</tr>
<tr>
<td>Total column porosity</td>
<td>$e_T$</td>
<td>0.9</td>
<td>–</td>
</tr>
<tr>
<td>Apparent axial dispersion coefficient</td>
<td>$D_A$</td>
<td>0.0001</td>
<td>–</td>
</tr>
<tr>
<td>Compression Factor</td>
<td>CF</td>
<td>1.25</td>
<td>–</td>
</tr>
</tbody>
</table>
chromatography. This data was also suitable for model calibration should the first iteration of the model give unsatisfactory predictions.

4.5. **Validation of model predictive capacity**

The first iteration of the model was unable to give satisfactory predictions of the chromatographic process after the initial model calibration, as shown in Fig. 6A. This was not unexpected, as although we had spent extra effort ensuring that the isotherm parameters were accurate, we used a lumped mass transfer coefficient and had determined its value using the residence time of a unretained molecule (NaCl) that was significantly smaller than the protein, and thus would be expected to experience faster mass transfer. We could have considered using a more complex model (Kaczmarski et al., 2001), and/or used alternative experimental approaches to determining mass transfer parameters more accurately, e.g. conducting multiple pulse injections of the product at non-binding conditions, or using van Deemter plot methodology, etc. (Müller-Spath et al., 2011; Ng et al., 2012). However, applying these techniques to this industrial separation was problematic. For example, we could not find any non-binding conditions suitable for pulse injections of the product which did not significantly alter the system, and the lack of any pure component material, the highly competitive system and closely related isotherms of the product forms meant that the van Deemter plot method was not practical. In addition, we were conscious that there may also have been unidentified phenomenon occurring which could potentially affect these approaches, for example proteins unfolding on the HIC surface. Therefore, we took an alternative approach as discussed in the following section.

4.6. **Refine model parameters**

We used data from the previously conducted model validation run of the industrial process to refine the model parameters. Experimentally determined product distributions in fractions taken every CV were used to estimate the new value of the apparent axial dispersion coefficient, $D_a$, using the ‘parameter estimation’ entity in gPROMS. The previously determined value, estimated from the number of theoretical plates of the column, $N_t$, was used as an initial guess. Adsorption isotherm parameters, $q_i$ and $k_{ij}$, were refined manually, guided by the previously determined values, standard deviations and experimental product distributions. This method made optimal use of validation data, and meant no further experiments were required other than for further model validation. Runs of the industrial process are straightforward to conduct, can be left to run unsupervised with minimal preparation time, and can use feed material that needs no pre treatment and is readily available. This part of our approach can be easily integrated with traditional process development where column runs of the industrial process are conducted regularly. The drawback of such a procedure is that it can result in sub optimal parameter values. Estimating model parameters directly from the industrial process under normal operation was not possible without prior knowledge of suitable initial values, due to the complexity of the feed material and separation considered in this work.

We found that model predictions were in good agreement with experimental results after one iteration of refining the model parameters using model validation run data, shown in Figs. 6 and 7. The figures show the good agreement between the predicted and experimentally determined product form distributions in fractions taken every CV, and in the elution peak. The apparent axial dispersion coefficient and the AA equilibrium constant were modified from 0.0001 cm$^2$/s to 0.003 cm$^2$/s, and 5.31 to 3.5, respectively.

**Fig. 6** — Experimental and simulated product form distributions during load, wash and in final elution peak. (A) Before model refinement. (B) After model refinement. The apparent axial dispersion coefficient and the AA adsorption constant were modified from 0.0001 cm$^2$/s to 0.003 cm$^2$/s, and 5.31 to 3.5, respectively.

<table>
<thead>
<tr>
<th>Run identifier</th>
<th>Load challenge (mg/ml resin)</th>
<th>Load concentration (mg/ml)</th>
<th>Wash length (CV)</th>
<th>Percentage AA</th>
<th>Percentage AB</th>
<th>Percentage BB</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.5</td>
<td>0.26</td>
<td>10</td>
<td>35</td>
<td>35</td>
<td>30</td>
</tr>
<tr>
<td>B</td>
<td>2.4</td>
<td>0.44</td>
<td>10</td>
<td>14</td>
<td>38</td>
<td>48</td>
</tr>
<tr>
<td>C</td>
<td>2.2</td>
<td>0.35</td>
<td>10</td>
<td>40</td>
<td>44</td>
<td>16</td>
</tr>
<tr>
<td>D</td>
<td>1</td>
<td>0.4</td>
<td>3</td>
<td>38</td>
<td>20</td>
<td>42</td>
</tr>
<tr>
<td>E</td>
<td>1</td>
<td>0.11</td>
<td>3.2</td>
<td>38</td>
<td>20</td>
<td>42</td>
</tr>
</tbody>
</table>
concentration, load challenge and wash length were varied as described in Table 2. Results are presented in Table 3. Validation run A was chosen to give a good representation of the isoform distributions experienced in normal load material and the load challenges used during day-to-day operation of the chromatography (Fig. 7A). The model gave very accurate predictions of the product form percentages in samples taken during the load and the wash phase, and was able to accurately predict the final products’ monomer subunit ratio in the elution peak. The isoform distributions chosen for runs B and C were chosen to provide a challenge for the model, and would rarely be experienced during day-to-day operation. It was important to test these artificially created, rare load conditions in order to understand the limitations of the model. The model gave good predictions across the extended range of conditions, especially for the case study C (Fig. 7C). The difference between model predictions and experimental data for validation run B (Fig. 7B) was due to the very challenging isoform distribution in the load material, in particular that product isoform BB occupied 48% of the load, combined with a high load concentration and load challenge. The model slightly overestimated the percentage of AB during the wash length, which was attributed to tailing of BB that was not captured by the model. This was not observed during studies with fresh feed material, and thus it is likely that a small amount of product was damaged during the multiple applications, buffer exchanges and concentration steps used to generate the feed material for validation studies. Runs D and E were conducted to test model predictions at shorter wash lengths more applicable to producing a product of the desired quality, and thus no samples were taken during the wash. We found that the model predictions were again in good agreement with experimental data (predicted component percentages within 3%).

### 5. Concluding remarks

The development and validation of a predictive mechanistic model of industrial biopharmaceutical multi-component chromatography has been described. The equilibrium dispersive model with a competitive Langmuir isotherm was able to successfully predict product quality for an extended range of inlet concentrations, load challenges and inlet product distributions. We used targeted small scale experimentally for initial model calibration, spending extra effort on micro well batch adsorption experiments for the estimation of the adsorption isotherm parameters. Then an iterative procedure was employed where laboratory scale column runs of the industrial process were used to refine parameters in a sequential manner until model predictions were in satisfactory agreement with the experimental data. Final model predictions were within 3% of the final products’ monomer subunit ratio found in the chromatography elution peaks during validation studies. The model was also able to accurately predict the product form distribution in samples taken during the wash phase of the chromatographic cycle in validation runs A, B and C (samples were not taken in runs D and E). The model can now be used in subsequent studies to explore the effect of load material on product quality. The results demonstrate how good understanding of an industrial process can facilitate simpler model development when an exhaustive description is not required, despite considering a chromatographic bioseparation with crude feed material and challenging purification objectives.
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![Fig. 7 – Experimental and simulated product form distributions during load, wash and in final elution peak in model validation runs. (7 ml CV, 7.4 cm bed height, 4.2 CV/h, load details shown in Table 2).](image-url)
Appendix. Experimental materials and methods

A.1. Chromatography resin and equipment

Butyl Sepharose 4B fast flow hydrophobic interaction resin was obtained from GE Healthcare (Uppsala, Sweden). All preparative scale laboratory experiments were carried out using an AKTA FPLC chromatography system from GE Healthcare (Uppsala, Sweden). Laboratory columns were 1.1 cm in diameter and 7.4 cm in bed height. Tosoh Bioscience TSKgel Phenyl-SPW RP and GE Healthcare Mono S column (5.0 mm × 50 mm) high performance liquid chromatography (HPLC) columns were used for in assays.

A.2. Cation exchange HPLC assay

The cation exchange (CEX) HPLC assay utilises a Mono S column and a gradient of sodium acetate, acetonitrile and sodium chloride at pH 5.0 in order to determine the relative percentages of the six dimer isoforms of the product in the sample. After equilibrating the column for 30 min, 100 μl samples at 0.5 mg/ml are injected onto a column at a flowrate of 1 ml/min. Over the course of the gradient, separation of the isoforms is accomplished based upon competitive ionic exchange of the sample ions with a counter ion in the mobile phase, for fixed cationic functional groups on the column resin. Absorbance at 280 nm is measured at the column exit. Integration of the resulting chromatogram and analysis of the relative percentage area of each peak indicates the percentage of each isoform in the sample. The total time to run each sample is 30 min.

A.3. Phenyl reverse phase HPLC assay

The phenyl reversed phase (RP) HPLC assay utilises a TSK-Sepharose reversed phase column and a water/acetonitrile/trifluoroacetic acid gradient system to determine the relative amount of product and product related impurities in samples. After equilibrating the column for 30 min, 100 μl samples at 1 mg/ml are injected onto a column equilibrated with a low percentage of acetonitrile mobile phase at a flowrate of 1 ml/min. As the organic modifier (acetonitrile) is increased over the course of the gradient, separation of the product related species and impurities is accomplished. Absorbance at 214 nm is measured at the column exit. Integration of the resulting chromatogram and analysis of the relative percentage area of each peak indicates the percentage of each species in the sample. The total time to run each sample is 80 min.

A.4. Hydrophobic interaction chromatography

During all runs the columns were first equilibrated with 50 mM Tris, 1.0 M NaCl, 0.50 M Arg-HCl, pH 7.00 equilibration buffer. Isocratic experiments were then conducted. The elution peak from a preceding pseudo affinity capture chromatography unit operation was brought to the correct NaCl concentration and applied to the column at 0.49 ml/min followed by a 10 column volume (CV) wash step using the equilibration buffer. Elution buffer consisting of 20% propylene glycol, 50 mM Tris, 0.50 M Arg-HCl, pH 7.00 was then applied and the product peak collected. Any remaining bound protein was removed using 0.1 M sodium acetate, pH 4.00 sanitisation buffer, and the column was stored in storage buffer when not in use. All experiments were conducted between 4 and 8 °C.

A.5. High throughput batch adsorption

Batch binding studies were conducted in a 96-well filter plate. The filter plates used throughout the experiments were round-well 800 μl plates with 0.45-μm pore-size polypropylene membrane. 25 μl of resin was taken from a bulk reservoir and dispensed by the robotic liquid handler into the individual wells as 25% (v/v) slurry in the appropriate equilibration buffer. The plate was then centrifuged to evacuate excess liquid and leave damp resin. Subsequently, other solutions composed of pure product, having various total protein concentrations (0.5–1 mg/ml) and isoform distributions (each component was varied between 20% and 60%) were added into wells containing the resin. The initial concentration and component distribution for each filter plate well were fashioned by mixing together protein from a bulk solution of known component distribution and concentration, with the appropriate amount of equilibration buffer from a bulk solution in order that the total volume of liquid dispensed into each well was 275 μl (V0). The resin and solutions were then agitated on a platform shaker for 120 min. Separate batch uptake studies indicated that equilibrium was reached in less than 30 min, and therefore that this incubation time was suitable. Foil adhesive tape was used on the underside of the filter-plate to prevent liquid loss during shaking. After incubation, a centrifuge evacuated the supernatant into a UV-transparent 96 well microplate which was stacked beneath the filter plate for analysis. The supernatant was then analysed by a 96-well UV spectrophotometer (SpectraMax 250, Molecular Devices, Sunnyvale, CA) to determine the concentration of protein in the supernatant, Cm, CEX HPLC was used to determine the percentage of each component in the supernatant, Pm. The concentration of the protein in the mobile phase is then calculated from Eq. (A1).

\[ C_m = \frac{C_{\text{equil}} \cdot P_m}{100} \]  

where \( C_m \) is the concentration of component i in the mobile phase in mg/ml, \( C_{\text{equil}} \) is the measured concentration in the supernatant of the micro well, determined by UV spectroscopy, and \( P_m \) is the percentage of component i in the mobile phase as determined by CEX HPLC. An elution cycle was then conducted following the same methodology as the load cycle, where 275 μl of elution buffer was added to each well, the plate agitated on a platform shaker for 120 min and the supernatant subsequently collected as described previously and analysed using the spectrophotometer and CEX HPLC. The total amount of protein added to each micro well was then determined by Eq. (A2).

\[ M_i = \frac{C_{\text{elution}}}{V_{\text{elution}}} \]  

where \( M_i \) is the total amount of protein added to the micro well (mg), \( C_{\text{elution}} \) is the concentration of the elution supernatant (mg/ml), \( V_{\text{elution}} \) is the volume of the elution supernatant (ml), \( C_{\text{equil}} \) is the concentration of the equil supernatant (mg/ml), and \( V_{\text{equil}} \) is the volume of the equil supernatant. The amount
of protein adsorbed per unit volume settled resin, \( q_i \), is calculated using Eq. (A3).

\[
q_i = \frac{(M_i \cdot p_i^{\text{load}}/100) - (C_i \cdot V_{\text{equal}}/10000)}{V_{\text{resin}}}
\]

(A3)
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