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Abstract

A planar HPGe Compton camera for nuclear medicine applications that contains 177 pixels of $4 \times 4\, \text{mm}^2$, of which 25 are at the back detector, is being used to image point sources of Cs137, line sources and clinical-like shape distributed sources. Experimental results are obtained to study the effects of energy resolution, position sensitivity, and reconstruction algorithms on camera images. Preamplified pulses are digitized for pulse shape analysis using gamma ray tracking GRT4s data acquisition cards to improve camera performance. Pulse shape analysis includes improving energy resolution of the camera, improving position sensitivity of the camera by using induced charges in neighboring pixels and implementing time coincidence algorithms to select good events. The energy resolution effects will be presented for three different energy resolutions at 662 keV; 1.4% by implementing a basic pulse height algorithm, 0.7% with a curve fitting algorithm and 0.3% by implementing the moving window deconvolution algorithm (MWD). By improving the position sensitivity from 2.5mm to 1.25mm, an improvement of 24% in spatial resolution is expected where the current
spatial resolution of a point source 5cm from the camera is 8mm. The results show that the effects of energy resolution are less important for this camera. Images are reconstructed using back-projection and ITEM (Imaginary Time Expectation Maximization) algorithms. Effects of scattering materials on embedded sources are studied. Different source distributions have been studied including point sources, line sources and clinical simulations (baby-heart-like distributed sources).
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Chapter 1

Compton Camera and Nuclear Medicine

1.1 Nuclear medicine

Nuclear medicine imaging obtains the in vivo image of the spatial and temporal distribution of the radioactive tracers (radio nuclides or radioactively labelled pharmaceuticals) within the patient’s body. Nuclear medicine uses radiopharmaceuticals (labelled with radioactive isotopes) to diagnose and treat diseases. Nuclear medicine is unique in that it provides information about function of the body. It is fundamentally different from MRI, CT and other medical imaging techniques in that the radiation originates from inside the body. The principle works by injecting radioactive substances into patients, and capturing the radiation being emitted from inside
the body. Radiotracers participate in the biochemical or physiological processes in the body in the same way as the non-radioactive material. Tracing the radiotracers by external detectors leads directly to tracking the flow or distribution of analogs of natural substances in the body. Depending on the organ to be imaged, the selection of the radionuclide materials can be then selected. Specific Radioactive isotopes linked to radiopharmaceuticals are absorbed by specific organs which permits studying various functions of the body. Images represent the quantitative distribution of a radiopharmaceutical within the human body. The emissions from the radioactive isotopes within the body are detected with radiation detectors placed outside the body.

There are two types of radioactive labels used in NM: single photon emitters and positron emitters. Single photon emitters emit one principal gamma ray or a sequence of directionally uncorrelated gamma-rays (Single Photon Emission Tomography (SPECT, figure 1.1) used to detect them). Positron emitters emits positrons that travel a short distance and annihilates with an electron to generate two 511keV gamma-rays traveling in opposite directions (180 degrees) (Positron Emission Tomography (PET, figure1.2) used to detect them).
Recently a debate has begun to visualize the future of nuclear medicine after what PET has achieved. One point of view expect that PET will completely replace SPECT [Alavi & Basu, 2008], and an opposing view expressed by [Mariani et al., 2008] think that it is too early for such a dramatic change to happen in the near future.
In the middle of this heated debates that begun to surface, an alternative type of
detector that address the limitations of SPECT would be much beneficial to the field
of single photon radionuclides and the nuclear medicine community in general.

1.2 Compton camera

Among the advantages of the Compton camera Its superior detection efficiency and
spatial resolution performances compared to SPECT for medium and high energy
spectrum (energies above 250KeV). Compton camera uses Compton scattering prin-
ciple to localize the origin of the incident gamma ray which eliminates the tradeoff
between spatial resolution and detection efficiency found on SPECT technique.

1.2.1 Aim of the thesis

This thesis studies a high purity germanium Compton camera. This Compton camera
is unique (to the best of my knowledge) in that it is made by a set of pixels all of
which are made of germanium. hence, it is the first time for such a type of Compton
camera to be investigated. The thesis demonstrates how the the spatial resolution of
the UCL HPGe Compton camera is optimized by optimizing energy resolution and
position sensitivity. The thesis will, in addition, demonstrate the ability of the camera
to image point sources and distributed sources.
1.3 Thesis structure

To achieve the above aim, chapter 2 gives the theoretical background to the thesis, it starts by explaining the principle of Compton camera, it then explains how the angular and spatial resolutions are affected by the energy resolution, the energy of the incident gamma ray source, Doppler broadening and the geometry of the camera. A brief history of Compton cameras in literature is presented and the chapter finally explains the theory of charge creation in semiconductor detectors and how can be used to optimize the camera’s performances, namely the position sensitivity. Chapter 3 describes the Compton camera and the DAQ system in details. Chapter 4 presents the results of energy resolution enhancements and the predicted angular and spatial resolution due to the energy resolution of the MWD algorithm and two offline algorithms. Chapter 5 presents position sensitivity enhancements work done for the pixellated HPGe of the UCL Compton camera combined with the predicted angular and spatial resolution due to the geometry of the camera. Chapter 6 presents the efficiency of the UCL Compton camera and the effects of energy resolution and position sensitivity on the spatial resolution of the UCL Compton camera measured from point source images and how they compare with the predicted, and finally the chapter finishes by giving two examples to demonstrate the UCL Compton camera’s capability to image distributed sources. The last chapter draws some conclusions and propose some future work.
Chapter 2

Compton Camera

2.1 Compton camera principle

A Compton camera is a medical imaging system that uses kinematics of Compton scatter in order to reconstruct the radioisotope image distribution. The diagram of figure 2.1 shown below highlights the main features of a Compton camera. The Compton camera consists of two position-sensitive γ-ray detectors; scatter (or front) and absorption (or back) detectors. Both, the front and the back detectors, should have a good energy and position resolution; and are working in time and energy coincidence. The scatter detector must have a high probability for photons to undergo a Compton scattering interactions (i.e. a low Z material). The absorption detector is where the scattered photons from the front are to be absorbed, thus the detector should have a high probability for photons to undergo a photoelectric interaction.
Although it is desirable to design the back detector in Compton cameras to absorb the scattered photons, coincidence events where the scattered photon is not absorbed can be used to reconstruct images if the incident gamma ray source energy is known (as is the case in nuclear medicine).

When an incident gamma-ray of Energy $E_\gamma$ is scattered inside the front detector depositing an energy $E_{re}$ (on a recoil electron), then the Compton scatter angle $\theta$ is given by the Compton equation (2.1):

$$\cos \theta = 1 - \left( \frac{E_{re}}{\alpha(E_\gamma - E_{re})} \right), \alpha = \frac{E_\gamma}{m_0c^2}$$  \hspace{1cm} (2.1)

where $m_0c^2$ is the rest mass energy of the electron. The electron is assumed free and at rest before the interaction.

Figure 2.1: Compton camera principle
In order to understand the principle of the camera functioning, the imaging of a point source is considered and the same principle can be expanded for complex sources. On the diagram of figure 2.1 photons from the point source undergo a Compton scattering process in the scatter detector after which the scattered photons get absorbed and deposit their remaining energy in the absorption detector. The two detectors are made so that the energies deposited of the photons as well as their positions of interactions are measurable. This information is used in conjunction with the Compton equation (2.1) in order to localize the source.

The source is defined somewhere in the surface of the backprojected cone, which its apex originates from the position of the first interaction and its angle is the Compton angle. By considering many events, the intersection of the cones leads to the localization of the source.

The principle of imaging one point source can be extended for complex sources; an organ in the body or a tumour, since it can be considered as an array of point sources.

To back project an event from a photon, a Compton camera requires the following data: The energy of the incident photon, the energy deposited in both detectors and the position of the photon’s interaction in both detectors.
2.2 Interaction of $\gamma$-Ray with Semiconductors

The interaction of gamma rays with semiconductor materials creates electron-hole pairs (charge carriers) that can be collected and measured directly as electrical signals. Many detector designs based on semiconductors (mainly germanium and silicon) are used to detect gamma rays; among those are, for example, pixel, strip and coaxial detectors. These detectors are capable of measuring both energy deposited and position of interaction.

Gamma rays interact with semiconductors mainly via three processes; namely photoelectric effect, Compton effect where the photon interacts with a target electron and pair production where the interaction is with the semiconductor nucleus. In both cases, part of the energy absorbed during the collision in the semiconductor will be converted into ionization (the creation of electron-hole pairs), the remaining of energy into phonons (lattice vibrations) which eventually converts into thermal energy. The energy needed to create an electron-hole pair is a characteristic of the material; it dependence on the band gap of the semiconductor. The band gap of Si and Ge respectively are 1.12eV and 0.67eV at T= 300K. The mean energy for electron-hole creation are 3.63eV and 2.96eV at T= 300K.
2.3 Compton Camera Brief History

The principle of the Compton camera and the possible advantages expected from it are outlined in many research works. Following is a brief historical account of some of the Compton camera imaging systems for medical applications that have been investigated over the last four decades. The principle of Compton cameras was first proposed by Todd, Nightingale, and Everett for nuclear medicine imaging [Todd et al., 1974] and Schoenfelder for astrophysical applications [V. Schoenfelder, 1973]. The concept of the Compton camera is currently implemented for high energy x-ray imaging, the COMPTEL (Compton telescope), ATHENA (advanced telescope for high energy nuclear astrophysics) are examples of such applications. Since then a number of detector components and configurations have been proposed to investigate the possibilities of using this concept for medical applications. In 1983 Singh and Doria from the University of Southern California designed the first Compton camera for medical applications with a pixellated germanium array as a front detector and used a gamma camera without a collimator made of NaI(Tl) as a back detector [Singh & Doria, 1983]. Kamea and Hanada [Kamea & Hanada, 1988] proposed a new design for Compton cameras called multiple Compton camera. A multiple Compton camera consists of a series of large area thin silicon (or germanium) layers. Each layer is an independent, two dimensional, position sensitive detector. The layers are designed to be sufficiently thin so the probability of multiple interactions in any layer
is small [Dogan et al., 1990]. In 1993 Martin and other researchers from the University of Michigan, proposed a Compton camera to image medium energy (0.5 to 3 MeV) gamma-ray fields. Their camera consists of two position sensitive detector arrays: a $4 \times 4$ planar array of high purity germanium crystals and a ring array of up to 64 NaI(T1) crystals. On previous Compton cameras designs a degradation on efficiency was reported and the explanation given was that direct hits of gamma rays in the back detector are the cause of this degradation. The proposed design addresses this issue by using a planar second detector a ring array which significantly reduces direct and small angle scattered events in the second detector [Martin et al., 1993]. To address the issue of the tradeoff of field of view and the number of readout electronics channels in Compton cameras, one idea is to cover the field of view of a SPECT detector. However, Bolozdynya and others built high pressure xenon scintillation drift chamber Compton cameras for low energy y-rays. Traditionally, Si and Ge semiconductor detectors have been investigated as Compton scatter detectors because of their good energy resolution. With such detectors it is, however, difficult to achieve a clinically useful field of view with a reasonable number of readout channels. Compared with ionization and semiconductor detectors, the high-pressure xenon gas electroluminescent chamber detector has an optical readout not affected by the capacitance of the electrode structure and uses a small number of readout channels over a large field of view [Bolozdynya et al., 1997].
In the last four decades of Compton cameras, researchers used different geometrical designs, different materials for the front and the back detectors, 3D detectors and different readout electronics designs to address, mainly, the limitations of spatial resolution and efficiency. These limitations governed mainly by detectors and electronics technology which have prevented the theoretical advantages of the Compton camera principle from being fully realized: For example the anticipated enhancement in sensitivity has not been achieved, a reduction of sensitivity by a factor of three has been reported by Singh [Singh & Doria, 1983]. This means that the gap between anticipated and achieved performance is large. However, continual advances in these technologies is slowly closing the gap to overcome these challenges and eventually close the gap between the anticipated and the achieved performances.

Table 2.1 summarizes some of the Compton cameras that have been built and tested to date.
<table>
<thead>
<tr>
<th>Research Group</th>
<th>Year</th>
<th>Detector Material</th>
<th>Energy Resolution</th>
<th>Angular Resolution</th>
<th>Efficiency</th>
<th>Position Resolution</th>
<th>Analytical Images</th>
<th>Experimental Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of Southern California</td>
<td>1983</td>
<td>HPGe/NaI(Tl)(C-SPRINT)</td>
<td>NaI=10 % at 140 keV</td>
<td>6.8</td>
<td>2.6×10^-3 for 140 keV</td>
<td>-</td>
<td>Point source (140 and 662 keV)</td>
<td></td>
</tr>
<tr>
<td>University of Michigan</td>
<td>1998</td>
<td>Si/NaI(Tl)(C-SPRINT)</td>
<td>NaI=9% at 140 keV</td>
<td>2.2 at 360 keV</td>
<td>2.7×10^-3 for 140 keV</td>
<td>7.2 mm (x-y-z)</td>
<td>Point and line source (662 keV)</td>
<td></td>
</tr>
<tr>
<td>University of Michigan</td>
<td>2001</td>
<td>CZT</td>
<td>1.7% at 662 keV</td>
<td>3 at 511 keV</td>
<td>1.5×10^-4 for 511 keV</td>
<td>1mm (x-y-z)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>University of Liverpool</td>
<td>2007</td>
<td>HPGe</td>
<td>2% at 122 keV</td>
<td>6 at 1408 keV</td>
<td>4×10^-2 for 662 keV</td>
<td>1mm (x-y-z)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Los Alamos National Laboratory, USA</td>
<td>2008</td>
<td>Si/NaI(Tl)</td>
<td>4.3% at 834 keV</td>
<td>-</td>
<td>-</td>
<td>Point, distributed source</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>University College London</td>
<td>2009</td>
<td>HPGe</td>
<td>0.7% at 662 keV</td>
<td>3 at 662 keV</td>
<td>3.06×10^-5 for 662 keV</td>
<td>1.25 mm (x-y-z)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Institute of Space and Astronautical Science, Japan</td>
<td>2005</td>
<td>Si/CdTe</td>
<td>1% at 511 keV</td>
<td>3.5 at 511 keV</td>
<td>1×10^-2 for 360 keV</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Institute of Space and Astronautical Science, Japan</td>
<td>2009</td>
<td>Si/CdTe</td>
<td>1% at 511 keV</td>
<td>3.5 at 511 keV</td>
<td>1×10^-2 for 360 keV</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Harvard University</td>
<td>2010</td>
<td>Si/NaI(Tl)</td>
<td>NaI=8% at 140 keV</td>
<td>8.6 at 511 keV</td>
<td>4.15×10^-8 for 511 keV</td>
<td>3mm (x-y)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>University of Kyoto</td>
<td>2009</td>
<td>Time Projection Chamber /GSO</td>
<td>TPG=15.4%</td>
<td>7 at 662 keV</td>
<td>1×10^-5 for 360 keV</td>
<td>6 mm (x-y-z)</td>
<td>Point, distributed source, and small animal (360 and 511 keV)</td>
<td></td>
</tr>
<tr>
<td>University of Kyoto</td>
<td>2010</td>
<td>Time Projection Chamber /GSO</td>
<td>TPG=15.4% LaBr3(ce)=3% at 662 keV</td>
<td>4.2 at 662 keV</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>
2.4 UCL Compton camera

Instead of having one small first detector and a large back detector, the UCL Compton camera has been designed such that the back detector is the smallest. Also the first detector was constructed such that it consists of many separate sub-detectors (8 sub-detectors). This approach of dividing the detector into a set of separate sub-detectors will be discussed in the following section.

In previous works on Compton cameras, the back detector was made larger than the front detector in order to optimise the camera efficiency [Royle et al., 2003]. In the case of our camera, however, the front was made larger than the back detector. The detection efficiency is strongly affected by the size of the front and back detectors. Therefore, the design will increase the probability of gamma rays hitting the front detector and will on the other hand decrease it in the back detector. This leads to comparable detection efficiency to the existing Compton cameras, where the probability of gamma rays hitting the back detector is more significant. An estimation of the camera efficiency has been calculated for a point source of distance 5cm from the camera face [Royle et al., 2003].

Another characteristic of the UCL Compton camera differentiate it from other existing designs is that the front detector has been divided into small sub-detectors. All the existing designs of Compton cameras use single front detector and single back detector. This design leads to a significant degradation in efficiency. Because the
data are collected using a single detector, multiple interaction events were recorded within the same detector (multiple interactions happened in different pixels or strips at the same time). It is necessarily to eliminate those events, because the drifting charges not only induce signals in the adjacent pixels (strips) but in all pixels (strips). This, leads to overlapping between the induced signals from different interactions and therefore an ambiguity in finding the interaction position. The degradation could reach 95% for this type of detectors design.

Although the UCL Compton camera has the front detector divided into eight sub-detectors, this will improve the efficiency. However, the efficiency would be higher if the UCL Compton camera had a back detector sub-divided into sub-detectors.

2.5 3D Detectors For Compton Cameras

Two types of configurations double-strip and pixel array configurations are normally the main 3D detector configurations used to build Compton cameras. Figure 2.2 shows a diagram of a pixellated and a double-strip detector configuration. In the pixellated configuration the semiconductor is segmented into small equal pixels with $N^2$ pixels ($N^2$ electronics channel), while in the double-strip configuration the semiconductor is segmented into N parallel strips (N electronics channel). Thus, it can be concluded that the double-strip configuration needs fewer readout electronics than the pixel array. Therefore, the cost is considerably reduced in the double-strip configuration.
However, the readout electronics complexity in reading a large number of channels in the pixel array configuration is no longer a challenge with the recent development in the field of nano-technology. Also this configuration (pixel array) can result in the minimum electronic noise because the total leakage current is shared among a large number of pixels and the capacitance of each pixel is minimized [Zhang et al., 2004].

The UCL Compton camera has a pixellated geometry.

![Figure 2.2: Double strip and pixel 3D detectors configurations](image)

The energy resolution depends mainly upon two physical factors. It is directly related to the material and the geometry (configuration) of the detector. It is well known that High Purity Germanium semiconductors (HPGe) have the best energy resolution compared to silicon and other room temperature semiconductors (i.e. HgI2, CdTe, CdZnTe). This is due to the differences in the loss of charge carriers during the drift time. For the HPGe the loss can be always ignored, however, it is significant in the other semiconductor materials.

The weighting potential for the two configurations is the same. The difference is
in the rate of increase as we approach the electrodes (pixel or strip). This is because the differences in the size of electrodes. In order for a detector to have a better energy resolution, the collection of charge carriers has to be complete. It is not, however, due to charge carriers trapping, which varies from a semiconductor material to another. For example, the HPGe has the lowest charge trapping; however, in the case of room temperature semiconductors the trapping of holes is quite significant. Due to this limitation, both configurations are made such that they are a single polarity charge. In other words electrodes are either sensitive to electrons or holes. For both configurations the weighting potential is almost zero when charge carriers move on the region far away from the electrode (pixel or strip). However, the weighting potential is very strong near the electrode (pixel or strip). The induced charge therefore is then created mostly from the charges crossing the region near the electrode. The pixel array has a better energy resolution [Zhang et al., 2004] over the double-strip configuration. This is due to the smaller area of the pixel compared to the strip; the increase of the weighting potential is much lower in the case of pixel array compared to the double-strip configuration. The smaller the ratio between the dimension of each electrode to the thickness of the detector, the lower the increase of the weighting potential. Therefore, the pixel array configuration is more sensitive to single charge carriers. Therefore the pixel array configuration has a better energy resolution compared to the double-strip configuration.
For both configurations the X-Y position sensitivity (position resolution of gamma ray interaction within the pixel/strip) is calculated by comparing the induced signals of the neighboring pixels (strips). For instance, to improve the X position sensitivity beyond the pixel (strip) size consider two neighboring pixels (strips) (one at the right hand and the other at the left hand side of the pixel (strip) where the interaction took place) if the induced signal is more significant on the left pixel (strip) this means that the interaction took place in the half part of the pixel (strip) near the left pixel (strip). And therefore the position sensitivity is enhanced by a factor of two.

Strips have high probability compared to pixels in housing multiple gamma ray interactions at the same time. This, leads to an uncertainty (ambiguity) in finding the position of gamma ray interaction. Which in turn have a direct impact on the image resolution. Due to the small area of pixels, the probability for a pixel to house multiple gamma ray interactions is much lower.

In the pixel array configuration, pixels at the edges of a sub detector array, when an interaction happens in them, do not have the capability of enhancing the position sensitivity. This is because to find the position of a gamma ray interaction within a given pixel with an improved position sensitivity, the pixel has to have at least 4 neighboring pixels (from the right, left, top and bottom sides). This is because the induced signals in those pixels are used to find the position. In the case of the pixels at the edges there are between three and five neighboring pixels (depending on the
position of the pixel). In the double-strip configuration the same limitation exists, however, the number of strips that will not have the capability of position sensitivity enhancements are four. This number is the same for any size of the detector (it does not depend on how much strips a detector has) because there is always four strips at the edges. However, in the pixel array configuration the larger the detector is the larger the number of pixels at the edges, in total for a detector of $N \times N$ pixels, $3N$ pixels are at the edges.

### 2.6 Energy Resolution

#### 2.6.1 Fano Factor

For a given energy absorbed in a semiconductor, the number of electron-hole pairs created is subject to some fluctuation due to the variation in the amount of energy which ends up in electron-hole creation and phonon generation. This in turn has an effect on energy resolution achievable for a given semiconductor detector.

The energy needed to create an electron-hole pair in a semiconductor is not constant but fluctuates around a mean value $N$ given by (2.2):

$$N = \frac{E}{\epsilon}$$  \hspace{1cm} (2.2)

$E$ is the energy absorbed and $\epsilon$ is the mean energy spent for creating an electron-
hole pair (2.96eV for Ge at 300K). The Fano factor $F$ is introduced as an adjustment factor to relate the observed variance to the Poisson predicted variance in the number of charge carriers $N$(electrons or holes)(2.3):

$$F \equiv \frac{N}{E/\epsilon} \quad (2.3)$$

The Fano factor for Si and Ge for example are 0.115 and 0.13 respectively.

### 2.6.2 Noise

The proportionality of charge and absorbed energy in semiconductor can be affected by noise originates from the detector and the readout electronics.

There are two main detector related factors that affect energy resolution in semiconductor detectors. First, Incomplete charge collection in semiconductor detectors will lead to energy measurements fluctuations for a given absorbed energy. Second, the leakage current adds statistical fluctuations to the measured signal.

Charge collection is affected by two effects, trapping and recombination. Recombination is significant in applications where unbiased diodes are used; in applications where biased diodes are used, which is the case in Compton camera applications, recombination is insignificant. Recombination occurs between radiation-generated electrons and holes as long as are not separated by an applied electric field or by diffusion. Trapping, however, which is the temporary capture and delayed release of
charge carriers caused by local material defects, could be of a significant importance in energy measurements precision. Because the signal created from an electron-hole pair is proportional to the distance between electron and holes once they stopped (either at the electrodes or by being trapped), and because the path taken by a given electron-hole pair created by a given interaction position vary, the probability of trapping vary as the local defects are not uniform across the detector. This would lead to fluctuations in the measured signal and hence on the energy resolution of the detector. Also, because the probabilities of electron and hole capture (trapping) is different, trapping will lead to a depth dependence of the signal created for every interaction position.

2.6.3 Moving Window Deconvolution

There are two approaches used in gamma ray spectroscopy to measure gamma ray energies: analog shaping and digital shaping. For systems that use analog shaping the preamplifier’s output is followed by an analog shaping stage before the ADC stage after which the energy is measured by measuring the amplitude of the shaped signal. For systems that use digital shaping, the implementation of the shaping filter happens numerically where the preamplifier’s output is directly digitized using an ADC. The moving window deconvolution (MWD) is a digital energy measurements algorithm implemented in the GRT4’s FPGAs. Advantages of digital shaping over
analog shaping include the ability to implement complex shaping functions that are
difficult or impossible to implement using analog electronics and the second advantage
is that only the preamplifier’s stage is subject to environment’s changes which affects
the performances of the shaping stage.

The MWD [Georgiev & Gast, 1993] implements a trapezoidal shaping which is
known to be the optimal shaping for detectors where the pulse shape is dependent on
the depth of interaction. The signal from the preamplifier, which is an exponential
decaying signal, is transformed into a stair case signal after which a moving average
operation removes high frequency noise and finally generates a trapezoid signal shape.

A radiation event produces an amount of charge proportional to the energy de-
posited in the detector. The charge results in a steplike waveform at the preamplifier
output and its signal is described by equation (2.4):

\[ U_p(t) = \int_{-\infty}^{+\infty} g(\tau) f(t - \tau) \]  

(2.4)

Where the preamplifier’s output signal \( U_p(t) \) is described by a convolution between
the charge distribution function \( g(t) \) and the preamplifier impulse response \( f(t) \).

In order to perform deconvolution the preamplifier’s output is digitized where the
integral of equation (2.4) becomes a sum:

\[ U_p(it_s) = \sum_{j=0}^{\infty} g(jt_s)f(it_s - jt_s) \]  

(2.5)
where $t_s$ is the sampling time. If the time scale is normalized to $t_s$ equation (2.5) becomes:

$$U_p(i) = \sum_{j=0}^{\infty} g(j) f(i - j)$$  \hspace{1cm} (2.6)

For a resistor feedback preamplifier which corresponds to a single pole transfer function. Then $f(n) = k^n$, where $k = e^{-\alpha}$ and $\alpha$ is the decay time of the exponent. Therefore, the solution to equation (2.6) is given by equation (2.7) for $i \in (z, z + M)$:

$$G(i) = \sum_{j=z}^{i} g(j) = U(i) + (1 - k) \sum_{j=z}^{i-1} U(j)$$  \hspace{1cm} (2.7)

where $z$ is an arbitrary time reference and $M$ is the window size. When the index $i$ reaches the right limit of the window, the total charge $G(n = z + M)$ in the window $(z, z + M)$ is extracted. Therefore, for any further window shifted by one sampling time interval with respect to the previous one, the total charge is given by for any $n > z + M$:

$$G(n) = \sum_{j=n-M}^{n} g(j) = U(n) - U(n - M) + (1 - k) \sum_{j=n-M}^{n-1} U(j)$$  \hspace{1cm} (2.8)
2.7 Spatial and Angular Resolution

The spatial resolution $SR$, ignoring the contribution of the image reconstruction algorithm, given by the FWHM of the point spread function (PSF) for a Compton camera at a distance $D$ from the camera is related to the angular resolution $\Delta \theta$ by equation (2.9). Therefore, once the angular resolution is known, the spatial resolution can be calculated knowing the source distance from the camera. The angular uncertainty $\Delta \theta_{\text{tot}}$ results from the uncertainty of energy measurement of the scatter detector $\Delta \theta_{\text{energy}}$, the Doppler broadening effect of the scatter detector $\Delta \theta_{\text{Doppler}}$, and the geometry contribution $\Delta \theta_{\text{Geo}}$ (uncertainty of determining the positions of interactions in the scatter and the absorption detectors, the source to detector distance and the physical dimensions of the camera). The uncertainty of the position of the interactions in the two detectors results in an uncertainty on the cone’s axis; whereas, the uncertainty on the energy and the Doppler effect result on an uncertainty on the cone’s angle $\theta$. The total angular resolution, given by equation (2.10), is the quadratic summation of the three quadratic uncertainties [Du et al., 2001]:

$$SR = D \tan(\Delta \theta) \quad (2.9)$$

$$\tan^2(\Delta \theta_{\text{tot}}) = \tan^2(\Delta \theta_{\text{energy}}) + \tan^2(\Delta \theta_{\text{Doppler}}) + \tan^2(\Delta \theta_{\text{Geo}}) \quad (2.10)$$
2.7.1 Energy Uncertainty Contribution

The energy uncertainty contribution to the angular resolution is derived from the Compton camera equation (2.1) using error propagation [Du et al., 2001]:

\[
(\Delta \theta_{\text{energy}})^2 = \left( \frac{d\theta}{dE_{re}} \right)^2 (\Delta E_{re})^2 + \left( \frac{d\theta}{dE_\gamma} \right)^2 (\Delta E_\gamma)^2
\]  

(2.11)

Because in nuclear medicine applications the energy of the incident gamma ray \( E_\gamma \) is known, the equation (2.11) becomes:

\[
(\Delta \theta_{\text{energy}})^2 = \left( \frac{d\theta}{dE_{re}} \right)^2 (\Delta E_{re})^2
\]  

(2.12)

where by using equation (2.1):

\[
\left( \frac{d\theta}{dE_{re}} \right) = \left( \frac{1 + \alpha(1 - \cos \theta)}{E_\gamma \alpha \sin \theta} \right)^2
\]  

(2.13)

Which results in the equation below that represents the energy contribution to angular resolution:

\[
\Delta \theta_{\text{energy}} = \left[ \frac{(1 + \alpha(1 - \cos \theta))^2}{E_\gamma \alpha \sin \theta} \right] \Delta E_{re}
\]  

(2.14)

It is clear from equation (2.14) that the angular uncertainty due to energy contribution is inversely proportional to the gamma ray energy: the higher the energy
the better the angular resolution, which makes the Compton camera perform better at medium to high energies (> 250keV). Also, the better the energy resolution of the scatter detector the better the angular resolution. In addition, the angular uncertainty is proportional to the scattering angle by $1/\sin \theta$. The graphs below show how the angular resolution changes with the scattering angle $\theta$, the energy resolution (which is a characteristic of the material used) and the gamma ray energy.

To show the effects of energy resolution, the materials Ge, Si, CZT were chosen to show the effects of the energy resolution. These materials are used to design most of the Compton cameras. To study the effects of incident energy, gamma ray energies of 662keV, 511keV, 364keV and 140keV were chosen because they cover the whole spectrum of nuclear medicine applications. The energy resolutions of the different materials used were estimated from mathematical models found in the literature. The energy resolutions of Germanium is given by the equation (2.15) [Ordonez et al., 1997a] and that of Si is given by the equation (2.16) [Conka-Nurdan et al., 2002], CZT is given by the equation (2.17) [Du et al., 2001].

\[
\Delta E_{re}(MeV) = \sqrt{1.055 + 1.064 \times 10^{-3} \times E_{re}(MeV)} \quad (2.15)
\]

\[
\Delta E_{re}(MeV) = 8.5 \times 10^{-5} \sqrt{330 \times E_{re}(MeV)} + 1 \quad (2.16)
\]
\[ \Delta E_{re}(MeV) = 6.0 + 0.15\sqrt{E_{re}(MeV)} \] (2.17)

Figure 2.3 shows, for an incident energy of 511keV, the angular resolution for Ge, Si and CZT which have different energy resolutions of which Ge is the best and CZT is the worst. In the case of germanium for scattering angles between 5° and 130°, the angular resolution is below 1°, for scattering angles below 5° and scattering angles between 130° and 170° the angular resolution is between 1° and 10°, and for scattering angles above 170° the angular resolution goes up to 100°; In the instance of silicon for scattering angles between 10° and 90°, the angular resolution is below 1°, for scattering angles below 10° and scattering angles between 90° and 165° the angular resolution is between 1° and 10°, and for scattering angles above 165° the angular resolution goes up to 100°; For CZT, for scattering angles between 5° and 135°, the angular resolution is between 2° and 10°, for scattering angles below 5° and scattering angles above 135° the angular resolution is goes up to 100°; Germanium, silicon and CZT have the minimum angular resolution at roughly the same scattering angle of 40°. It is clear from this graph the importance of a good energy resolution for Compton cameras to get a good angular resolution as well as the importance of the scatter angle range.
Figure 2.3: Angular Resolution for Ge, Si, CZT semiconductor materials where the effects of energy resolution are shown for a gamma ray source of 511keV

Figure 2.4 shows the effects of the incident gamma ray energy for silicon and for gamma ray energies of 662keV, 511keV, 364keV and 140keV. For 662keV gamma ray source and scattering angles between 5° and 130°, for 511keV and scattering angles between 7° and 125°, for 364keV and scattering angles between 15° and 110°, for 140keV and scattering angles between 10° and 160°; the corresponding angular resolutions are below 1° for 662keV, 511keV and 364keV; however, for 140keV the angular resolution is between 2° and 10°. This shows that the Compton camera is best suited for imaging gamma ray sources of medium to high energies, but is not best for imaging low energies.
2.7.2 Doppler Broadening Contribution

The Compton equation (2.1) is used to relate the energy measured in the detector to the scatter angle. The Compton equation gives a one-to-one relationship between the scatter angle and the energy, which is only true when the electron involved in the Compton scattering interaction is considered at rest; however, in reality, gamma ray interacts with moving electrons bound to atoms. The effect of electron motion is manifested by the broadening of the energy spectra of both scatter and absorption detectors, which results in an additional source of energy uncertainty. The equation that accounts for the electron’s non-zero pre-collision energy and momentum is given by (2.18) [Ordonez et al., 1998]:

Figure 2.4: Effects of gamma ray source energy on angular resolution for Si
\[ p_z = -m_0c \frac{E_0 - E_A - E_0E_A(1 - \cos \theta)/m_0c^2}{\sqrt{E_0^2 + E_A^2 - 2E_0E_A\cos \theta}} \] (2.18)

where \( p_z \) is the projection of the electron’s pre-collision momentum on the momentum-transfer vector of the gamma ray.

The degree of the Doppler broadening in a target atom can be calculated from the probability for Compton scattering from an electron in the nth sub-shell into a scatter energy and scatter angle of \( E_A \) and \( \theta \) respectively. This probability is given by a double-differential cross section [Ribberfors, 1975]:

\[
\left( \frac{d^2\sigma}{d\Omega dE_A} \right)_n = \frac{m_0r_0^2}{2E_0} \left( \frac{E_c}{E_0} + \frac{E_0}{E_c} - \sin^2 \theta \right) \times \frac{E_A}{\sqrt{E_0^2 + E_A^2 - 2E_0E_A\cos \theta}} J_n(p_z) \] (2.19)

where \( J_n(p_z) \) is the Compton profile for the nth sub-shell of the target atom. \( r_0 \) is the classical electron radius and \( E_c \) is the energy given by the Compton equation. The Compton profiles used to study the effects of Doppler broadening for the UCL Compton camera are taken from [Biggs et al., 1975] and [Reed & Eisenberger, 1972], both gives values for Ge and were used for comparison reasons (see Chapter 4).

The angular uncertainty due to the effects of Doppler broadening is given by equation (2.20) [Ordonez et al., 1998]:
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\[ \sigma_\theta = \frac{1}{k_\theta} (k_{pz} \sigma_{pz}) \]  \hspace{1cm} (2.20)

where

\[ k_\theta = \left( \frac{1}{m_0 c^2} - \frac{\vec{p}_z}{m_0 c w} \right) \bar{E}_A E_0 \sin \theta \]  \hspace{1cm} (2.21)

\[ k_{pz} = \frac{w}{m_0 c} \]  \hspace{1cm} (2.22)

\[ w = \sqrt{E_0^2 + \bar{E}_A^2 - 2E_0 \bar{E}_A \cos \theta} \]  \hspace{1cm} (2.23)

The parameter \( \sigma_{pz} \) can be estimated from the width of the total Compton profile of the target atom.

### 2.7.3 Geometry Contribution

To predict the geometry contribution to angular resolution, the work done by [Ordonez et al., 1999] was adopted. The geometry contribution to angular resolution is due to the fact that the uncertainty in defining the positions of the interactions in the front and the back detectors. These positions determine the axis of the Compton cone and the position on the front defines the vertex of the cone. The uncertainties in defining the interaction positions comes from the limitations of the detectors spatial
The overall FWHM angular resolution is given by equation (2.24):

\[
[\Delta \theta]^2 = [\Delta \theta_S]^2 + [\Delta \theta_A]^2
\] (2.24)

Where \( \Delta \theta_S \) is the angular resolution of the front detector, and \( \Delta \theta_A \) is the back detector contribution.

The front detector’s \( \Delta \theta_S \) contribution is given by equation (2.25):

\[
[\Delta \theta_S]^2 = \frac{1}{R_1^2} \left( (\Delta x_S \cos \phi)^2 (1 + \alpha \cos \theta)^2 + (\Delta y_S \sin \phi)^2 (1 + \alpha \cos \theta)^2 + (\Delta z_S \alpha \sin \theta)^2 \right)
\] (2.25)

Where \( R_1 \) is the distance between the source and the interaction position in the front detector; \( \Delta x_S, \Delta y_S \) and \( \Delta z_S \) are the front detector resolution vector’s \( \Delta r_S \) components; \( \phi \) and \( \theta \) are the polar and azimuth angles in spherical coordinates. \( \alpha \) equals to \( R_1/R_2 \) where \( R_2 \) is the distance between the interactions positions in the front and the back detectors.

The back detector’s contribution to angular resolution \( \Delta \theta_A \) is given by equation (2.26):
\[ [\Delta \theta_S]^2 = \frac{1}{R_2^2} \left( (\Delta x_A \cos \theta \cos \phi)^2 + (\Delta y_A \cos \theta \sin \phi)^2 + (\Delta z_A \sin \theta)^2 \right) \] (2.26)

Where \( \Delta x_A, \Delta y_A \) and \( \Delta z_A \) are the back detector resolution vector’s \( \Delta r_A \) components.

For Compton cameras of isotropic spatial resolutions (\( \Delta x_D = \Delta y_D = \Delta z_D \)) or with uniform resolution along two out of the three axes (i.e. UCL Compton camera) (\( \Delta x_D = \Delta y_D \neq \Delta z_D \)), where \( D = S \) or \( A \), equations (2.25) and (2.26) reduce to (2.27):

\[ \Delta \theta_{Geometry} = \sqrt{\left( \frac{\Delta r_A}{R_2^2} \right)^2 + \left( \frac{\Delta r_S}{R_1^2} \right)^2 \left[ 1 + \frac{R_1^2}{R_2^2} + 2 \frac{R_1}{R_2} \cos \theta \right]} \] (2.27)

From equation (2.27) the angular resolution is almost inversely proportional to \( R_2 \) which translates to the fact that the larger the detector separation between the front and the back the better is the angular resolution. Likewise \( \Delta \theta_{Geometry} \) is also almost inversely proportional to \( R_1 \), which means the further the source is from the camera the better is the angular resolution [Ordonez et al., 1999].
2.8 Signal Formation in a Pixellated Gamma Ray Detector

2.8.1 Charge Creation

Gamma rays undergoing interactions in a pixellated semiconductor detector give rise to mobile electron-hole pairs. The cloud of charges moves under the influence of the applied electric field between the anode and cathode of the detector. The magnitude of these charge signals collected by the electrode corresponds to the energy deposited by the photon and their characteristics depend on the interaction position.

Figure 2.5 shows a cross section of a pixellated detector with a bias potential of Vb. When a gamma ray interacts within the detector, the electron-hole cloud created will separate and drift to the electrodes under the influence of the electric field. Electrons travel towards the positive electrodes, holes go in the opposite direction.

Figure 2.5: Cross section of a pixellated detector. the continuous top electrode is connected to a bias voltage Vb. Pixel electrodes are held at a ground potential

Once the cloud is created within the semiconductor, it will induce a surface charge
on any existing electrodes. Initially the density of the surface charge will be nearly uniform on the surrounding pixels when the charge cloud is relatively far from the electrodes. However, as the cloud becomes closer to a given pixel, the surface charge becomes more concentrated on the closest pixels [Eskin et al., 1999]. Since the current induced is due to charge movement and not whether or not the charge reaches the electrodes, the central pixel, as well as surrounding pixels, record the presence of charge movement. However, as the magnitude of induced signal depends on the distance between the pixel and the charge cloud, the central pixel will record the biggest pulse. This simple explanation of the creation of induced charges in the main and neighboring pixels, can be explored and expanded by considering the concept of the near field-effect and weighting potentials, after considering the Ramo-Shockley theorem.

### 2.8.2 Ramo-Shockley theorem

Ramo [Ramo, 1939] proved a theorem which had been introduced by Shockley [Shockley, 1938] earlier. The RamoShockley theorem introduced what is referred to as a weighting field ($E_w$). This is the electric field appearing within a volume that contains an arbitrary number of electrodes held at a fixed potential in the presence of a point charge e moving with velocity v. This field appears within the volume if the electrode of interest is raised to unit potential and all other electrodes kept at ground
potential. Under these conditions the electrode current \( i \) due to a charge \( e \) at point \( r \) is ([Ramo, 1939], [Shockley, 1938]):

\[
i = ev(r)E_w(r)
\]  

The integral of electrode current can be found by means of a weighting potential, \( w \). The right side of (2.28) is the time derivative of \(-ew(r)\), so as the point charge \( e \) moves from position \( r_1 \) to \( r_2 \), the net charge built up on an integrating capacitor connected to the electrode would be:

\[
Q = e[\phi(r_2)\phi(r_1)]
\]

2.8.3 Weighting potentials and the near field effect

The notion of weighting potentials is important in understanding the mechanism by which induced signals are created in a pixellated detector. Figure 2.6 shows the weighting potential due to the central pixel. The potential gradually becomes stronger moving towards the pixel surface. This is known as the near-field effect.
The weighting potential for the neighboring pixels would be identical to that of the central pixel. It is important to appreciate that the charge moving in a neighboring pixel will be influenced by the central pixel weighting field.

Figure 2.7 shows the weighting potential variation as a function of distance from the pixel surface. The graph on the left hand side (labeled a) is the weighting potential as measured along line 'a' in figure 2.6 and the graph on the right hand side is taken along line 'b', 'c' and 'd'.

Figure 2.6: Weighting potential plots for a pixilated detector represent the weighting field.
There are two types of weighting potential waveforms: When inside the pixel, the potential falls away from the pixel surface (line a). When outside the central pixel (lines b, c and d), the potential first increases then falls as the point of interest moves away from the pixel surface.

A great variety of resultant signal waveforms for the induced current in the adjacent pixels may arise depending on the particle type and the charge carrier transit time. Consider figure 2.6, a charge $q_m$ traversing the full distance between the electrodes along line 'a' would produce a bipolar signal, whereas the same charge traversing half this distance will give rise to a unipolar pulse whose polarity depends on the polarity of the charge. The reason for this behavior is the direction of the weighting field and whether or not its direction changes as the path of the charge changes [Radeka, 1988].
2.8.4 Induced charge creation process

When a gamma ray hits a pixel in a given pixellated geometry, the induced signals created in the surrounding pixels depend on the energy deposited in the detector and the X, Y, Z position of the interaction.

2.8.5 X, Y dependence

Figure 2.8 shows the X, Y dependence. In these graphs two interactions at two different positions have been recorded. The first interaction occurred close to the left pixel (dashed line) and thus the amount of charge induced in the left pixel is less than that induced in the right pixel. For the second interaction which occurred close to the right pixel, the opposite happens so that the induced charge on the left pixel is greater than that on the right pixel. Therefore, from this explanation some conclusions can be drawn so that a simple algorithm can be developed in order to improve the X, Y position resolution.
This algorithm simply compares the ratio between the induced signals (charges) in the neighboring pixels to find the position of interaction in the central pixel.

\[ X = \frac{Q_r - Q_l}{Q_r + Q_l} \] \hspace{1cm} (2.30)

\[ Y = \frac{Q_t - Q_b}{Q_t + Q_b} \] \hspace{1cm} (2.31)

Where \( Q_r, Q_l, Q_t \) and \( Q_b \) represent the charges created in the surrounding pixels.

### 2.8.6 Z dependence

The signal in the central pixel takes the form shown in figure 2.9. As the electron/hole pairs drift apart with the influence of the detector bias, they induce complementary
signals. If the electrons reach the anode first, the remaining holes continue to create an induced signal, but now at a lower rate of increase.

The depth information is linked to two factors: The rise time of the charge created in the central pixel where the interaction took place and the polarity of the induced signals in the surrounding pixels.

The rise time quantifies the time took the created charges (electrons and holes) to reach the electrodes. The velocity of electrons and holes at 80 Kelvin is almost equal for Ge. Therefore, because the rise time is equal to the collection time of the last charge carriers to be collected, the relationship between the depth \((Z)\) and the rise time is a symmetrical function. In order to determine the depth information, the polarities of the induced signals can be used to eliminate the problem of this symmetry. The polarities are dependent on the type of charge carriers collected first.
Chapter 3

The UCL Compton Camera, the Readout Electronics and the Trigger System

3.1 Introduction

This chapter describes the UCL Compton camera and the DAQ system used to produce data for this thesis. First, a description of the UCL Compton camera is given starting with the physical dimensions and geometry of the Compton camera; followed by an explanation of the detector technology used to segment the Compton camera. Secondly, the readout electronics system which consists of gamma ray tracking 4 chan-
nels (GRT4s) cards, a Motorola VME PowerPC (PPC) card and a Linux PC running
Multi Instance Data Acquisition System (MIDAS) software, are explained. Thirdly,
the triggering system is described; it consists of the GRT4s cards, a fan in fan out
NIM unit from CAEN Technologies Inc, a PHILIPS logic unit and the XVME260
relay card. Finally, the functioning of the system as a whole is described.

3.2 UCL Compton Camera

The UCL Compton camera was built by ORTEC in 2003 and consists of two HPGe
detectors housed within the same cryostat together with their preamplifiers. Figure
3.1 shows a photograph of the UCL Compton camera; next to it on figure is a simplified
diagram of the camera. Because the UCL Compton camera is made of HPGe, for the
camera to operate at its best, a liquid nitrogen dewar is needed to cool down the
germanium. Underneath it is a bank of preamplifiers (only 52 are provided). The
HPGe Compton camera front and back detectors are at the bottom, underneath the
preamplifiers.
3.2.1 UCL Compton Camera Description

The UCL Compton camera is a pixellated high purity germanium (HPGe) camera developed for imaging 511 keV sources in nuclear medicine. It was built by ORTEC and consists of two planar HPGe detectors (the scatter and the absorption detector) housed within the same cryostat together with their preamplifiers. The scatter and absorption detectors have 152 and 25 \( 4 \times 4 \text{mm}^2 \) pixels respectively- a total of 177 pixels. The scatter detector has an active thickness of 5.4mm and an actual thickness of 6.1mm and the absorption detector has an active thickness of 10.6mm and an actual thickness of 11.3 (table 3.1). The two pixellated germanium detector planes are 97.7mm apart in the same vacuum housing. The scatter detector is a pixellated ger-
manium housed within a copper ring of an outer diameter of 10 cm, an inner diameter of 2.8 cm and a thickness of 1.5 cm. A total of 152 $4 \times 4 \text{mm}^2$ pixels are distributed in 8 blocks, of 18 or 20 pixels, around the ring. The absorption detector is a pixellated germanium consists of 25 pixels arranged in 5x5 of 4x4 mm$^2$ pixels. The separation between the pixels, in both detectors, is 1 mm. Figure 3.3 represents a 2D cross section and 3.2 is a 3D diagrams highlighting the camera’s geometry and pixels arrangements (pixels in red are the pixels used to produce images for this thesis).

Figure 3.2: 3D diagram of the UCL Compton camera
3.2.2 Geometrical Design

The original purpose of the geometrical arrangement of having a large front detector and a small diameter back detector is to optimize the spatial resolution of the camera by selecting a specific range of event angles (30 and 80 degrees). The camera was developed especially to image small source distribution or small organs like the thyroid. Because of this, the approximate distance from the source (organs) to the front detector will be 5 cm. The selection of broader angles will maximize depth resolution in the image. This is due to the principle of image reconstruction in Compton cameras.

The front detector ring has an inner diameter of 6 cm and an outer diameter of
Therefore for a point source at a distance of 5 cm from the camera placed on the central detector axis, gamma rays that are emitted in a cone between 30 and 45 degree will pass through the detector ring.

The distance between the front and back detector planes is 97.7 mm. The diameters of the detector planes and their separation means that a gamma ray emitted from a point source at a distance of 5 cm from the front detector along the central camera axis must scatter within the angular range of 40 to 80 degrees. This range will extend either way for a point source off centre or for an extended source. Differentiating the Compton equation with respect to angle shows that maximum energy deposition per unit angle occurs within an angular range of approximately 20 to 80 degrees. Translating this to the Compton camera principle means that angular measurement of the scattered photon is more accurate in this range.

3.2.3 Physical Detector Design

The UCL Compton camera is HPGe semiconductor pixellated into 4 by 4 mm pixel size. The space between the pixels is 1mm. The thickness of the different arrays is given in table 3.1. An array of pixels (there are 8 at the front and 1 at the back) has a continuous cathode and a pixellated anode (figure 3.4), and only the signals from the anode are read which will limit the options that can be used to enhance the depth of interaction as is seen in the previous chapter. The applied bias voltage at Vb is
Table 3.1: Active and actual thickness of all the array detectors

<table>
<thead>
<tr>
<th>Detector</th>
<th>Front</th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active Depth (mm)</td>
<td>5.4</td>
<td>10.6</td>
</tr>
<tr>
<td>Actual Thickness</td>
<td>6.1</td>
<td>11.3</td>
</tr>
</tbody>
</table>

500V.

Figure 3.4: Detector design of the UCL Compton camera

3.2.4 Mini UCL Compton Camera

Due to limitation in the readout electronics (PPC’s small memory of 64kb) only 20 pixels can be used. Therefore, choosing the best combination of pixels to operate as a Compton camera is important. This choice, most importantly, must allow to study the effects of enhancing the position sensitivity on images and hence the need to acquire signals from neighboring pixels of where an interaction happened. Another important aspect is choosing the pixels combination to give a variety of the cones directions on the image plane. The image plane was chosen underneath the front detector (Center
Right pixel array) at a distance of about 20mm from the front detector.

To be able to use the induced charges from the neighboring pixels to improve the x-y-z position sensitivity, two options, which fulfills the criteria to choose the best pixel combination explained above, are thought to be the best; use 4 pixels from the front and 16 pixels from the back detector or vice versa with the condition that the four pixels should be those of the corners of a cluster to have broader angles. Because the front detector is smaller than the back detector and has only 16 out of 20 pixels active (connected to the preamplifiers) which prevents using two of the corner pixels, the latter option, 4 pixels at the back and 16 on the front, was chosen.

### 3.3 Readout Electronics

The readout electronics (figure 3.5) consists of three main parts: Gamma Ray Tracking 4 channel (GRT4) cards [Lazarus, 2004], a Motorola VME PowerPC, and a Linux PC running MIDAS software for data acquisition. The PowerPC is the interface between the PC and the GRT4s. This provides a route for communication between pixels. The data is sent to the PC via an Ethernet protocol, where it is stored for offline processing using IDL software.
The Linux PC controls the readout electronics using MIDAS software (Multi Instance Data Acquisition System). It is a software developed by Daresbury laboratory UK for data acquisition and controls of the POWERPC, the GRT4 cards and data acquisition. Data processing was carried out using the Interactive Data Language (IDL) from Research System Incorporation.

### 3.3.1 Gamma Ray Tracking 4 Channel (GRT4)

The GRT4 card (Gamma-Ray Tracking 4 channel) was designed for the UK Gamma-Ray Tracking and Digital Pulse Processing project (a joint research project between CCLRC Daresbury Laboratory, University of Liverpool and University of Surrey). The aim was to do gamma ray tracking. The GRT4 was designed for nuclear physics applications, characterization scanning and for in-beam tests [Lazarus, 2004].
Figure 3.6 highlights the different parts of a GRT4 card, and figure 3.6b shows a photograph of the card. The GRT4 card has four channels operating in parallel. Each channel has an SMA input terminated by 50ohms internally, an amplifier of gain 2, a 40MHz low pass filter and a 14 bit 80MHz (12.5ns sampling time) bipolar flash ADC (AD6645 from Analog Devices) with peak to peak range 1.1V so the input limit is 550mV. There are two 200k gate Xilinx Spartan2 field programmable gate arrays (FPGA) per channel for data processing. The first FPGA contains (figure 3.7) a circular buffer (6.4us) with programmable pretrigger register delay (controlled from the Linux PC using MIDAS), a digital self trigger algorithm; a Constant Fraction Discriminator (CFD), and an energy determination algorithm, Moving Window Deconvolution (MWD). Each trace in this buffer is tagged with a 16-bit header (eight ID bits are programmable, eight bits are the trigger counter), and a 48-bit time stamp (12.5 ns/bit) when the trigger occurs [Lazarus, 2004]. The second FPGA manages
the VME bus communication between the GRT4 and the PPC.

![Diagram showing the different algorithms implemented in a GRT4 channel’s first FPGA](image)

Figure 3.7: A diagram shows the different algorithms implemented in a GRT4 channel’s first FPGA

**Energy Measurements**

The MWD energy measurement is done online inside the first FPGA. The MWD has a set of parameters that must be optimized for any given detector and are programmable via the MIDAS software. Figure 3.8a shows the GUI from which the parameters should be entered. The parameters are:

- Clock frequency- fixed (80MHz)
- Decimation factor- fixed (4)
- Shaping time- programmable 0 to 12.8us
- Peaking time2- programmable 0 to 12.8us
- Peak separation- programmable 0 to 800us
• Decay time constant (PZ)- programmable nominally 50us

• Peak sample time- programmable 0-800us

• Baseline update time- programmable 0-12.8us

• Baseline average- programmable 0-16, (bits 4-7 ignored)

• Mode- should normally be 0 (other values are 1,2,3)

Figure 3.8 explains the meaning of some of the parameters. For more details on how to set these parameters refer to the GRT4 manual.

![MIDAS GUI shows the setting of the MWD parameters](image1)

(a) MIDAS GUI shows the setting of the MWD parameters

![Trapzoidal explanation](image2)

(b) Trapzoidal explanation

Figure 3.8: MWD parameters and the meaning of its parameter

**GRT4 Modes**

The GRT4 has two modes of operation: oscilloscope mode and processing mode.

Oscilloscope mode: On this mode the signals from the camera are just digitized and stored on the PC. In this case all the traces are read out to a PC and stored for...
offline analysis and algorithm development. The traces can be replayed many times to fine-tune algorithms. In this mode the PC is used to perform online analysis to extract energy spectra and show rise time distribution plots in real time so that results can be visualized while data are written to the PC.

Processing mode: Running in this mode pulse processing is done on board and a small part of the digitized trace is sent out along with the derived parameter(s). This would normally function by determining the energy from a trace length of about 10\(\mu\)s (800 samples) and then passing on the energy and a shorter trace with just the leading edge of the pulse (250 samples, 3.125\(\mu\)s) for offline pulse shape analysis or analysis in the second FPGA. The processing mode was used to obtain the results for this thesis.

### 3.3.2 MIDAS Software and the PowerPC

MIDAS is the software which manages all the DAQ operations. It runs on a Linux PC and at start up it loads a number of routines into the PPC; these routines manage the GRT4s and the XVME260 relay card via a VME bus. The communication between the PC and the PPC is via an Ethernet communication. Using the GUI of MIDAS, all the programmable registers of the GRT4 can be accessed and configured as required. The GRT4 uses one common data bus internally to access registers and also to transfer data between the 2 FPGAs. The two most important registers are the Pretrigger
Register and the ADC CTRL Register. The pretrigger register controls the length of the trace before the start of the interaction when the external or internal trigger is activated. This has to be long enough to account for the delay of the electronics. The ADC CTRL register controls individual channel’s signal polarities (positive in the case of the UCL Compton camera) and source of trigger (internal or external).

### 3.3.3 Trigger System

The GRT4 can be triggered externally from a common trigger or internally from the CFD in each channel. This is selected by the ADC Trigger Register which can be programmed using the GUI within MIDAS. The GRT4 can deal with either positive or negative inputs, however the logic must be programmed to tell it which to expect both for trigger and for MWD energy calculation. The signal polarity is selected in the ADC Trigger Register.

The triggers (internal or external) may optionally be gated by the front panel gate input. Each channel has its own enable/disable bit, but these cannot all be programmed at once, so if the enable/disable bit in the ADC Control registers is used to control acquisition, then there is a delay from the first channel enable to the final channel enabled determined by the VME write times. To overcome this with common external triggers the GRT4 common trigger input is wired via an XVME260 VME relay card which is only enabled after the last channel enable.
The GRT4 cards have a single fast NIM output which can be programmed to be either Trigger Out or Inhibit/Busy. The Inhibit/Busy signal is used for flow control when a common external trigger is in use. The Inhibit/busy signals are fanned in to the inhibit signal on a NIM gate and delay card. The diagrams (figure 3.9) show the trigger system used with DAQ and the UCL Compton camera. The GRT4s are programmed using the ADC Trigger Register to send a trigger out signal if an interaction in one of the triggering channels occurs. Therefore, all the GRT4s Trigger Out outputs are connected to the Fan In (from CAEN), and into the Philips gate and delay NIM unit (G+D 1 and 2). The relay card, the XVME260, which is controlled by the PPC via the VME bus is switched on only if all the GRT4 cards are enabled and ready to accept another trigger.
3.3.4 DAQ System Mode of Operation

Gamma rays interactions inside the pixels generate charges which are conditioned and preamplified. The signals from the preamplifiers are then sent to the GRT4 cards for digitization and energy measurements. Data is then sent to the PPC to be sent via an ethernet connection to a PC running MIDAS software where it is stored for off-line analysis. The off-line analysis implements time and energy coincidence, alternative energy measurements, gamma ray position determination, image reconstruction and finally image filtering algorithms on the back-projection images. Figure 3.10 shows a simplified diagram of the whole system.

![Diagram showing the UCL Compton camera and DAQ system](image)

Figure 3.10: A diagram shows the UCL Compton camera and DAQ system.

The four back detector pixels are connected to channel D of four GRT4s, a total of 5 cards was used to operate the Mini-Compton camera explained earlier in this chapter. The remaining 16 pixels from the front detector were connected to the
remaining GRT4s channels. The back detector channels were configured to trigger internally and send a trigger out signal. The front detector pixels are configured to expect an external trigger through the Trigger In inputs of the GRT4 cards. The DAQ system sends data to the PC in the format explained below where each event contains 20 traces from each pixel and their corresponding energy.

**Data Format**

A simplified description of the data format is given in this section; however, for more details refer to (MIDAS web page). Each file has a number of events where an event represents the data acquired from all the channels each time a trigger is activated. On our case an event constitutes of 20 channels (pixels), and this is due to a limitation on the electronics. Each event has a header specifies the number of channels within it (20 in our case); after that follows the first channel data: it starts with a header that includes an identifier referencing that channel, and after that follows the trace of that channel (250 samples) and at the end there is a tale header which contains the MWD energy. After that follows the 2nd channel, 3rd until the 20th channel. The events end with a tale header.
3.4 Coincidence Algorithm

The DAQ gives no indication of whether an event originates from coincident photons; in fact, the events provided are not always events, as we will see in the following sections. The readout electronics does not indicate which pixels the interactions took place nor does it give the time of the interactions. So the coincidence algorithm determines where the interactions happened (position of interactions), determines the time of each interaction and finally checks whether the time difference between the two interactions falls within the acceptable window to be considered as a good event.

3.4.1 Definitions

An **event**

An event is a data packet that contains all the traces acquired after each readout electronics trigger (the number of traces is 20 which corresponds to the pixels used).

**Good Event**

Two interactions from the same photon; one in the front and one in the back detector, where the time difference is within the acceptable range; in theory there should not be any difference in time between the two interactions because the photons travel with the speed of light, but due to detector design and charge collection, and mainly to readout electronics trigger delay, a delay between the coincident interactions exist.
Possible Good Event

A possible good event is any event which contains an interaction in the back and one in the front (the time is not considered at this point).

False Event

Is an event with one interaction in the back detector and none in the front (the interaction in the back originated from a direct hit from the source).

3.4.2 Interaction Position

To find the position of an interaction, the algorithm finds the amplitude of the trace and if it is above a threshold (which is twice the amplitude of the noise ) the algorithm steps 20 ADC channels and finds the amplitude of the trace at that point; if it is above the noise, it is an interaction, if it is not, the trace is ignored. The algorithm moves to next trace until it finds where the interaction happened. When the pixels where the interactions happened is defined, the algorithm then applies the x, y and z position sensitivity improvements as explained in details in the position sensitivity (chapter 5).
3.4.3 Energy Window

The coincidence algorithm used to produce the images of this thesis does not apply an energy window; it does, however, reject the events where the sum of the front and the back detector exceeds 662kev (the energy used to produce images). Using an energy window would increase the confidence of the coincidence algorithm, but because about 99% of photons are not absorbed in the back detector, it is impossible to get enough events for the reconstruction algorithms.

3.5 Conclusion

Although, the UCL Compton camera has 177 pixels of which 25 are in the back detector, only 20 pixels were used (16 from the front and 4 from the back) to produce the images for this thesis due to limitations on the readout electronics. The four pixels at the back are configured to trigger the camera; the trigger occurs whenever there is an interaction in one of the four pixels in the back detector.

The GRT4 implements the MWD algorithm online to calculate the energy of incident gamma rays. This energy is provided with the data sent to the PC at the back of each trace’s pixel. Also for each pixel a trace of 250 samples in length is provided. In the next chapter, in addition to the given energy, another two alternative energy algorithms are implemented to study the effects of energy resolution on images. The traces of the pixels are used to find the coincident photons by using a time window.
Chapter 4

Energy Resolution Optimization

Data from the camera is provided by the DAQ system in the format described in section (3.3.4) where traces of 3.125us and MWD energy value are given for each pixel used. Although the energy is provided, to study the effects of energy resolution on images from the UCL Compton camera, two offline algorithms were developed; they are named the UnFiltered and the Filtered energy enhancement algorithms. Another reason on developing these two algorithms is to investigate the possibility of getting good energy resolution using short traces (1us as opposed to MWD which integrates for much longer times). This can improve the efficiency of the Compton camera and reduce dead time of the electronics, providing of course that the achievable energy resolution using such algorithms does not affect the spatial resolution for the given application.

To obtain the energy resolution for the three algorithms, experiments were con-
ducted using Cs137, Ba133 and Am241 gamma ray sources. These experiments were conducted for each pixel of the camera’s 52 active pixels (pixels which are connected to preamplifiers).

The UnFiltered algorithm simply measures the amplitude of a pulse from the camera which is not filtered as shown on figure 4.1 in black. The energy resolution at 356kev is 4%. The second enhancement algorithm (named Filtered) uses a ready to use function of IDL software. The function is the SMOOTH function which is an implementation of the boxcar average algorithm with user controlled width (w).

![Figure 4.1: A pulse from the camera, in black is the unfiltered pulse and in red is the filtered pulse](image)

To achieve the best energy resolution that the SMOOTH function could achieve, the width W was varied and for each value the energy resolution was measured at 356kev. The graph on figure 4.2 shows the relationship between the width w and the energy resolution. From the graph we can conclude that the energy resolution gets
better as the width increases up to 30.

Figure 4.2: Effects of the smooth factor on energy resolution

4.1 Moving Window Deconvolution Energy Measurements

The moving window deconvolution (MWD) (see section 2.6.3 and 3.3.1) is implemented in the GRT4s FPGAs and the energy measurements are done in real time. The MWD use a set of parameters which are set by the user via the MIDAS software on the PC. The parameters selection affects directly the energy resolution. Figure 4.3 shows an energy spectrum using the MWD algorithm.
To choose the best parameters, shaping time and flat top width, for the UCL
Compton camera, a set of experiments were conducted. The experiments were designed to vary the flat top width from 1us up the maximum value possible for each shaping time. Shaping times were set from 1.7us to the maximum of 12.7us. Figure 4.4 represents the trapezoid output of the MWD algorithm for a Decay time of 48.5us. This is the value which was used for the UCL Compton camera. Results of the relationship between the shaping time, flat top width and energy resolution are presented in the graphs of figure 4.5 and 4.6.

(a) Shaping time 10.7 to 12.7us
(b) Shaping time 8.7, 9.7 and 12.7 us

Figure 4.5: Effects of shaping time (8.7us to 12.7us) and flat top width on the energy resolution of the UCL Compton camera.
4.2 Energy Resolution Results

Energy resolutions of all the active pixels of the UCL Compton camera were measured for a range of gamma ray energies using an analog NIM amplifier and the three energy resolution algorithms: MWD, Filtered and UnFiltered algorithms. The energies at which the energy resolution was measured were 32keV, 60keV, 80keV, 276keV, 303keV, 356keV, 384keV and 662keV. The energy resolution at 662keV for the 20 pixels used
to produce images for this thesis is given in the table of figure 4.7 in percentages and 4.8 in keV. The table presents energy resolution from the three algorithms as well as results from using an analog shaping NIM amplifier.

<table>
<thead>
<tr>
<th>Pixel</th>
<th>NIM (%)</th>
<th>MWD (%)</th>
<th>Filtered (%)</th>
<th>Unfiltered (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR11</td>
<td>0.30</td>
<td>0.31</td>
<td>0.73</td>
<td>1.33</td>
</tr>
<tr>
<td>CR12</td>
<td>0.29</td>
<td>0.34</td>
<td>0.68</td>
<td>1.34</td>
</tr>
<tr>
<td>CR14</td>
<td>0.27</td>
<td>0.33</td>
<td>0.70</td>
<td>1.01</td>
</tr>
<tr>
<td>CR21</td>
<td>0.31</td>
<td>0.34</td>
<td>0.66</td>
<td>1.25</td>
</tr>
<tr>
<td>CR22</td>
<td>0.30</td>
<td>0.37</td>
<td>0.70</td>
<td>1.32</td>
</tr>
<tr>
<td>CR23</td>
<td>0.29</td>
<td>0.50</td>
<td>0.87</td>
<td>1.38</td>
</tr>
<tr>
<td>CR24</td>
<td>0.30</td>
<td>0.44</td>
<td>0.75</td>
<td>1.29</td>
</tr>
<tr>
<td>CR33</td>
<td>0.27</td>
<td>0.34</td>
<td>0.72</td>
<td>1.28</td>
</tr>
<tr>
<td>CR34</td>
<td>0.29</td>
<td>0.34</td>
<td>0.66</td>
<td>1.22</td>
</tr>
<tr>
<td>CR42</td>
<td>0.31</td>
<td>0.32</td>
<td>0.74</td>
<td>1.53</td>
</tr>
<tr>
<td>CR43</td>
<td>0.29</td>
<td>0.32</td>
<td>0.76</td>
<td>1.29</td>
</tr>
<tr>
<td>CR44</td>
<td>0.29</td>
<td>0.45</td>
<td>0.62</td>
<td>1.42</td>
</tr>
<tr>
<td>BC11</td>
<td>0.35</td>
<td>0.40</td>
<td>0.70</td>
<td>1.33</td>
</tr>
<tr>
<td>BC15</td>
<td>0.31</td>
<td>0.31</td>
<td>0.72</td>
<td>1.34</td>
</tr>
<tr>
<td>BC51</td>
<td>0.36</td>
<td>0.35</td>
<td>0.71</td>
<td>1.29</td>
</tr>
<tr>
<td>BC55</td>
<td>-</td>
<td>0.50</td>
<td>0.71</td>
<td>1.38</td>
</tr>
</tbody>
</table>

Figure 4.7: Energy resolution at 662keV (given in percentage) for all the CR and BC pixels used to produce images
Figure 4.8: Energy resolution at 662keV (given in keV) for all the CR and BC pixels used to produce images

<table>
<thead>
<tr>
<th>Pixel</th>
<th>NIM (keV)</th>
<th>MWD (keV)</th>
<th>Filtered (keV)</th>
<th>UnFiltered (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR11</td>
<td>1.96</td>
<td>2.03</td>
<td>4.85</td>
<td>8.63</td>
</tr>
<tr>
<td>CR12</td>
<td>1.93</td>
<td>2.27</td>
<td>4.47</td>
<td>8.88</td>
</tr>
<tr>
<td>CR14</td>
<td>1.82</td>
<td>2.20</td>
<td>4.66</td>
<td>6.71</td>
</tr>
<tr>
<td>CR21</td>
<td>2.04</td>
<td>2.28</td>
<td>4.39</td>
<td>8.27</td>
</tr>
<tr>
<td>CR22</td>
<td>2.01</td>
<td>2.42</td>
<td>4.61</td>
<td>8.77</td>
</tr>
<tr>
<td>CR23</td>
<td>1.94</td>
<td>3.33</td>
<td>5.79</td>
<td>9.15</td>
</tr>
<tr>
<td>CR24</td>
<td>1.96</td>
<td>2.93</td>
<td>4.98</td>
<td>8.54</td>
</tr>
<tr>
<td>CR33</td>
<td>1.82</td>
<td>2.28</td>
<td>4.35</td>
<td>8.45</td>
</tr>
<tr>
<td>CR34</td>
<td>1.92</td>
<td>2.28</td>
<td>4.87</td>
<td>8.09</td>
</tr>
<tr>
<td>CR42</td>
<td>2.03</td>
<td>2.12</td>
<td>5.04</td>
<td>10.13</td>
</tr>
<tr>
<td>CR43</td>
<td>1.93</td>
<td>2.15</td>
<td>4.47</td>
<td>8.51</td>
</tr>
<tr>
<td>CR44</td>
<td>1.91</td>
<td>2.99</td>
<td>4.10</td>
<td>9.40</td>
</tr>
<tr>
<td>BC11</td>
<td>2.33</td>
<td>2.66</td>
<td>4.64</td>
<td>8.78</td>
</tr>
<tr>
<td>BC15</td>
<td>2.05</td>
<td>2.08</td>
<td>4.77</td>
<td>8.90</td>
</tr>
<tr>
<td>BC51</td>
<td>2.41</td>
<td>2.33</td>
<td>4.67</td>
<td>8.52</td>
</tr>
<tr>
<td>BC55</td>
<td>3.01</td>
<td>3.30</td>
<td>4.68</td>
<td>9.13</td>
</tr>
</tbody>
</table>

(a) Energy resolution expressed in keV  (b) Energy resolution expressed in percentage

Figure 4.9: Energy resolution of CR11 pixel from the front detector for different gamma ray energies
An example of energy resolution results of four pixels, two from the front and two from the back detectors is given in the graphs of figures 4.9, 4.10, and 4.11, 4.12. The energy resolutions done by ORTEC were done only for the energy 122keV and are marked in the graphs with the label 122. The MWD algorithm gives close readings of energy resolutions of the NIM analog shaping amplifier, and from the interpolation of the energy resolutions on the graphs, the MWD and the NIM measurements seem to give very close values to the ones provided by ORTEC.
The energy resolution of the UCL Compton camera, even though is made of a HPGe, does not much the predicted energy resolution expected from a high purity germanium detector. Its energy resolution is about a factor of two worse than a commercially available germanium detector. Possible reasons for this is that the
preamplifiers for the UCL Compton camera are installed far away from the pixels which will increase the noise, as the preamplifiers always are connected very close to the detectors.

Appendix A presented all the results of energy resolution for all the UCL Compton camera active pixels from the BC, CR and LC arrays as well as the amplitude noise measurements done from the back detector.

4.3 Energy Uncertainty Contribution to Angular and Spatial Resolution

The effects of energy resolution of the UCL Compton camera on the angular and spatial resolutions were studied using the mathematical models equations developed in section (2.7.1). The effects of energy resolution were plotted for the following energies: 662keV, 511keV, 364keV and 140keV. The graphs of figure 4.13 were used to interpolate the unknown energy resolutions of 511keV, 364keV and 140keV because the measurements of energy resolutions in section (4.2) were not done for these energies.
4.3.1 Energy Resolution Contribution

For an incident energy of 662keV, the angular and spatial resolution for energy resolutions of MWD, Filtered and UnFiltered are shown in figure 4.14. In the case of energy resolution of the MWD, for scattering angles between 5° and 105° the angular resolution is less than 1° and the spatial resolution is below 1mm; for scattering angles below 5° the angular resolution goes up to 7° and the spatial resolution goes up to 7mm; and for scattering angles above 105° the angular resolution goes up to 100° and the spatial resolution up to 100mm. In the instance of energy resolution of the Filtered, for scattering angles between 15° and 75° the angular resolution is below 1° and the spatial resolution is below 1mm; for scattering angles below 15° the angular
resolution goes up to $10^\circ$ and the spatial resolution up to 10mm; and for scattering angles above $75^\circ$ the angular resolution goes up to $100^\circ$ and the spatial resolution to 100mm. For UnFiltered algorithm, for scattering angles between $0^\circ$ and $140^\circ$ the angular resolution is from $1^\circ$ to $10^\circ$ and the spatial resolution is between 1mm and 10mm.

Figure 4.14: Effects of Energy Resolution on angular and spatial resolution for a 662keV gamma ray source

(a) ER effects on angular resolution at 662keV
(b) ER effects on Spatial resolution at 662keV

Figure 4.15 shows the angular and spatial resolutions for an incident energy of 511keV and energy resolutions of MWD, Filtered and UnFiltered. For scattering angles between $10^\circ$ and 100, between $20^\circ$ and $60^\circ$, and between $5^\circ$ and $140^\circ$ the angular and spatial resolution is below $1^\circ$ and below 1mm, below $1^\circ$ and below 1mm, and from $1^\circ$ to $10^\circ$ and from 1.5mm to 10mm for MWD, Filtered and UnFiltered algorithms respectively.
Figure 4.15: Effects of Energy Resolution on angular and spatial resolution for a 511keV gamma ray source

Figure 4.16 depicts the angular and spatial resolution for an incident gamma ray of 364keV for the three energy enhancements algorithms. For scattering angles between 10° and 120°, the angular resolution is between 0.8° and 2° and the spatial resolution is between 0.7mm and 2mm for MWD algorithm; the angular resolution is between 1.5° and 4° and the spatial resolution is between 1.3mm and 3mm for Filtered algorithm; the angular resolution is between 3° and 6° and the spatial resolution is between 2.5mm and 6mm for the UnFilterd algorithm.
For an incident gamma ray energy of 140keV and energy resolutions of the three energy resolution algorithms, angular and spatial resolution related to these camera parameters are plotted in figure 4.17. For scattering angles between 15° and 145°, the angular resolution and the spatial resolution is between 4° and 10°, and between 3mm and 10mm respectively for MWD; the angular resolution and the spatial resolution is between 7° and 11°, and between 6mm and 11mm respectively for Filtered; the angular resolution and the spatial resolution is between 10.5° and 13°, and between 10.2mm and 13mm respectively for UnFiltered algorithm.
4.3.2 Incident Energy Contribution

Figure 4.18 shows the effects of the incident gamma ray energy for MWD energy resolution and gamma ray energies of 662keV, 511keV, 364keV and 140keV. For 662keV gamma ray source and scattering angle between 5° and 110°, for 511keV and scattering angle between 10° and 100°, for 364keV and scattering angle between 20° and 90°, for 140keV and scattering angle between 15° and 150°; the corresponding spatial resolutions are below 1mm for 662keV, 511keV and 364keV; however, for 140keV the spatial resolution is between 2mm and 10mm.
Figure 4.18: Effects of Incident Energy on angular and spatial resolution for MWD and D=5cm

Figure 4.19 shows the effects of the incident gamma ray energy for Filtered algorithm energy resolution and gamma ray energies of 662keV, 511keV, 364keV and 140keV. For 662keV gamma ray source and scattering angle between 10° and 80°, for 511keV and scattering angle between 20° and 70°, for 364keV and scattering angle between 20° and 90°, for 140keV and scattering angle between 25° and 120°; the corresponding spatial resolutions are below 1mm for 662keV and 511keV and between 1mm and 2mm for 364keV; however, for 140keV the spatial resolution is between 2mm and 10mm.
Figure 4.19: Effects of Incident Energy on angular and spatial resolution for filtered and D=5cm

Figure 4.20 shows the effects of the incident gamma ray energy for Filtered algorithm energy resolution and gamma ray energies of 662keV, 511keV, 364keV and 140keV. For 662keV gamma ray source and scattering angle between 10° and 85°, for 511keV and scattering angle between 10° and 100°, for 364keV and scattering angle between 10° and 120°, for 140keV and scattering angle between 10° and 160°; the corresponding spatial resolutions are between 1mm and 2mm for 662keV, between 1.5mm and 3mm for 511keV and between 2.5mm and 7mm for 364keV; however, for 140keV the spatial resolution is between 10mm and 14mm.
Figure 4.20: Effects of Incident Energy on angular and spatial resolution for Unfiltered and D=5cm

It is clear from the graphs that the angular and spatial resolutions are directly proportional to the energy resolution and the gamma ray incident energy which means that the better the energy resolution of the camera the better its angular and spatial resolutions, and also the higher the incident energy the better is the angular and the spatial resolutions. Also, an important characteristic of the effects of the energy on angular and spatial resolutions is that for the same values of resolutions, the scattering angles ranges changes; it shrinks as the energy resolution get worse and the incident gamma ray energy gets smaller.

4.3.3 Source Distance Contribution

The effects of source distance from the Compton camera on the spatial resolution due to the energy uncertainty are presented on the graphs 4.21, 4.22 and 4.23. Source
distances chosen to study this effect are 2.5cm, 5cm, 10cm, 20cm and 40cm.

Figure 4.21 highlights the effects of source distance from the camera on spatial resolution for energy resolutions of MWD and incident gamma ray of 662keV. The minimum spatial resolution given by the graphs for the different source distances from the camera vary between 0.15mm for 2.5cm, 0.2mm for 5cm, 0.6mm for 10cm, 1.2mm for 20cm and 2.3mm for 40cm.

Figure 4.21: Effects of source distance on the spatial resolution due to energy uncertainty for MWD

Figure 4.22 highlights the effects of source distance from the camera on spatial resolution for energy resolutions of the Filtered algorithm and incident gamma ray of 662keV. The minimum spatial resolution given by the graphs for the different source distances from the camera vary between 0.27mm for 2.5cm, 0.5mm for 5cm, 1.1mm for 10cm, 2.1mm for 20cm and 4.1mm for 40cm.
Figure 4.22: Effects of source distance on the spatial resolution due to energy uncertainty for Filtered

Figure 4.23 highlights the effects of source distance from the camera on spatial resolution for energy resolutions of the UnFiltered algorithm and incident gamma ray of 662keV. The minimum spatial resolution given by the graphs for the different source distances from the camera vary between 0.5mm for 2.5cm, 1mm for 5cm, 2mm for 10cm, 4mm for 20cm and 8mm for 40cm.
4.4 Doppler Broadening Contribution to Angular and Spatial Resolution

4.4.1 Compton Profiles

Values of $J_n(p_z)$ (see chapter 2) as a function of $p_z$ have been tabulated for all the elements on a subshell-by-subshell basis [Biggs et al., 1975] using calculations of the electrons’ quantum mechanical wave functions. These tabulations, however, neglect the additional momentum states that can arise due to atomic binding effects within a crystalline lattice which were measured by [Reed & Eisenberger, 1972] for Ge, Si and diamond. For comparisons reasons the study of Doppler broadening conducted
on this thesis uses both but eventually because of the small differences for the UCL Compton camera uses [Biggs et al., 1975]. The Figures below shows the $J_n(p_z)$ as a function of $p_z$.

(a) Sub Shell Compton profiles for Ge

(b) Total Compton profile for Ge

Figure 4.24: Compton profile for Ge [Biggs et al., 1975]

Figure 4.25: Compton profile for Ge [Reed & Eisenberger, 1972]

Figures 4.26 and 4.27 show the effects of Doppler broadening on angular and
spatial resolution using Biggs and Reeds Compton profiles, the difference between the two is not big. The spatial resolution for scattering angles of 0 to 90 is below 3mm.

Figure 4.26: Doppler Broadening Effects on Angular and Spatial Resolution for Germanium. \( \sigma_{pz} = 2au \) [Biggs et al., 1975]

Figure 4.27: Doppler Broadening Effects on Angular and Spatial Resolution for Germanium. \( \sigma_{pz} = 3au \) [Reed & Eisenberger, 1972]
Figure 4.28: Doppler Broadening Effects on Spatial Resolution for Germanium given for Biggs’ and Reed’s Compton profiles at 662keV and source distance of D=5cm.
Chapter 5

Position Sensitivity Optimization

The position sensitivity enhancements in the X, Y and Z axis are implemented using the knowledge of the physics of charge creation in a pixellated detector. To improve the x-y position sensitivity, the induced charges in neighboring pixels to the pixel where the interaction happened are used; to improve the depth (Z), the polarity of the induced charges are used.

5.1 X-Y Position Sensitivity Optimization

The polarity of the induced charge in the central pixel depends on the location of the interaction. It is bigger on the surrounding pixels that are close to the interaction and gets smaller in the pixels further away; the closest the neighbouring pixel to the interaction the biggest the induced charges. Therefore, an algorithm that determines
where these induced charges are induced and simply compares their amplitudes to determine the pixel that has the biggest induced charges, will improve the position sensitivity in the x/y axis by a factor of two. The pixel size is 4 by 4mm and the gap between the adjacent pixels is 1mm, so without considering the induced charges, the intrinsic position sensitivity of the camera is 2.5mm in the x-y axis; considering the induced charges, however, improves the position sensitivity to 1.25mm.

Figure 5.1 shows traces from the 16 CR pixels and the 4 back detector pixels (the last column the lower 4 traces). This event shows coincident photons in red and a negative induced charge in green in the front detector. Whereas the event on figure 5.2 shows a positive induced charge in the front detector.
Figure 5.1: An event showing a negative induced charge in green and the coincident photons in red
From this event, the algorithm defines the interaction position in the front detector in pixel CR22 but halfway between CR22 and pixel CR33.

The above event also defines the interaction to happen in the CR33 but halfway between CR33 and CR22. The implementation of this algorithm to improve the x-y position sensitivity is the one which was used to study the effects of x-y position sensitivity on images for this thesis, and it is presented in the following chapter.
Figure 5.2: An event showing a negative induced charge in green and the coincident photons in red
5.2 Further Improving the X-Y Position Sensitivity

An experiment was conducted to study the possibility of improving the x-y position sensitivity beyond the 1.25mm.

5.3 Experimental set up

In order to test the X-Y position sensitivity, an experimental set up (figure 5.3) has been used. A collimated source of Am-241 and Cs-137 of diameter 2mm on the surface of the pixel plane was used to locate and scan pixels. The Am-241 source was used to locate the edges of the pixels and the Cs-137 source was used to scan the pixel from side to side. The source was moved across the pixel in the x-y directions in steps of 0.5mm. The time required to collect enough events is 24 hours (150 thousands events) of which 40% are accepted by the algorithm. The data is stored in a PC; each position of the source in a separate file, approximately 1.5GB in size. An offline algorithm written in IDL language then processed the data and produced a histogram of position versus number of events for each position. The position sensitivity was quantified by measuring the FHWM of the histograms.
5.4 Collimator Characteristics

To find the edges of a pixel, a collimated radiation source of Am-241 of activity 7.4GBq was used. In order to test and enhance the position sensitivity a collimated Cs-137 source was used. The gamma ray energy emitted by the Cs137 source is 662keV. The collimator diameters are highlighted in the figure below. The distance between the collimator and the front pixel surface is 14.5mm and that between the collimator and the surface at the end of the pixel is 20mm.

The collimator acceptance distance at the pixel surface is 0.25mm and is 0.5mm at the surface at the back of the pixel.
5.5 Pixel edge determination

Although, the camera has a map attached underneath it that shows the location of the pixels, it is important before running experiments on the position sensitivity to double check the accuracy of the map. An experiment was run to find the edges of the pixels using the collimator mentioned above with the Am-241 source was set up. Figure 5.5 plots a measured sensitivity profile across three adjacent pixels obtained by scanning a collimated source. The diagram below shows how the edges are defined. The information obtained from this experiment was used to define the variation of sensitivity across the pixels in order to calibrate the camera. Also, it was used to measure the true sensitive size of the pixels as well as the separation between the pixels.
5.6 Explanation

In order to test the position sensitivity in the X-Y axis, a pixel was irradiated at calibrated locations with a collimated Cs137 source. The collimated source irradiated a 2.7 mm diameter region of the pixel. The source was scanned in 1 mm steps across the pixel surface and 15104 interactions were recorded at each step.

A simple equation was implemented to weight the relative amplitude of these pulses in order to determine an interaction position. For an interaction in the central pixel, the interaction position is given by:

\[
X = \frac{Q_r - Q_l}{Q_r + Q_l}
\]  \hspace{1cm} (5.1)
\[ Y = \frac{Q_t - Q_b}{Q_t + Q_b} \]  

(5.2)

Where \( Q_r \), \( Q_l \), \( Q_t \) and \( Q_b \) represent the charges created in the surrounding pixels.

### 5.7 Position Sensitivity Optimization Results

Figure 5.6 shows X position sensitivity spectra for two source position, one at the right hand side of the pixel and the other at the left hand side.

![Pixel Diagram](image)

Figure 5.6: x-y position sensitivity results
5.8 Geometry Contribution to Angular and Spatial Resolution

5.8.1 Position Sensitivity Contribution

The following is a set of graphs depicting the predicted geometry contribution for the UCL Compton camera. It studies the effects of enhancing the position sensitivity of the camera beyond its intrinsic position sensitivity which is dictated by the pixels size. On the following graphs and the rest of the thesis, the positions sensitivity is referred to as $PS$, the front detector is referred to as the front or abrieviated as $F$, the back detector is referred to as $Back$ or simply $B$, The letter $Z$ means the position sensitivity are done only in the $Z$ axis, and the same applies for the letters $X$ and $Y$. Although, the graphs shows the angular and the spatial resolutions effects, the explanation is focused, most of the time on the spatial resolution.

The intrinsic and the front position sensitivity (in the $Z$, $X$-$Y$ and $X$-$Y$-$Z$ directions) effects on angular and spatial resolution is shown in figure 5.7. The intrinsic spatial resolution is 5.75mm at $0^\circ$ and goes down as the scattering angles increase to reach 3.25mm at $180^\circ$. For scattering angles up to $90^\circ$, the effects of enhancing the front’s detector position sensitivity on the spatial resolution is more significant in the $Z$ axis and less significant in the $X$-$Y$ direction. The intrinsic spatial resolution improves by 0.5mm from 5.75mm to 5.25mm in the $X$-$Y$ direction, but the improvement is
1.25mm when the depth (Z) position sensitivity is implemented. When the position sensitivity enhanced in the three axis, X-Y-Z, the spatial resolution goes down to 4mm. As the scattering angles increases beyond the 90°, the spatial resolution for intrinsic and the front detectors PS enhancements converges to virtually be the same at larger scattering angles.

The intrinsic and the back position sensitivity (in the Z, X-Y and X-Y-Z directions) effects on angular and spatial resolution is shown in figure 5.8. There is no effects of enhancing the back’s detector position sensitivity on the spatial resolution in the X-Y axis and the effects are small in the Z direction, but relatively significant compared with the PS effects on the X-Y directions. The intrinsic spatial resolution improves by 0.5mm from 5.75mm to 5.25mm in the Z direction. As opposed to the improvements to the front’s detector position sensitivity, the spatial resolution is small for small
scattering angles and slightly larger for bigger scattering angles. For example, for a scattering angles of 20° and scattering angles 140°, the difference between the intrinsic and the back detector’s PS enhancement is 0.5mm and about 1mm respectively.

(a) Effects on Angular Resolution  
(b) Effects on Spatial Resolution

Figure 5.8: Effects of position sensitivity enhancements on angular and spatial resolutions of the back detector compared with the intrinsic detector position sensitivity. Source 5cm from the camera

The intrinsic, and the front’s and back’s position sensitivity (in the Z, X-Y and X-Y-Z directions) effects on angular and spatial resolution is shown in figure 5.9. The effects of enhancing the front’s and the back’s detectors position sensitivity on the spatial resolution in the X-Y axis are small, and the effects are larger in the Z direction. The intrinsic spatial resolution improves by 0.5mm from 5.75mm to 5.25 in the Z direction for small scattering angles and from 3.25mm to 2.25mm for bigger scattering angles. The intrinsic spatial resolution improves by 2mm from 5.75mm to 3.75mm in the X-Y direction, and the improvement is 2.5mm when the depth (Z) position sensitivity is included.
From the explanation of the graphs above, it is concluded that the effects of improving the depth are more significant that those of improving the position sensitivity in the X-Y directions, and the effects of improving the front’s detectors position sensitivity are significant to those of the back detector, in fact the back detector’s position sensitivity effects are negligible in the X-Y axis but small in the Z axis. Therefore, to optimize the spatial resolution of the UCL Compton camera, the work should focus on mainly improving the depth position sensitivity, and to a less importance to improving the X-Y position sensitivity of the front detector and should ignore the back detectors X-Y position sensitivity.
5.8.2 Source Position Contribution

The effects of source distance for the Compton camera on the spatial resolution due to the position sensitivity enhancements are presented on the graphs 5.10, 5.11, 5.12 and 5.13. Source distances chosen to study this effect are 2.5cm, 5cm, 10cm, 20cm and 40cm.

![Graphs showing effects of source position distances on angular and spatial resolution for the intrinsic geometry](image)

(a) Effects on Angular Resolution  
(b) Effects on Spatial Resolution

Figure 5.10: Effects of source position on angular and spatial resolution for the intrinsic geometry (no PS enhancements)

Figures 5.10 shows the effects of source position distances from the camera on the UCL Compton camera with no PS optimization. For a scattering angle of 80°, the spatial resolution of the UCL Compton camera vary between 3.5mm for 2.5cm source distance, 5mm for 5cm, 7.5mm for 10cm, 10.5mm for 20cm and 12mm for 40cm distances.
Figures 5.11 shows the effects of source position distances from the camera on the UCL Compton camera with the front’s detector optimization in the X-Y-Z directions. For a scattering angle of $80^\circ$, the spatial resolution of the UCL Compton camera vary between 2.5mm for 2.5cm source distance, 3.8mm for 5cm, 6.5mm for 10cm, 10.3mm for 20cm and 11.5mm for 40cm distances.

Figure 5.12: Effects of source position on angular and spatial resolution for X-Y-Z PS enhancements on the back detector
Figures 5.12 shows the effects of source position distances from the camera on the UCL Compton camera with the back’s detector optimization in the X-Y-Z directions. For a scattering angle of 80°, the spatial resolution of the UCL Compton camera vary between 3.8mm for 2.5cm source distance, 4.2mm for 5cm, 5.2mm for 10cm, 9mm for 20cm and 10.8mm for 40cm distances.

Figures 5.12 shows the effects of source position distances from the camera on the UCL Compton camera with the front’s and the back’s detectors optimization in the X-Y-Z directions. For a scattering angle of 80°, the spatial resolution of the UCL Compton camera vary between 2.2mm for 2.5cm source distance, 2.5mm for 5cm, 4mm for 10cm, 7.2mm for 20cm and 10.5mm for 40cm distances.

Figure 5.13: Effects of source position on angular and spatial resolution for X-Y-Z PS enhancements on the front and back detectors
Chapter 6

Efficiency and Spatial Resolution

This chapter presents the theoretical and the measured efficiency and why the theoretical is significantly higher than the measured. The chapter presents the predicted and the measured spatial resolution of point sources.

6.1 Efficiency of Individual Pixels

Efficiency for individual pixels of the UCL Compton camera were measured using a Cs137 gamma source of activity 3.7MBq. An analog NIM pulse shape amplifier and a multi channel analyzer (MCA) interfaced to a PC running ORTECs MAESTRO software were used to acquire energy spectra for each pixel. The number of recoded photons is then read out of the energy spectra. The gamma ray source was placed 1.35cm from the front detector and 11.5cm from the back detector. To correct for the
source decay, equation (6.1) was used.

\[ A = A_0 e^{\frac{-t}{\tau}} \]  

(6.1)

The Cs137 gamma source has a half-life of 30.07 years and the source was calibrated 7.5 years ago; \( t = 7.5 \) years, \( \tau = 30.07 \) years \( \times 1.4427 \) which equals to 43.38 years. Therefore, \( \frac{A}{A_0} = e^{\frac{-7.5}{43.38}} = 0.84 \) shows that the source lost 16% of its activity and the current activity is 3.108 MBq.

The intrinsic efficiency of a detector is defined by:

\[ \text{Intrinsic Efficiency} = \frac{\text{number of photons recorded}}{\text{number of incident photons}} \]  

(6.2)

The number of recorded photons was read out of the energy spectra acquired; to calculate the number of incident photons, the space subtended by a pixel of \( l \times l = 4mm \times 4mm \) for a gamma ray source at a distance of \( R \) is calculated using equation (6.3):

\[ \text{space subtended by a pixel} = \frac{l^2}{4\pi R^2} \]  

(6.3)

Where \( l^2 \) is the area of the pixels face, and \( 4\pi R^2 \) is the area of the sphere with a radius \( R \) equal to the source to detector distance. For the front detector (\( R = 1.35cm \)), a pixel intercepts 0.70% of all space; for the back detector (\( R = 11.17cm \)), a pixel
Table 6.1: CR front detector intrinsic efficiency

<table>
<thead>
<tr>
<th>Pixels</th>
<th>Count Rate (662keV)</th>
<th>Count Rate (all)</th>
<th>Source Activity (MBq)</th>
<th>Photons Emitted</th>
<th>Efficiency (662keV)</th>
<th>Efficiency (all)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR11</td>
<td>30</td>
<td>1867</td>
<td>3.108</td>
<td>21713</td>
<td>0.00137</td>
<td>0.086</td>
</tr>
<tr>
<td>CR12</td>
<td>40</td>
<td>2195</td>
<td>3.108</td>
<td>21713</td>
<td>0.00185</td>
<td>0.101</td>
</tr>
<tr>
<td>CR14</td>
<td>39</td>
<td>2540</td>
<td>3.108</td>
<td>21713</td>
<td>0.00183</td>
<td>0.117</td>
</tr>
<tr>
<td>CR21</td>
<td>31</td>
<td>1715</td>
<td>3.108</td>
<td>21713</td>
<td>0.00144</td>
<td>0.079</td>
</tr>
<tr>
<td>CR22</td>
<td>37</td>
<td>2068</td>
<td>3.108</td>
<td>21713</td>
<td>0.00173</td>
<td>0.095</td>
</tr>
<tr>
<td>CR23</td>
<td>40</td>
<td>2317</td>
<td>3.108</td>
<td>21713</td>
<td>0.00186</td>
<td>0.107</td>
</tr>
<tr>
<td>CR24</td>
<td>36</td>
<td>2212</td>
<td>3.108</td>
<td>21713</td>
<td>0.00170</td>
<td>0.102</td>
</tr>
<tr>
<td>CR31</td>
<td>30</td>
<td>1768</td>
<td>3.108</td>
<td>21713</td>
<td>0.00140</td>
<td>0.081</td>
</tr>
<tr>
<td>CR32</td>
<td>42</td>
<td>2453</td>
<td>3.108</td>
<td>21713</td>
<td>0.00196</td>
<td>0.113</td>
</tr>
<tr>
<td>CR33</td>
<td>40</td>
<td>2321</td>
<td>3.108</td>
<td>21713</td>
<td>0.00188</td>
<td>0.107</td>
</tr>
<tr>
<td>CR34</td>
<td>40</td>
<td>2444</td>
<td>3.108</td>
<td>21713</td>
<td>0.00186</td>
<td>0.113</td>
</tr>
<tr>
<td>CR41</td>
<td>29</td>
<td>2480</td>
<td>3.108</td>
<td>21713</td>
<td>0.00133</td>
<td>0.114</td>
</tr>
<tr>
<td>CR42</td>
<td>35</td>
<td>1906</td>
<td>3.108</td>
<td>21713</td>
<td>0.00163</td>
<td>0.088</td>
</tr>
<tr>
<td>CR43</td>
<td>36</td>
<td>2087</td>
<td>3.108</td>
<td>21713</td>
<td>0.00167</td>
<td>0.096</td>
</tr>
<tr>
<td>CR44</td>
<td>34</td>
<td>2073</td>
<td>3.108</td>
<td>21713</td>
<td>0.00159</td>
<td>0.096</td>
</tr>
</tbody>
</table>

intercepts only 0.01% of all space.

This means that the number of incident photons for the front detector is equal to 3.108 × 10^6 × 0.70/100 and for the back detector is 3.108 × 10^6 × 0.01/100; that is 21713 photons/second and 317 photons/second for the front and the back detectors respectively.

The intrinsic efficiency measured for each pixel are presented in table (6.1) for CR front detector pixels, table (6.2) for the LC front detector pixels and table (6.3) for the BC back detector pixels.
## Table 6.2: LC front detector intrinsic efficiency

<table>
<thead>
<tr>
<th>Pixels</th>
<th>Count Rate (662keV)</th>
<th>Count Rate (all)</th>
<th>Source Activity (MBq)</th>
<th>Photons Emitted</th>
<th>Efficiency (662keV)</th>
<th>Efficiency (all)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC11</td>
<td>27</td>
<td>1641</td>
<td>3.108</td>
<td>21713</td>
<td>0.0013</td>
<td>0.076</td>
</tr>
<tr>
<td>LC12</td>
<td>34</td>
<td>2039</td>
<td>3.108</td>
<td>21713</td>
<td>0.0016</td>
<td>0.094</td>
</tr>
<tr>
<td>LC13</td>
<td>37</td>
<td>1842</td>
<td>3.108</td>
<td>21713</td>
<td>0.0017</td>
<td>0.085</td>
</tr>
<tr>
<td>LC14</td>
<td>32</td>
<td>1773</td>
<td>3.108</td>
<td>21713</td>
<td>0.0015</td>
<td>0.082</td>
</tr>
<tr>
<td>LC21</td>
<td>31</td>
<td>1723</td>
<td>3.108</td>
<td>21713</td>
<td>0.0014</td>
<td>0.079</td>
</tr>
<tr>
<td>LC22</td>
<td>39</td>
<td>2071</td>
<td>3.108</td>
<td>21713</td>
<td>0.0018</td>
<td>0.095</td>
</tr>
<tr>
<td>LC23</td>
<td>41</td>
<td>2127</td>
<td>3.108</td>
<td>21713</td>
<td>0.0019</td>
<td>0.098</td>
</tr>
<tr>
<td>LC24</td>
<td>41</td>
<td>2140</td>
<td>3.108</td>
<td>21713</td>
<td>0.0019</td>
<td>0.099</td>
</tr>
<tr>
<td>LC31</td>
<td>32</td>
<td>1904</td>
<td>3.108</td>
<td>21713</td>
<td>0.0015</td>
<td>0.088</td>
</tr>
<tr>
<td>LC32</td>
<td>44</td>
<td>2253</td>
<td>3.108</td>
<td>21713</td>
<td>0.002</td>
<td>0.104</td>
</tr>
<tr>
<td>LC33</td>
<td>39</td>
<td>2776</td>
<td>3.108</td>
<td>21713</td>
<td>0.0018</td>
<td>0.128</td>
</tr>
</tbody>
</table>

## Table 6.3: BC Back detector intrinsic efficiency

<table>
<thead>
<tr>
<th>Pixels</th>
<th>Count Rate (662keV)</th>
<th>Count Rate (all)</th>
<th>Source Activity (MBq)</th>
<th>Photons Emitted</th>
<th>Efficiency (662keV)</th>
<th>Efficiency (all)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC11</td>
<td>3.4</td>
<td>223</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01073</td>
<td>0.706</td>
</tr>
<tr>
<td>BC12</td>
<td>3.4</td>
<td>201</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01083</td>
<td>0.636</td>
</tr>
<tr>
<td>BC13</td>
<td>3.4</td>
<td>200</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01072</td>
<td>0.632</td>
</tr>
<tr>
<td>BC14</td>
<td>3.2</td>
<td>217</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01037</td>
<td>0.687</td>
</tr>
<tr>
<td>BC15</td>
<td>3.4</td>
<td>244</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01083</td>
<td>0.769</td>
</tr>
<tr>
<td>BC21</td>
<td>3.4</td>
<td>224</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01082</td>
<td>0.708</td>
</tr>
<tr>
<td>BC22</td>
<td>3.5</td>
<td>204</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01124</td>
<td>0.645</td>
</tr>
<tr>
<td>BC23</td>
<td>3.6</td>
<td>254</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01158</td>
<td>0.803</td>
</tr>
<tr>
<td>BC25</td>
<td>3.2</td>
<td>251</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01028</td>
<td>0.793</td>
</tr>
<tr>
<td>BC32</td>
<td>3.2</td>
<td>240</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01038</td>
<td>0.759</td>
</tr>
<tr>
<td>BC34</td>
<td>3.3</td>
<td>212</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01052</td>
<td>0.671</td>
</tr>
<tr>
<td>BC35</td>
<td>3.9</td>
<td>244</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01233</td>
<td>0.772</td>
</tr>
<tr>
<td>BC41</td>
<td>3.4</td>
<td>245</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01071</td>
<td>0.774</td>
</tr>
<tr>
<td>BC42</td>
<td>3.3</td>
<td>194</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01062</td>
<td>0.613</td>
</tr>
<tr>
<td>BC43</td>
<td>3.6</td>
<td>279</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01146</td>
<td>0.880</td>
</tr>
<tr>
<td>BC51</td>
<td>3.3</td>
<td>244</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01056</td>
<td>0.772</td>
</tr>
<tr>
<td>BC52</td>
<td>3.3</td>
<td>217</td>
<td>3.108</td>
<td>317.16</td>
<td>0.0106</td>
<td>0.687</td>
</tr>
<tr>
<td>BC53</td>
<td>3.2</td>
<td>190</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01009</td>
<td>0.602</td>
</tr>
<tr>
<td>BC54</td>
<td>3.3</td>
<td>206</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01055</td>
<td>0.652</td>
</tr>
<tr>
<td>BC55</td>
<td>3.5</td>
<td>192</td>
<td>3.108</td>
<td>317.16</td>
<td>0.01109</td>
<td>0.607</td>
</tr>
</tbody>
</table>
6.2 UCL Compton Camera Efficiency

The intrinsic efficiency $\varepsilon_{icc}$ for a Compton camera is defined as the fraction of photons entering the first detector that undergo only one Compton scattering in the first detector and then undergo photoelectric absorption $^1$ in the second detector for a point source can be expressed as in equation (6.4):

$$
\varepsilon_{icc} = \frac{1}{\Omega_1} \int_{dV_1} \int_{dV_2} \Delta\Omega_1 \mu_c(E_0) e^{(-\mu_t(E_0)L_1)} \times \frac{d\sigma}{d\Omega}(\theta_{12}) \Delta\Omega_2 e^{(-\mu_t(E_1)L_{12})} \mu_p(E_1)
$$

(6.4)

where $\Omega_1$ is the solid angle subtended by the first detector, $\Delta\Omega_1$ is the solid angle for a differential volume element $dV_1$ in the first detector, $L_1$ is the attenuation length in the first detector between the source and $dV_1$, $\mu_t$, $\mu_c$, and $\mu_p$ are the total, Compton scatter, and photoelectric coefficients, respectively, $L_{12}$ is the attenuation length between the two elements $dV_1$ and $dV_2$.

6.2.1 Simulated Efficiency

The intrinsic efficiency of the UCL Compton camera were calculated for energy gamma sources of 140, 350, 392, 511 and 662keV at a distance of 5cm from the center of the camera using Monte-Carlo simulations 6.4:

$^1$As noted in section (2.1), in nuclear medicine applications where the incident energy is known, the scattered photon need not to be absorbed by the back detector.
Table 6.4: UCL Compton camera intrinsic efficiency [Royle et al., 2003]

<table>
<thead>
<tr>
<th>Source Energy (keV)</th>
<th>Intrinsic Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>140</td>
<td>$1.91 \times 10^{-04}$</td>
</tr>
<tr>
<td>350</td>
<td>$3.91 \times 10^{-05}$</td>
</tr>
<tr>
<td>392</td>
<td>$2.70 \times 10^{-05}$</td>
</tr>
<tr>
<td>511</td>
<td>$1.09 \times 10^{-05}$</td>
</tr>
<tr>
<td>662</td>
<td>$6.86 \times 10^{-06}$</td>
</tr>
</tbody>
</table>

The intrinsic efficiency values given in table (6.4) are efficiencies of events which originates from photons that add up to 662keV. As mentioned in section (2.1), in nuclear medicine applications the incident gamma ray source energy is known and therefore events that does not add up to 662keV (events that has one Compton interaction in the front detector and one in the back) should be taken into considerations when calculating the efficiency of Compton cameras designed for nuclear medicine.

### 6.2.2 Measured Efficiency

The intrinsic efficiency of the UCL Compton camera was measured for a Cs137 point source at a distance of 5cm from the center of the camera using the DAQ described in section (3.3). The experiment involved 31 pixels and was run for 15 hours. The number of good events (including all types of events) counted was 15500 (0.287 event/second) and the number of good events that add up to 662keV were 418 ($7.74 \times 10^{-3}$ events/second) events. Therefore, out of the total events acquired during this experiment, this represents 0.11% and $2.99 \times 10^{-3}$% for all types of good events and for good events that add up to 662keV respectively.
In order to compare the simulated intrinsic efficiency with the measured, the number of good events expected from when all the 177 pixels of the camera are operational has to be calculated. Assuming a linear relationship between the solid angle and the number of good events, the ratio of the total solid angle subtended by all the camera's pixels over the solid angle subtended by the 31 pixels was calculated which equals to 5.7. Therefore, the number of all good events would be 86800 (1.6074 events/second) and for the events that add up to 662keV would be 2340 events (0.043 events/second) in 15 hours.

The intrinsic efficiency is calculated using equation (6.2), where, for a Compton camera, the number of photons recorded represents the number of good events. The number of incident photons is the number of photons subtended by the first detector every second. For a point source at a distance of 5cm from the camera, the front detector subtends 9.19% of all the space, and the number of incident photon is therefore, equals to 285711. Table (6.5) shows the measured intrinsic efficiency of the UCL Compton camera for 31 pixels and the predicted one for all the 177 pixels of the camera. Therefore, the expected improvements in the UCL Compton camera intrinsic efficiency is a factor of 5 times when the remaining pixels are activated. The difference between the simulated and the measured efficiencies is quiet large for good events that add up to 662keV: the measured efficiency is about 45 times worse than the simulated. However, if all types of good events are considered, the measured
efficiency is comparable to the simulated efficiency.

Table 6.5: UCL Compton camera measured intrinsic efficiency

<table>
<thead>
<tr>
<th>number of pixels</th>
<th>All event’s types</th>
<th>Events add up to 662keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>$1.01 \times 10^{-6}$</td>
<td>$2.71 \times 10^{-8}$</td>
</tr>
<tr>
<td>177</td>
<td>$5.62 \times 10^{-6}$</td>
<td>$1.50 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

However, in reality no matter how many pixels are activated, the efficiency will not improve; in fact, the more pixels activated, the worse the efficiency it gets. This is due to the way the readout electronics is configured and its data rate limitation of 4MB/s; hence, even the value of 45 times worse than the simulated prediction of the intrinsic efficiency is not possible. The readout electronics is configured to send a trace of length 3.125us and its related headers for each channel (or pixel) used to the PC. The trace of 3.125us represents 250 words of data and each word represents 2 bytes; that is 500 bytes plus about 20 bytes of headers. The number of total events $N_e$ every second can be calculated by the equation (6.5), where $4 \times 10^6$ is the data rate of the electronics in bytes/second, $N_{\text{pixels}}$ is the number of pixels used and 520 is the size of a trace and its headers in bytes.

$$N_e = \frac{4 \times 10^6}{N_{\text{pixels}} \times 520}$$  (6.5)

Therefore, for 31 pixels, one event would generate 248 events every second of which only 0.287 event/s represent all types of good events and $7.74 \times 10^{-3}$ event/s are good events that add up to 662keV. This represents 0.11% and $2.99 \times 10^{-3}$% for all types
of good events and events that add up to 662keV respectively. Assuming that the percentages of good events are linearly related to the number of events collected every second, for 177 pixels, the number of total events (using equation 6.5) is equal to 43 event/s which would generate $4.78 \times 10^{-2}$/s for all good events and $1.299 \times 10^{-3}$/s for events that add up to 662keV. The intrinsic efficiency results from this is given in table (6.6):

Table 6.6: UCL Compton camera measured intrinsic efficiency taking the readout electronics effect into consideration

<table>
<thead>
<tr>
<th>number of pixels</th>
<th>All event’s types</th>
<th>Events add up to 662keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>$1.01 \times 10^{-6}$</td>
<td>$2.71 \times 10^{-8}$</td>
</tr>
<tr>
<td>177</td>
<td>$1.67 \times 10^{-7}$</td>
<td>$4.54 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

The expected intrinsic efficiency when the effects of the readout electronics are taken into consideration is quite significant: about 1500 times worse than the simulated for good events that add up to 662keV, and if all types of good events are considered, the difference is about 40 times worse.

The important question to answer is: how can the predicted intrinsic efficiency, calculated using simulation, be achieved or even exceeded? There are three possible solutions: leaving the system with the current configuration but with a better data rate, slightly changing the system’s configuration and a better data rate, or completely changing the way the readout electronics is operating with better data rate.

If the system is left unchanged with its current configuration, for the intrinsic efficiency of the simulation to be achieved, using equation (6.2), the number of all
good events should be 72 event/s and the number of events that add up to 662keV should be 1.96 event/s. The read out electronics data rate can be calculated using equation (6.5). If the intrinsic efficiency is defined by only considering the good events that add up to 662keV, the readout electronics data rate should be about 6GB/s; and if the intrinsic efficiency is defined by considering all types of good events, the data rate should be about 160MB/s.

If, however, the system changed slightly and is configured to send only 2us of traces (instead of 3.125us), to achieve the simulated intrinsic efficiency, the data rate should be about 4GB/s if the definition of the intrinsic efficiency considers only the good events that add up to 662keV, and if the definition considers all types of good events, the data rate should be about 100MB/s.

Finally, the last option available to improve the intrinsic efficiency of a Compton camera, is to change completely how the read out electronics is operating. Instead of sending the data of all the pixels of the Compton camera to the processing unit (i.e. PC), only the pixels that have interactions are considered together with their corresponding surrounding pixels (to implement position sensitivity enhancements). This would reduce the number of traces should be transferred to the processing unit to only 18 traces. The data rate for traces of 2us would be about 390MB/s when only good events that add up to 662keV are considered and 10MB/s when all types of good of events are considered. This approach has a huge advantage over the current
setup because no matter how large the number of pixels constitutes the Compton camera, the number of traces need to be send and processed by the processing unit is always 18 traces for cameras with position sensitivity capabilities and only 2 pixels for Compton cameras that does not.
6.3 Theoretical Spatial Resolution

The total spatial resolution of the UCL Compton camera is calculated using equations (2.9) and (2.10) (see section 2.7). The total spatial resolution of a Compton camera equals to the quadratic summation of the spatial resolutions due to Doppler broadening, energy resolution and geometry. The graphs in this section represents the total spatial resolutions for different energy resolutions (MWD, Filtered and UnFiltered algorithms), different position sensitivity improvements (Front, Back and Front&Back X-Y-Z detectors PS enhancements by a factor of two), and Doppler effects calculated using Compton profiles from [Reed & Eisenberger, 1972] and [Biggs et al., 1975] (see section 4.4).

Figure 6.1: Total spatial resolution with no PS enhancement, and with the front detector PS enhancement. Source is 662keV and 5cm from the camera.

Figures 6.1 and 6.2 represents the total spatial resolution for UCL Compton camera for a source at a distance of 5cm for different position sensitivity: Intrinsic geometry...
(no PS enhancements), Front X-Y-Z, Back X-Y-Z, and Front&Back X-Y-Z PS enhancements. The energy resolution was that of the MWD, the Doppler broadening was calculated using Compton profiles from [Biggs et al., 1975]. Figure 6.1a shows the total spatial resolution when no position sensitivity are considered (intrinsic geometry), figure 6.1b is for the front detector X-Y-Z PS enhancements, figure 6.2a is for the back detector X-Y-Z PS enhancements and figure 6.2b is when both detectors (back and front) position sensitivities are improved in the X-Y-Z (the PS enhancements is by a factor of two).

![Figure 6.2: Total spatial resolution with the back detector PS enhancement, and with the front and the back detectors PS enhancement. Source is 662keV and 5cm from the camera.](image)

(a) Back detector PS Enhancement  
(b) Front and Back detectors PS Enhancement

The total spatial resolutions for intrinsic geometry (6.1a) is between 5mm and 6mm for scattering angles 5° and 145°; for the front detector PS enhancements (figure 6.1b) is 4mm for scattering angles between 10° and 120°; for the back detector PS enhancements (6.2a) is between 4mm and 5mm for scattering angles between 10° and
for the PS enhancements of both detectors (6.2b) is 3mm for scattering angles between 10° and 100°.

A very important conclusion from the graphs of figures (6.1a), (6.1b), (6.2a) and (6.2b) is that the total spatial resolution of the UCL Compton camera is dictated by the geometry of the camera for scattering angles between 10° and 100°. For scattering angles above 100° the total spatial resolution starts slowly diverge from the geometry spatial resolution and converge to the spatial resolution of the Doppler broadening at angles above 150°. The spatial resolution due to the energy resolution for the Compton camera has no effect on the total spatial resolution.

Figure (6.3) compares the total spatial resolutions predicted when the spatial resolution due to Doppler broadening use Compton profiles taken from [Biggs et al., 1975] (figure 6.3a) and [Reed & Eisenberger, 1972] (figure 6.3b). The source is at a
distance of 5cm from the camera, the energy resolution used is obtained by the MWD and camera geometry with and without PS enhancements. The graphs show that there is no difference between the two for scattering angles up to 100° and above that there are small differences.

From figures (6.3) and (6.4), the difference between the total spatial resolutions for the different energy resolutions are negligible for scattering angles from 10° and 100°; above 100° the differences for MWD and Filtered energy resolutions are small, but for energy resolutions of the UnFiltered are larger.

![Graphs showing spatial resolution](image)

(a) Total spatial resolution with Filtered ER  \( \quad \) (b) Total spatial resolution with UnFiltered ER

Figure 6.4: Total spatial resolution for a source 5cm from the camera, Filtered and UnFiltered ER given for intrinsic, front, back, and front and back x-y-z position enhancements. Source is 662keV and 5cm from the camera.

For the UCL Compton camera (figure 6.5), the dictating factor to angular and spatial resolutions is the position sensitivity. For the UCL Compton camera the energy resolution no matter how good it is, it has no effect on improving the angular and the spatial resolution. The same applies for Doppler broadening. The position
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sensitivity improvements on the X-Y for the back detector has a negligible effect, and the X-Y of the front has a small effect on the total spatial resolution. However, the improvements in the depth (Z) position sensitivity is significant on the front detector, and small for the back.

Figure 6.5: Total Spatial Resolution (Biggs, MWD, 662keV, D=5cm)
6.4 Spatial Resolution

The diagram of figure (6.6) shows the positions of six point sources imaged with the UCL Compton camera. All the point sources were at a distance of 1.85cm from the front detector. Although the UCL Compton camera was designed to image objects at a distance of 5cm from the center of the camera, the position of the six point sources were chosen off the center of the camera under the CR pixels and at a closer distance from the camera; this is because the number of pixels available was 20 pixels as noted in section (3.2.4).

![Diagram of point sources and camera setup](image)

Figure 6.6: Positions of A, B, C, D, E and F point sources

The images obtained from the UCL Compton camera of the six point sources are shown in figures (6.7), (6.8), (6.9) and (6.10). The average error in localizing the point sources is 2mm. The point source E was chosen to study the spatial resolution of the
UCL Compton camera because the source has the largest number of events compared to the other five point sources which makes it more suitable to study the effects of the position sensitivity enhancements of the camera. This is because the number of events that allow position sensitivity enhancements are fewer than the total event number.

![Back projection images](image1.png)

(a) Point Source A  
(b) Point Source B  
(c) Point Source C

Figure 6.7: Back projection images of points A, B and C with MWD energy resolution and no position sensitivity enhancements

![ITEM Reconstruction images](image2.png)

(a) Point Source A  
(b) Point Source B  
(c) Point Source C

Figure 6.8: ITEM Reconstruction images of points A, B and C with MWD energy resolution and no position sensitivity enhancements
Figure 6.9: Back projection images of points D, E and F with MWD energy resolution and no position sensitivity enhancements.

Figure 6.10: ITEM Reconstruction images of points D, E and F with MWD energy resolution and no position sensitivity enhancements.

### 6.4.1 Predicted Spatial Resolution

The graphs in figures 6.11, 6.12 and 6.13 represent the predicted spatial resolution for a gamma point source of energy 662keV at a distance of 1.85cm from the front detector of the UCL Compton camera. The figures show graphs of the spatial resolution in function of the scattering angles of intrinsic geometry and the different front detector.
position sensitivity enhancements and the three energy resolutions algorithms: MWD, Filtered and UnFiltered.

Figure 6.11 shows the spatial resolution for the MWD energy resolutions. The average intrinsic spatial resolution for scattering angles between 10° and 150° is about 4mm and by improving the position sensitivity of the front detector by a factor of two, the spatial resolution improves from 4mm to 3.5mm for X-Y improvements, from 4mm to 3mm for the depth PS enhancements and to 2.5mm for X-Y-Z PS enhancements.

Figure 6.11: Predicted Spatial Resolution (Biggs, MWD, 662keV, D=1.85cm)
There is no differences between the spatial resolutions for MWD, Filtered and UnFiltered energy resolutions for scattering angles up to 120°. This shows that the UCL Compton camera’s spatial resolution is not affected by the energy resolution. The important factor that influences the spatial resolution is the geometry represented in the position sensitivity of the camera.
6.4.2 Measured Spatial Resolution

Figure 6.14 below shows an image of the E point source with three different energy resolutions. ITEM works very effectively with point sources. All images presented in this thesis it has 100 × 100 pixels with a pixel size of 1 mm. Backprojection and ITEM image are individually normalized to arbitrary scales. The backprojection shows a pronounced intensity maximum within a few mm of the expected position. Most of the artefacts typical to backprojection have been removed by the algorithm. Only the regions with the highest intensity in the backprojection have survived in the ITEM image.

It takes about 14 s to compute the backprojection with 10000 pixels for the 40000 events contained in the data, while the ITEM reconstruction takes about 3 s with
10000 pixels using a 3 GHz Pentium CPU. The reconstruction time is proportional to the number of events and the number of image pixels in the case of backprojection and proportional to the number of image pixels but independent of the number of events in the case of ITEM.

![Back projection images of E with three different energy resolutions](image1.png)

Figure 6.14: Back projection images of E with three different energy resolutions

![ITEM reconstruction images of E with three different energy resolutions](image2.png)

Figure 6.15: ITEM reconstruction images of E with three different energy resolutions

Table 6.7 below summarizes the results obtained when the energy resolution and the position sensitivity are optimized. The spatial resolution of the UCL Compton camera for the point source E has improved by 1.5mm for the energy resolutions of MWD and Filtered. In the case of UnFiltered energy resolutions there is a difference of 1mm between the other two energy resolutions spatial resolutions for the intrinsic
Table 6.7: Point source E Spatial resolution enhancements due to energy resolution and position sensitivity optimization

<table>
<thead>
<tr>
<th>Energy Resolution</th>
<th>FWHM</th>
<th>FWHM with x-y-z optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>MWD</td>
<td>9</td>
<td>7.5</td>
</tr>
<tr>
<td>Second Algorithm</td>
<td>9</td>
<td>7.5</td>
</tr>
<tr>
<td>first Algorithm</td>
<td>10</td>
<td>9</td>
</tr>
</tbody>
</table>

geometry and for the front detector PS enhancements, an improvement of 1mm is seen.

By comparing the predicted spatial resolutions and the measured of the UCL Compton camera, an improvement of 1.5mm in the spatial resolution was seen in both predicted and measured results (for the UnFiltered measured spatial resolution, however, there is only a 1mm improvement). The predictions (section 6.4.1) gave a spatial resolution of only 4mm for the intrinsic and 2.5mm when the position sensitivity on the front detector are implemented; however, the measured spatial resolutions for intrinsic was 9mm and 7mm for the position sensitivity enhancements of the front detector. This big difference between the predicted and the measured spatial resolution is known for all Compton camera’s built to date. The explanation agreed on among the Compton camera’s researchers is that the reconstruction algorithm has an effect on the spatial resolution which for the UCL Compton camera is dominant.
6.5 Distributed Sources

This section shows the work done using the UCL Compton camera to image distributed and line sources. Two examples are presented to show that the camera is able to image distributed sources. It is worth noting that this section does not promise a detailed study of the imaged distributed sources.

6.5.1 Circular Source

The reconstruction of distributed sources will be discussed with the example of a 270 deg open circle shape with 3 cm diameter. Figures 6.17 and 6.18 represents the backprojection and the ITEM images respectively of the semi circle distributed source. To generate the distributed source a Cs137 point source was mounted onto a rotational stage and continuously moved along a circular path. The path and its relative position in x-y to the front plane pixels (white squares) and the back plane pixels (gray squares) connected to the readout are shown in 6.16.
Figure 6.16: Path of the circular source (black line) with respect to the positions of the front pixels

The source distribution was in a plane 2 cm from the front detector. About 70000 events lying in the coincidence window have been collected using the 20 active pixel of the camera. About half of the circular source distribution is reconstructed within a few mm from the expected position. The intensity of the semi circle is fading away along the circular path with increasing distance to the front pixels and decreasing camera sensitivity. In the ITEM image only the parts with the highest contrast with respect to the complex background survived the iterations.
6.5.2 Line Source

A vertical line source with 4 cm length has been imaged with the UCL Germanium Compton camera. A straight line has been reconstructed at the right position. Figures 6.19 and 6.20 shows the backprojection and the ITEM reconstructed images respectively obtained from the camera. The dimensions of the reconstructed line source are presented in table 6.8. The parts lying in low camera sensitivity regions have low intensity compared to the parts that lay in the regions of high intensity.
Figure 6.19: Back projection images of a 4cm line source with three different energy resolutions

Figure 6.20: ITEM reconstruction images of a 4cm line source with three different energy resolutions

Table 6.8: Measured dimensions of a vertical 4cm line source for the three energy resolutions algorithms

<table>
<thead>
<tr>
<th>Energy Resolution</th>
<th>Measured Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MWD</td>
<td>40</td>
</tr>
<tr>
<td>Second Algorithm</td>
<td>39</td>
</tr>
<tr>
<td>first Algorithm</td>
<td>40.5</td>
</tr>
</tbody>
</table>
Chapter 7

Conclusions and Future Work

Position sensitivity evaluation of a pixellated germanium Compton camera for nuclear medicine applications is presented. Spatial resolution performances was improved by improving the position sensitivity of the camera in the X-Y by a factor of two from $4 \times 4\, mm$ to $2 \times 2\, mm$ for both the front and the back detector and the depth position sensitivity was improved by a factor of two from $5.4\, mm$ to $2.27\, mm$ for the front detector and from $10.6\, mm$ to $5.3\, mm$ for the back detector.

Energy resolution of the UCL Compton camera was improved using the MWD algorithm implemented online in the FPGAs of the GRT4 cards. The energy resolution was improved by a factor of of 2 using a simple filter and by a factor of 4 using the MWD. It is proven that for the UCL Compton camera, no matter how good the energy resolution is no improvement was seen (neither from the theoretical predictions nor from the measurements of the PSF of the images of the point sources) on
the spatial resolution of the camera.

Doppler Broadening predicted effects on spatial resolution were presented for the UCL High Purity Germanium Compton camera, and it was shown that, similar to the effects of energy resolution, its effects are negligible on the total spatial resolution of the camera. The geometry of the camera: mainly its pixel size and the separation between the back and the front detector is the dictating factor for the UCL HPGe Compton camera.

To further enhance the spatial resolution for the UCL Compton camera, the work should focus on further enhancing the position sensitivity of the camera, specifically the depth resolution. As seen in the results presented, the depth effects on spatial resolution is dominant compared to the X-Y position sensitivity. Also, the enhancement to the front detector’s position sensitivity is more important to that of the back detector because the back detector’s position sensitivity only affects the overall spatial resolution by 0.5mm, whereas the enhancement to the front detector’s lead to a 2.5mm enhancement to the spatial resolution. To enhance the depth position sensitivity beyond the one presented in this thesis, the pulse shape of the signals from the pixels should be analyzed to find a relationship between depth and the parameters governing the pulse shape: rise time and the gradient at which the signal reaches its maximum. To enhance the X-Y position sensitivity even further, the events where a split charges occurs between adjacent pixels can be used to reconstruct the images;
however, the efficiency of the camera would be decreased if only split charges are considered because the separation between the pixel is 1mm which will reduce the surface area of the front detector to only 31.5% and the back detector to only 33.3%.

To improve the efficiency of the UCL Compton camera, the work should focus on developing faster readout electronics to increase the data rate and reduce dead time. Activating more pixels in addition to the 20 pixels already active will not improve the efficiency any further as the readout electronics maximum data rate transfer of 3.8MB/s is already reached. In fact, for the current setup of the readout electronics, the efficiency will be dramatically decreased.

To improve the spatial resolution of the UCL Compton camera, future work can study the effects of split charges between neighboring pixels. Because the separation between the pixels is 1mm, the expected position sensitivity is 1/2 mm. The remaining of 125 pixels has to be activated to test the whole camera, and for the readout electronics when all the pixels are activated must be redesigned to cope with the high rate of data.
Appendix A

Energy Resolution Measurements

A.1 Back Detector Energy Resolution

(a) Tabulated Energy resolution in percentage

<table>
<thead>
<tr>
<th>Energy keV</th>
<th>ER BC11 NM</th>
<th>ER BC11 FWHM</th>
<th>ER BC11 Filtered</th>
<th>ER BC11 UnFiltered</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>7.63</td>
<td>6.38</td>
<td>10.63</td>
<td>18.75</td>
</tr>
<tr>
<td>60</td>
<td>--</td>
<td>3.50</td>
<td>7.07</td>
<td>9.75</td>
</tr>
<tr>
<td>81</td>
<td>2.98</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>176</td>
<td>0.79</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>303</td>
<td>0.81</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>356</td>
<td>0.70</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>394</td>
<td>0.00</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>682</td>
<td>0.35</td>
<td>0.4</td>
<td>0.7</td>
<td>1.35</td>
</tr>
</tbody>
</table>

(b) Graphs of energy resolution in percentage

Figure A.1: Energy resolution of BC11
(a) Tabulated Energy resolution in percentage  
(b) Graphs of energy resolution in percentage

**Figure A.2: Energy resolution of BC12**

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>ER BC12 NIM</th>
<th>ER BC12 MWD</th>
<th>ER BC12 Filtered</th>
<th>ER BC12 UnFiltered</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>5.59</td>
<td>4.47</td>
<td>10.44</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>2.96</td>
<td>7.12</td>
<td>9.8</td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>2.42</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>276</td>
<td>0.61</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>303</td>
<td>0.07</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>356</td>
<td>0.55</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>384</td>
<td>0.54</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>692</td>
<td>0.34</td>
<td>0.32</td>
<td>0.72</td>
<td>1.3</td>
</tr>
</tbody>
</table>

(a) Tabulated Energy resolution in percentage  
(b) Graphs of energy resolution in percentage

**Figure A.3: Energy resolution of BC13**

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>ER BC13 NIM</th>
<th>ER BC13 MWD</th>
<th>ER BC13 Filtered</th>
<th>ER BC13 UnFiltered</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>9.28</td>
<td>4.66</td>
<td>9.75</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>3.52</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>0.68</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>276</td>
<td>0.07</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>303</td>
<td>0.01</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>356</td>
<td>0.78</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>384</td>
<td>0.47</td>
<td>0.31</td>
<td>0.67</td>
<td>1.27</td>
</tr>
</tbody>
</table>

(a) Tabulated Energy resolution in percentage  
(b) Graphs of energy resolution in percentage

**Figure A.4: Energy resolution of BC15**

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>ER BC15 NIM</th>
<th>ER BC15 MWD</th>
<th>ER BC15 Filtered</th>
<th>ER BC15 UnFiltered</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>5.63</td>
<td>4.53</td>
<td>6.83</td>
<td>9.7</td>
</tr>
<tr>
<td>60</td>
<td>2.17</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>81</td>
<td>0.7</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>276</td>
<td>0.55</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>303</td>
<td>0.57</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>356</td>
<td>0.52</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>384</td>
<td>0.31</td>
<td>0.31</td>
<td>0.72</td>
<td>1.34</td>
</tr>
</tbody>
</table>
(a) Tabulated Energy resolution in percentage
(b) Graphs of energy resolution in percentage

Figure A.5: Energy resolution of BC21

(a) Tabulated Energy resolution in percentage
(b) Graphs of energy resolution in percentage

Figure A.6: Energy resolution of BC22

(a) Tabulated Energy resolution in percentage
(b) Graphs of energy resolution in percentage

Figure A.7: Energy resolution of BC25
(a) Tabulated Energy resolution in percentage  
(b) Graphs of energy resolution in percentage

Figure A.8: Energy resolution of BC32

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>ER (%)</th>
<th>ER (%)</th>
<th>ER (%)</th>
<th>ER (%)</th>
<th>ER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>6.75</td>
<td>6.25</td>
<td>6.92</td>
<td>9.48</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>2.02</td>
<td>2.98</td>
<td>5.25</td>
<td>10.27</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>2.73</td>
<td>4.53</td>
<td>3.63</td>
<td>5.74</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>0.62</td>
<td>0.62</td>
<td>5.58</td>
<td>9.58</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.01</td>
<td>0.01</td>
<td>0.08</td>
<td>1.2</td>
<td></td>
</tr>
</tbody>
</table>

(a) Tabulated Energy resolution in percentage  
(b) Graphs of energy resolution in percentage

Figure A.9: Energy resolution of BC35

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>ER (%)</th>
<th>ER (%)</th>
<th>ER (%)</th>
<th>ER (%)</th>
<th>ER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>6.09</td>
<td>4.59</td>
<td>6.25</td>
<td>9.48</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>2.57</td>
<td>2.98</td>
<td>5.25</td>
<td>10.27</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.52</td>
<td>0.52</td>
<td>3.25</td>
<td>3.25</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>0.51</td>
<td>0.51</td>
<td>5.63</td>
<td>9.58</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.32</td>
<td>0.31</td>
<td>0.07</td>
<td>1.34</td>
<td></td>
</tr>
</tbody>
</table>

(a) Tabulated Energy resolution in percentage  
(b) Graphs of energy resolution in percentage

Figure A.10: Energy resolution of BC41

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>ER (%)</th>
<th>ER (%)</th>
<th>ER (%)</th>
<th>ER (%)</th>
<th>ER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>6.04</td>
<td>4.94</td>
<td>6.9</td>
<td>9.58</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>2.33</td>
<td>2.79</td>
<td>6.9</td>
<td>9.58</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.57</td>
<td>0.27</td>
<td>6.9</td>
<td>9.58</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>0.56</td>
<td>0.56</td>
<td>6.9</td>
<td>9.58</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.35</td>
<td>0.35</td>
<td>0.88</td>
<td>1.22</td>
<td></td>
</tr>
</tbody>
</table>
Figure A.11: Energy resolution of BC42

Figure A.12: Energy resolution of BC43

Figure A.13: Energy resolution of BC51
(a) Tabulated Energy resolution in percentage  
(b) Graphs of energy resolution in percentage

Figure A.14: Energy resolution of BC52

<table>
<thead>
<tr>
<th>Energy keV</th>
<th>ER %</th>
<th>ER %</th>
<th>ER %</th>
<th>ER %</th>
<th>ER %</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>7.06</td>
<td>4.97</td>
<td>7.08</td>
<td>9.93</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
<td></td>
<td>3.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>2.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>176</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>303</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>356</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>384</td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>682</td>
<td>0.4</td>
<td>0.42</td>
<td>0.73</td>
<td>1.34</td>
<td></td>
</tr>
</tbody>
</table>

(a) Tabulated Energy resolution in percentage  
(b) Graphs of energy resolution in percentage

Figure A.15: Energy resolution of BC53

<table>
<thead>
<tr>
<th>Energy keV</th>
<th>ER %</th>
<th>ER %</th>
<th>ER %</th>
<th>ER %</th>
<th>ER %</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>6.01</td>
<td>6.59</td>
<td>6.57</td>
<td>6.67</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>3.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>176</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>303</td>
<td>0.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>356</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>384</td>
<td>0.43</td>
<td>0.41</td>
<td>0.73</td>
<td>1.17</td>
<td></td>
</tr>
</tbody>
</table>

(a) Tabulated Energy resolution in percentage  
(b) Graphs of energy resolution in percentage

Figure A.16: Energy resolution of BC54

<table>
<thead>
<tr>
<th>Energy keV</th>
<th>ER %</th>
<th>ER %</th>
<th>ER %</th>
<th>ER %</th>
<th>ER %</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>8.44</td>
<td>8.34</td>
<td>7.15</td>
<td>9.02</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>3.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>1.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>176</td>
<td>0.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>303</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>356</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>384</td>
<td>0.45</td>
<td>0.49</td>
<td>0.72</td>
<td>1.26</td>
<td></td>
</tr>
</tbody>
</table>
A.2 Front Detector Energy Resolution

(a) Tabulated Energy resolution in percentage

(b) Graphs of energy resolution in percentage

Figure A.17: Energy resolution of CR11

(a) Tabulated Energy resolution in percentage

(b) Graphs of energy resolution in percentage

Figure A.18: Energy resolution of CR12

(a) Tabulated Energy resolution in percentage

(b) Graphs of energy resolution in percentage

Figure A.19: Energy resolution of CR14
(a) Tabulated Energy resolution in percentage

(b) Graphs of energy resolution in percentage

Figure A.20: Energy resolution of CR21

(a) Tabulated Energy resolution in percentage

(b) Graphs of energy resolution in percentage

Figure A.21: Energy resolution of CR22

(a) Tabulated Energy resolution in percentage

(b) Graphs of energy resolution in percentage

Figure A.22: Energy resolution of CR23
Figure A.23: Energy resolution of CR24

Figure A.24: Energy resolution of CR33

Figure A.25: Energy resolution of CR34
(a) Tabulated Energy resolution in percentage  

(b) Graphs of energy resolution in percentage  

Figure A.26: Energy resolution of CR42

(a) Tabulated Energy resolution in percentage  

(b) Graphs of energy resolution in percentage  

Figure A.27: Energy resolution of CR43

(a) Tabulated Energy resolution in percentage  

(b) Graphs of energy resolution in percentage  

Figure A.28: Energy resolution of CR44
(a) Tabulated Energy resolution in percentage
(b) Graphs of energy resolution in percentage

Figure A.29: Energy resolution of LC11

(a) Tabulated Energy resolution in percentage
(b) Graphs of energy resolution in percentage

Figure A.30: Energy resolution of LC12

(a) Tabulated Energy resolution in percentage
(b) Graphs of energy resolution in percentage

Figure A.31: Energy resolution of LC13
Figure A.32: Energy resolution of LC14

Figure A.33: Energy resolution of LC21

Figure A.34: Energy resolution of LC22
(a) Tabulated Energy resolution in percentage

(b) Graphs of energy resolution in percentage

Figure A.35: Energy resolution of LC23

(a) Tabulated Energy resolution in percentage

(b) Graphs of energy resolution in percentage

Figure A.36: Energy resolution of LC31

(a) Tabulated Energy resolution in percentage

(b) Graphs of energy resolution in percentage

Figure A.37: Energy resolution of LC32
A.3 Back Detector Noise Measurements

Figure A.38: Energy resolution of LC33

<table>
<thead>
<tr>
<th>Energy keV</th>
<th>ER LC33 NIM</th>
<th>ER LC33 MWD</th>
<th>ER LC33 Filtered</th>
<th>ER LC33 Unfiltered</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>6.31%</td>
<td>12.03%</td>
<td>26.88%</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>2.92%</td>
<td>6.52%</td>
<td>9.71%</td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>2.17%</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>126</td>
<td>0.67%</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>103</td>
<td>0.64%</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>206</td>
<td>0.53%</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>364</td>
<td>0.46%</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>602</td>
<td>0.32%</td>
<td>0.35%</td>
<td>0.67%</td>
<td>1.17%</td>
</tr>
</tbody>
</table>

Figure A.39: Back detector noise amplitude measurements

<table>
<thead>
<tr>
<th>Pixels</th>
<th>ER at 662 keV</th>
<th>FWHM</th>
<th>Noise Amplitude ADC Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC11</td>
<td>2.66</td>
<td>28.47</td>
<td>67.89</td>
</tr>
<tr>
<td>BC12</td>
<td>2.1</td>
<td>26.86</td>
<td>65.19</td>
</tr>
<tr>
<td>BC13</td>
<td>2.02</td>
<td>27.96</td>
<td>68.96</td>
</tr>
<tr>
<td>BC14</td>
<td>2.0</td>
<td>26.78</td>
<td>65.69</td>
</tr>
<tr>
<td>BC15</td>
<td>2.08</td>
<td>27.81</td>
<td>66.27</td>
</tr>
<tr>
<td>BC21</td>
<td>2.03</td>
<td>27.025</td>
<td>67.438</td>
</tr>
<tr>
<td>BC22</td>
<td>2.09</td>
<td>27.118</td>
<td>66.27</td>
</tr>
<tr>
<td>BC23</td>
<td>5.12</td>
<td>26.75</td>
<td>65.38</td>
</tr>
<tr>
<td>BC24</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>BC25</td>
<td>2.12</td>
<td>27.14</td>
<td>66.1</td>
</tr>
<tr>
<td>BC31</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>BC32</td>
<td>2.59</td>
<td>26.72</td>
<td>65.889</td>
</tr>
<tr>
<td>BC33</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>BC34</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>BC35</td>
<td>2.06</td>
<td>35.539</td>
<td>82.959</td>
</tr>
<tr>
<td>BC41</td>
<td>2.01</td>
<td>27.06</td>
<td>68.665</td>
</tr>
<tr>
<td>BC42</td>
<td>2.31</td>
<td>30.34</td>
<td>73.39</td>
</tr>
<tr>
<td>BC43</td>
<td>2.34</td>
<td>29.24</td>
<td>70.78</td>
</tr>
<tr>
<td>BC44</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>BC45</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>BC51</td>
<td>2.33</td>
<td>29.74</td>
<td>78.16</td>
</tr>
<tr>
<td>BC52</td>
<td>2.79</td>
<td>26.99</td>
<td>66.44</td>
</tr>
<tr>
<td>BC53</td>
<td>2.74</td>
<td>29.71</td>
<td>72.13</td>
</tr>
<tr>
<td>BC54</td>
<td>3.24</td>
<td>26.65</td>
<td>65.04</td>
</tr>
<tr>
<td>BC55</td>
<td>3.3</td>
<td>28.19</td>
<td>69.2</td>
</tr>
</tbody>
</table>
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