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Abstract

The main focus of this thesis is to explore the advantages of using higher-dimensional quantum systems (qudits) as building blocks for fault-tolerant quantum computation. In particular, we investigate the two main essential ingredients of many state-of-the-art fault-tolerant schemes [133], which are magic state distillation and topological error correction. The theory for both of these components is well established for the qubit case, but little has been known for the generalised qudit case.

For magic state distillation, we first present a general numerical approach that can be used to investigate the distillation properties of any stabilizer code. We use this approach to study small three-dimensional (qutrit) codes and classify, for the first time, new types of qutrit magic states. We then provide an analytic study of a family of distillation protocols based on the quantum Reed-Muller codes. We discover a particular five-dimensional code that, by many measures, outperforms all known qubit codes.

For the topological error correction, we study the qudit toric code serving as a quantum memory. For this purpose we examine an efficient renormalization group decoder to estimate the error correction threshold. We find that when the qudit toric code is subject to a generalised bit-flip noise, and for a sufficiently high dimension, a threshold of 30% can be obtained under perfect decoding.
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Chapter 1

Basic Elements of Quantum Fault-Tolerance Theory

The aim of this chapter is to give a brief review of the theory of quantum fault-tolerance. We will restrict the discussions to the relevant concepts that are needed for later chapters. Throughout this chapter we will assume that the reader is familiar with the postulates of quantum mechanics and has a good understanding of quantum computation. For more information regarding the theory of quantum computation and fault-tolerance, the following resources are recommended [120, 139, 166, 60].

1.1 Quantum Computation with Qudits

Any quantum computational model consists of three main elements. First, the quantum states where the information is stored or transmitted. Second, some form of physical operations that manipulate and process the information (such as unitary gates). Third, a measurement set that determines the output of the computations. In this section, we review these elements for finite-dimensional quantum systems (qudits), and we then describe how a discrete set of operations (gates) can perform universal quantum computation.
### 1.1.1 Quantum States

The most elementary unit of quantum information is the quantum-bit, or a *qubit* [141], which is a two-level quantum mechanical system. In this thesis we are interested in studying the higher dimensional generalisation of a qubit, where we have a $d$–level quantum system called a quantum dit, or a *qudit*, such that $d$ is prime number. Associated with each quantum state is a complex vector space, the Hilbert space $H_d$. The Hilbert space is a complex vector space with an inner product $\langle \cdot | \cdot \rangle$ and a norm $|| \cdot ||$. The Hilbert space is spanned by the computational basis states $|0\rangle, |1\rangle, \ldots, |d – 1\rangle$. In this basis, a single pure quantum state $|\psi\rangle$ is represented as

$$|\psi\rangle = \sum_{j=0}^{d-1} \alpha_j |j\rangle,$$

satisfying $||\psi|| = 1$ (or $\sum_j |\alpha_j|^2 = 1$). Since we are only considering prime dimensions, the above sum is taken over all the elements of a finite field $\mathbb{F}_d$ (or $\mathbb{Z}_d$). We will often make use of the cyclic property of $\mathbb{Z}_d$ in modulo $d$ arithmetic\(^2\), which will allow us to express many equations in a succinct form. The coefficients $\alpha_j \in \mathbb{C}$ are called the probability amplitudes, and they represent the information stored by the quantum state. The square of the amplitudes $|\alpha_j|^2$ gives the probability that a measurement (in the basis $|j\rangle$) would result in the output state $|j\rangle$. A pure state contains the maximal information of a quantum system—meaning that it is an eigenstate of a well defined observable.

A composite system of $n$ qudits is constructed by taking the tensor product of the individual Hilbert spaces $\mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_n$. In the computational basis, the resultant pure quantum state is represented as

$$|\psi_1 \psi_2 \cdots \psi_n\rangle = \sum_{j \in \mathbb{Z}_d^n} \alpha_{j_1j_2\ldots j_n} |j_1j_2\ldots j_n\rangle,$$

where $j$ is a vector of $n$ dits. As we can see, to represent such pure state completely would require specifying all the $d^n$ coefficients, which is exponential in the number of qudits. In contrast, the state of a classical system can only be a single $n$ dit string at a time.

---

1 For our discussion, a field $\mathbb{F}_d$ is the set $\mathbb{Z}_d = \{0, 1, \ldots, d-1\}$ such that all the arithmetic operations are carried out modulo $d$ (see [103] for further details).

2 Cyclic means that the element $(d – a) \in \mathbb{Z}_d$ is equivalent to the element $-a \in \mathbb{Z}_d$. 

---
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A quantum system whose state is not known completely is described by the language of *density operators*. In this situation, the information of a quantum system is only known partially, such that it is described by an *ensemble* of pure states \( \{ p_j, |\psi_j\rangle \} \), where \( |\psi_j\rangle \) is a possible state of the system with respective probability \( p_j \). The density operator \( \rho \) is given by
\[
\rho = \sum_{j \in \mathbb{Z}_d} p_j |\psi_j\rangle \langle \psi_j|.
\]

(1.2)

A density operator is a \( d \times d \) matrix that satisfies three main requirements. First, it must be Hermitian, or self-adjoint, such that \( \rho = \rho^\dagger \). Secondly, it must be a semi-definite matrix (i.e. a positive operator with non-negative eigenvalues \( \lambda_j \geq 0 \)). Thirdly, it must have a unit trace \( \text{tr}(\rho) = 1 \), which is the condition required to preserve the probabilities. A density operator represents a pure state only if \( \text{tr}(\rho^2) = 1 \), and a *mixed state* if \( \text{tr}(\rho^2) < 1 \).

In the language of linear algebra, the density operator can be decomposed as a linear sum of a matrix basis set. For our purpose, we adopt the higher dimensional generalisation of the Pauli operators as basis to the density operators\(^3\). The \( d \)-dimensional single-qudit Pauli operators are defined as
\[
X_d = \sum_{j=0}^{d-1} |j \oplus 1\rangle \langle j|, \quad Z_d = \sum_{j=0}^{d-1} \omega^j |j\rangle \langle j|,
\]

(1.3)

where ‘\( \oplus \)’ is taken to be addition modulo \( d \) throughout, and
\[
\omega = e^{2\pi i/d},
\]

(1.4)
is the \( d \)th root of unity [65]. From this definition we see that \( X_d \) and \( Z_d \) are traceless non-Hermitian unitaries (except for the qubit case, where the conventional Pauli operators are Hermitian). For clarity, we will drop the subscript \( d \) when the dimension is apparent from the discussion. These operators generate the Pauli group (see Sec. 1.1.2). We define a general Pauli operator \( P_{(j,k)} \) as follows:
\[
P_{(j,k)} = X^j Z^k \quad (d > 2), \quad P_{(j,k)} = i^j X^j Z^k \quad (d = 2).
\]

(1.5)

(1.6)

\(^3\)This basis is also known in the literature as the Heisenberg-Weyl basis.
In this basis a density operators is expressed as
\[ \rho = \sum_{(j,k) \in \mathbb{Z}_d^2} \alpha_{j,k} P_{(j,k)}. \] (1.7)

In analogy to the qubit case, we will refer to the coefficients \( \alpha_{j,k} \) as the Bloch components, which can be evaluated as \( \alpha_{j,k} = \text{tr}(\rho P_{(j,k)}^\dagger) \). We know that in the qubit case, a general density operator can be completely specified by three real parameters \((x, y, z) \in \mathbb{R}^3\) defining the Bloch sphere. However, there is no such geometric picture beyond the qubit case. We will discuss geometric properties of the state space in higher dimensions in Sec. 2.3.1.

### 1.1.2 Quantum Operations

To perform a computation on the quantum states, we need to be able to process the information stored. This is accomplished by applying a quantum operation that can either dynamically manipulate the states (via unitary gates) or destructively read out the stored information to determine the output of the computation (via a measurement). More formally, a quantum operation is a physical process, denoted by \( \mathcal{E} \), that transforms a quantum state \( \rho \) to another quantum state \( \rho' \), such that \( \rho' \propto \mathcal{E}(\rho) \). In our work here we are interested only in simple quantum operations such as unitary dynamics where \( \mathcal{E}(\rho) = U\rho U^\dagger \) and measurements operators where \( \mathcal{E}_m(\rho) \propto M_m\rho M_m^\dagger \) (with outcome \( m \)).

#### Unitary Dynamics

The evolution of a closed quantum system is described by a unitary operator \( U \), satisfying the relation \( UU^\dagger = U^\dagger U = 1 \). Unitary operators are a type of trace preserving operations, which is a property that is easily verified as \( \text{tr}(\rho') = \text{tr}(U\rho U^\dagger) = \text{tr}(\rho U^\dagger U) = \text{tr}(\rho) \). This means that unitary dynamics never leak any information to the environment. In the Bloch representation, a unitary operator does not change the length of the Bloch vector. Here, we are interested in two sets of unitary operators, which are the Pauli group \( \mathcal{P}_d \) operators and the Clifford group \( \mathcal{C}_d \) operators.

The Pauli group is generated by the Pauli unitaries \( X_d \) and \( Z_d \) defined in Eq. 1.3. These operators obey the commutation relation \( XZ = \omega^{-1} ZX \). In the general case when the Pauli operators are raised to
arbitrary integer powers the commutation relation becomes \( X^a Z^b = \omega^{-ab} Z^b X^a \), where \( a, b \in \mathbb{Z}_d \). In the case of a composite system of \( n \) qudits, the Pauli group \( \mathcal{P}_d^n \) is generated by the \( n \)-fold tensor product of the single-qudit Pauli operators. To describe such \( n \)-particle Pauli operators we use the so-called symplectic notation, where

\[
P_{(j,k)} = (X^{j_1} \otimes X^{j_2} \otimes \cdots \otimes X^{j_n})(Z^{k_1} \otimes Z^{k_2} \otimes \cdots \otimes Z^{k_n}).
\]  

(1.8)

Two such Pauli operators commute if and only if the symplectic inner product is zero. In other words

\[
P_{(j,k)} P_{(j',k')} = P_{(j',k')} P_{(j,k)} \iff j \cdot k' - j' \cdot k = 0 \mod d. \tag{1.9}
\]

Using the above notation, we define the \( n \)-particle Pauli group \( \mathcal{P}_d^n \) as the following set of unitaries

\[
\mathcal{P}_d^n = \{ \omega^l P_{(j,k)} | j, k \in \mathbb{Z}_d^n, l \in \mathbb{Z}_d \}. \tag{1.10}
\]

As we will see below, the Pauli group is used in the construction of stabilizer codes and fault-tolerant schemes. Another set of gates that play an important role in quantum fault-tolerance theory are the so-called Clifford operators. The Clifford group \( C_d^n \) is the normalizer of the Pauli group—consisting of unitary operators that leave the Pauli group invariant under conjugations. More formally

\[
C_d^n = \{ U \mid \forall P \in \mathcal{P}_d^n, UPU^\dagger \in \mathcal{P}_d^n \}. \tag{1.11}
\]

The Clifford group is generated by three gates\(^4\) only:

\[
C_d^n = \langle H_d, P_d, \Lambda(X) \rangle, \tag{1.12}
\]

where the gate \( H_d \) is the \( d \)-dimensional single-qudit Hadamard gate

\[
H_d = \frac{1}{\sqrt{d}} \sum_{(j,k) \in \mathbb{Z}_d^2} \omega^{jk} |j\rangle \langle k|, \tag{1.13}
\]

and \( P_d \) is the \( d \)-dimensional (diagonal) single-qudit phase gate

\[
P_d = \sum_{j \in \mathbb{Z}_d} \omega^{\frac{j}{d}(j-1)} |j\rangle \langle j|. \tag{1.14}
\]

\(^4\)The proof can be found in [65, 43, 75].
and the last gate \( \Lambda(X) \) is the two-qudit controlled-\( X_d \) gate (often called the SUM gate), defined as

\[
\Lambda(X) = \sum_{(j,k) \in \mathbb{Z}_d^2} |j\rangle \langle j| \oplus k \rangle \langle k|. \tag{1.15}
\]

In Ref. [66], Gottesman and Chuang generalised the construction of the Clifford group operations by introducing an infinite hierarchy of qubit gates, where each level of the Clifford hierarchy maps the Pauli operators, under conjugation, to the level that precedes it. The hierarchy generalise naturally to qudits. We denote the gates sets at level \( k \) of the Clifford hierarchy by \( C_d^n(k) \), and define the hierarchy recursively as follows.

**Definition 1.** The \( k \)th level of the Clifford hierarchy for \( n \) qudits is the set

\[
C_d^n(k) = \{ U \in U(d^n) | \forall P \in \mathcal{P}_d^n, UPU^\dagger \in C_d^n(k-1) \}, \tag{1.16}
\]

where the first level is obviously the Pauli group, i.e. \( C_d^n(1) \equiv \mathcal{P}_d^n \). Similarly, the second level is the Clifford group \( C_d^n(2) \equiv C_d^n \). Higher levels consists of sets of gates without a group structure. The set of gates of the lower levels are subsets of the higher levels of the hierarchy, such that \( C_d^n(1) \subset C_d^n(2) \subset \cdots \subset C_d^n(k) \subset C_d^n(k+1) \subset \cdots \).

An important example of a qubit gate—from which other gates in higher levels of the hierarchy can be derived—is the single-qubit Pauli \( Z \) gate. It is not hard to see that by taking the roots of this gate, one can derive a gate in any level of the hierarchy:

\[
\begin{pmatrix}
1 & 0 \\
0 & e^{2\pi i/2^k}
\end{pmatrix} \in C_2^1(k) \setminus C_2^1(k-1). \tag{1.17}
\]

As expected, for the first level we have \( Z_2 \in C_2^1(1) = \mathcal{P}_2^1 \), and for the second level we have the Clifford gate \( P_2 \in C_2^1(2) = C_2^1 \). Interestingly, for the third level we get the qubit \( T \)–gate (or \( \pi/8 \)–phase gate), where we have \( T \in C_2^1(3) \). This gate plays a crucial role for many fault-tolerant schemes. In particular, as we will see, it is an important element of magic state distillation protocols, and it is sufficient to promote the Clifford group to universality. One of our main contributions in this thesis is providing a generalisation of the \( T \)–gate to higher dimensions (see Chap. 3).
Measurements

In general, observing a quantum system by making measurement would collapse the quantum state of the system and destroy the superposition. The most general description of a quantum measurement is given by the positive-operator valued measure (POVM) formalism. A POVM is defined as any set of Hermitian semi-definite operators \( \{ E_m \} \) (with measurement outcomes \( m \)) satisfying the completeness relation \( \sum_m E_m = 1 \). The completeness relation manifest the fact that probabilities of the measurement outcomes add up to unity. In this formalism, any quantum measurement process consisting of measurement operators \( \{ M_m \} \) can be expressed in term of POVM elements by defining \( M_m \equiv \sqrt{E_m} \). This definition guarantees that the completeness relation is satisfied by observing that \( \sum_m M_m^\dagger M_m = \sum_m E_m = 1 \). If the state of the quantum system before the measurement is \( \rho \), the probability that outcome \( m \) occurs is given by

\[
\text{Prob}(m) = \text{tr}(M_m^\dagger M_m \rho),
\]

and the outcome state of the system \( \rho^{\text{out}} \) immediately after the measurement is

\[
\rho^{\text{out}} = \frac{M_m \rho M_m^\dagger}{\text{tr}(M_m^\dagger M_m \rho)}. \tag{1.19}
\]

For our purposes we are only interested in the measurement of the Pauli operators \( P_{(j,k)} \in P_d^n \). Notice, however, that beyond the qubit case, these are non-Hermitian unitary operators, and hence cannot be measured directly because they are not valid physical observables. Nevertheless, a general Pauli unitary \( P_{(j,k)} \) can always be expressed as \( U = \sum_{a_m \in \mathbb{Z}_d} \omega^{a_m} M_m \) where \( \{ M_m \} \) are projectors onto eigenspaces that can be taken as elements of a POVM.

1.1.3 Universal Gate Sets

A universal set of gates can approximate any unitary gate to an arbitrary accuracy. Such a set provides a practical means to perform a computation, where only a finite number of gates have to be experimentally realised. The existence of such a gate set is not related to how efficiently the approximation is achieved in terms of the cost of gates required. In fact, there exist unitaries that require an exponential number
of universal gates to approximate [120] (and it is the job of the quantum algorithm to ensure that an
efficient description for its unitaries exists).

The earliest account of a universal gate set is due to Shor [144], where he showed that the gate set
\{H_2, P_2, \Lambda_2(X)\} is universal\(^5\). In addition, Shor showed how this gate set can perform fault-tolerant
quantum computation. Subsequent work followed that established various other universal gate sets that
don’t necessarily have a fault-tolerant implementation [14, 15, 2, 142], and other sets which can be
implemented fault-tolerantly [114, 89, 24].

Of more relevance to our work are fault-tolerant schemes that are based primarily on the Clifford
group operations. Unfortunately, the Clifford unitaries do not form a universal set of gates. To achieve
universality, the Clifford group must be augmented with any single non-Clifford gate [63]. In the qubit
case, this additional gate performs a non-trivial rotation by an irrational multiple of \(\pi\), which allows the
Clifford group to forms a dense set in SU(2) [120, 24]. This fact also applies to the qudit case, which is
the subject of the following theorem.

**Theorem 1.** The set of gates \(\{C^0_d, K\}\), where \(K\) is a single-qudit non-Clifford gate, is a universal set.

*Proof.* Our proof make use of two known theorems due to Nebe, Rains and Sloane in order to show that
the set of unitaries \(\{C^0_d, K\}\) is dense in SU\((d^n)\).

In Ref. [118], theorem 7.3 implies that any finite group that contains the Clifford group must be
generated by the Clifford group and a gate proportional to the identity. Thus a group \(J\) generated by the
Clifford group \(C^0_d\) and a non-Clifford unitary \(K\) that is not proportional to the identity cannot be finite,
and must therefore be of infinite order.

In corollary 6.8.2 of Ref. [119], it is shown that any closed sub-group, \(J\), satisfying \(C^0_d \subset J \subset U(d^n)\),
must either have finite order (ignoring global phase factors) or be SU\((d^n)\). Combining this corollary
with the previous theorem we conclude that the closure of the group generated by the Clifford group
and any non-Clifford unitary is SU\((d^n)\).

\(^5\)The gate \(\Lambda_2(X)\), is the qubit Toffoli gate, i.e. controlled-controlled-\(X\) gate. In fact, Shor never presented the proof in his
work.
In later chapters we will make use of this theorem to prove that the qudit generalisation of the \(T\)-gate, which is non-Clifford, is sufficient to promote the Clifford group to quantum universality.

1.2 The Stabilizer Formalism

The stabilizer formalism presents a concise description of additive quantum error correction codes in terms of the set of Pauli operators [63, 120, 60]. In Sec. 1.2.1 we outline the general structure of a qudit stabilizer code, and define the stabilizer operations which can be used to construct any stabilizer code. Then, in Sec. 1.2.2, we explain the properties of a special class of stabilizer codes, the so-called CSS codes. These codes will be used for magic state distillation in Chap. 3.

1.2.1 Stabilizer Codes

A quantum error correction code protects \(k\) logical qudits by encoding them in \(n\) physical qudits such that \(n > k\). Consider an Abelian subgroup \(S\) of the Pauli group \(\mathcal{P}_d^n\) such that it is generated by \((n - k)\) independent and mutually commuting generators \(S = \{g_1, g_2, \ldots, g_{n-k}\}\), and it contains the identity operator \(\mathbb{1}\) but not any other phase multiples of the identity, i.e. \(\omega^j \mathbb{1} \notin S\) for all nonzero \(j\). Then, the common "+ 1" eigenspace, denoted as \(\Pi\), of \(S\) forms a protected subspace of \(\mathcal{H}_d^n\) called the stabilizer code, and the elements of \(S\) are called the stabilizers of the code.

For any stabilizer code-space of dimension \(k\), there exist \(k\) pairs of logical Pauli operators \(\tilde{X}_j\) and \(\tilde{Z}_j\), where \(j = 1, \ldots, k\). These logical operators conjugate as \(\tilde{X}_j \tilde{Z}_j = \omega^{-1} \tilde{Z}_j \tilde{X}_j\), but commute with the whole stabilizer group \(S\). Furthermore, each pair generates a group of logical operators \(A_j = \{\tilde{X}_j, \tilde{Z}_j\}\), and each element of this group has the form \(\omega^a \tilde{X}_j^b \tilde{Z}_j^c\) for \(a, b, c \in \mathbb{Z}_d\). There are many suitable choices of logical operators, since for any Pauli \(P\) and any element of the stabilizer \(S \in \mathcal{S}\), we find that \(PS\) has the same effect as \(P\) on the code-space. Finally, the distance of the code quantifies the number of errors that can be detected and corrected. A stabilizer code of distance \(\delta\) can detect up to \((\delta - 1)\) errors and correct up to \(\lfloor (\delta - 1)/2 \rfloor\) errors. The distance is equal to the minimum weight (number of non-trivial Pauli operators) of all operators that commute with the stabilizer but have a non-trivial logical effect,
that is all $P = AS$ such that $S \in \mathcal{S}, A \in \mathcal{A}$ but $A \neq \mathbb{1}$. We denote such a code as $[[n, k, \delta]]_d$.

Most of the early qubit quantum codes are types of stabilizer codes. Examples include, the famous 9-qubit code due to Shor $[[9, 1, 3]]_2$ [143], Steane’s 7-qubit code $[[7, 1, 3]]_2$ [150] and the 5-qubit code $[[5, 1, 3]]_2$ [100]. All of these codes were unified by the above stabilizer code construction [62, 32].

Error correction is performed by first measuring the stabilizer generators non-destructively to extract the syndromes. Such measurements may consist of applying unitary operators to entangle an ancilla qudit with the relevant physical qudits of the code, followed by measuring the ancilla destructively. Any errors that have occurred on the physical qudits will propagate to the ancilla, and hence measuring the ancilla will only reveal the information about the errors and will not alter the logical states of the code. The syndromes are then used to identify and locate the errors that have occurred in the code-space via a classical decoding algorithm.

All the encoding and decoding circuits of a stabilizer code can be implemented by using what we call the stabilizer operations [64]. These operation contain the Clifford unitaries along with other simple operations.

**Definition 2.** The stabilizer operations are composed from the following:

1. Clifford unitaries;
2. Measurements and projections on stabilizer subspaces;
3. Preparation of stabilizer states;
4. Adaptive decision making based on measurement outcomes.

For most stabilizer-based fault-tolerant schemes these operations are readily available (they have a fault-tolerant implementation). Although these operation are capable of generating long-range entanglement, they are not sufficient to perform universal quantum computation. In fact, there exists a famous theorem, called the Gottesman-Knill theorem, which asserts that a computation consisting of only the stabilizer operations can be efficiently classically simulated [63]. Further work by Aaronson and Gottesman [1] showed that the class of computations that can be performed by the stabilizer operations lie in the complexity class $\oplus L$, a class that is believed to be weaker than $P$.  
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1.2.2 CSS Codes

Calderbank, Shor and Steane identified a special class of quantum codes, which in their honour are now known as CSS codes [33, 149]. These codes have stabilizers generated by two subgroups, $S_Z$ and $S_X$, which contain only $Z$ and $X$ terms, respectively. All CSS codes, can also be described by a pair of classical vector spaces, which correspond to $S_Z$ and $S_X$. If we have a vector $u \in \mathbb{F}_d^n$ and a single-qudit operator, $U$, then we define the $n$-qudit operator

$$U[u] = \bigotimes_{k=1}^n U^{u_k}. \quad (1.20)$$

The $k$th element of the vector, $u$, tells us what multiple of $U$ acts on the $k$th qudit. It follows that for every $s \in S_Z$ we can find a $u$ such that $s = Z[u]$. In fact, $S_Z = \{Z[u]; u \in L_Z\}$ where $L_Z$ is a linear vector space. The closure of the stabilizer group under multiplication is easily seen to directly correspond to closure of $L_Z$ under addition modulo $d$. Similarly we can find a linear code, $L_X$, for $S_X$. The whole stabilizer must be Abelian and so for all $u \in L_X$ and $v \in L_Z$ we require $u \perp v = \bigoplus_j u_j v_j = 0$. Furthermore, for any code, $L$, we define the dual code $L^\perp = \{u; \langle u, v \rangle = 0, \forall v \in L\}$. In terms of duality, commutation inside the stabilizer equates to $L_X \subset L_Z^\perp$ and $L_Z \subset L_X^\perp$. The dimensionalities of the duals are related by $\text{Dim}(L^\perp) = n - \text{Dim}(L)$, where $n$ is the dimension of the vector field they inhabit, namely $\mathbb{F}_d^n$. For a CSS code $k = n - \text{Dim}(L_Z) - \text{Dim}(L_X)$ gives the number of logical qudits supported by the code.

Our main interest here is in stabilizer codes of only $d$ dimensions, i.e. encoding a single logical qudit. In this case, the basis spanning the code are the single logical Pauli operators $\bar{Z}$ and $\bar{X}$. It follows that there exists a corresponding orthonormal logical basis, $\{|j\rangle_L\}$, of stabilizer states that obey $\bar{Z} |j\rangle_L = \omega^j |j\rangle_L$, $\bar{X} |j\rangle_L = |j + 1\rangle_L$. In this basis, the code projector can be expressed as $\Pi = \sum_j |j\rangle_L \langle j|_L$. We also make use of the $X$-basis that we denote $|+j\rangle$ for single qudits stabilized by $\omega^{-j}X$ and $|+j\rangle_L$ for logical encoded states stabilized by $\omega^{-j}\bar{X}$. Typically, such logical operators can also be expressed in terms of vectors, such as $\bar{X} = X[u]$ where commutation of $\bar{X}$ with $S_Z$ entails $u \subset L_Z^\perp$ and $L_Z \subset u^\perp$.

Given this vector description, a useful fact is that $L_Z = (\text{span}(L_X, u))^\perp$ where the span(...) is the vector space generated by its arguments. Let us prove this by first observing that since $L_Z \subset u^\perp$ and
\(\mathcal{L}_Z \subseteq \mathcal{L}_X^\perp\) we have that \(\mathcal{L}_Z \subseteq (\text{span}(\mathcal{L}_X, u))^\perp\). That \(\mathcal{L}_Z\) can be no smaller than this set follows from dimension counting, that is

\[
\text{Dim}((\text{span}(\mathcal{L}_X, u))^\perp) = n - \text{Dim}(\text{span}(\mathcal{L}_X, u)),
\]

\[
= n - \text{Dim}(\mathcal{L}_X) - 1.
\]

Since we have a single logical qudit, we know also that \(\text{Dim}(\mathcal{L}_Z) = n - \text{Dim}(\mathcal{L}_X) - 1\). Since the dimensionality match, the assertion is proven. Taking also \(\tilde{Z} = Z[v]\) and noting \((\mathcal{L}^\perp)^\perp = \mathcal{L}\), many such results for single qudit codes can be deduced by similar reasoning,

\[
\mathcal{L}_Z = [\text{span}(\mathcal{L}_X, u)]^\perp, \tag{1.22}
\]

\[
\mathcal{L}_Z^\perp = \text{span}(\mathcal{L}_X, u), \tag{1.23}
\]

\[
\mathcal{L}_X = [\text{span}(\mathcal{L}_Z, v)]^\perp, \tag{1.24}
\]

\[
\mathcal{L}_X^\perp = \text{span}(\mathcal{L}_Z, v). \tag{1.25}
\]

For CSS codes it suffices to consider phase- and bit-flip noise separately. For an operator \(U[u]\) its “size” is measured by the Hamming weight, \(|u|_H = \{\#x_j; x_j \neq 0\}\), so the number qudits upon which the operator acts non-trivially. The robustness to phase noise is measured by the distance, \(\delta_Z = \min\{|v|_H; Z[v]\Pi = \tilde{Z}\Pi\}\), and for bit-flip noise \(\delta_X = \min\{|v|_H; X[v]\Pi = \tilde{X}\Pi\}\). The overall distance of the code is \(\delta = \min\{\delta_X, \delta_Z\}\). Finally we remark that for any stabilizer code there always exists a Clifford unitary that decodes the encoded qudits back to the physical qudits, such that \(U\tilde{Z}U^\dagger = Z\) and \(U\tilde{X}U^\dagger = X\).

### 1.3 Fault-Tolerant Schemes

We have shown how error correction codes can be used to protect information in principle. Such codes could be useful for transmitting data over a noisy channel or storing quantum systems with active error correction. However, the existence of an error correction code is not sufficient to ensure that the information remains protected. The reason being that the operations involved in the encoding and decoding
steps are themselves subject to errors, and hence errors can easily spread and multiply throughout each
code block beyond the capability of the code to correct them. This suggests that each operation of an
error correction code has to be designed such that the errors are carefully controlled. Loosely speak-
ing, if such a design exists for an operation within the code block, then that operation is said to be
fault-tolerant.

For the purpose of fault-tolerant computation, Shor [144] proposed that the computation is to be
carried at the logical level without any decoding required. This avoids the decoding step which would
expose the stored information to the environment. To accomplish such a computation, we need to
introduce the notion of an \textit{encoded operation} \( \bar{U} \) which act on the logical encoded states just like a single
operation \( U \) acts on the single physical state. We have already come across such an operation in our
discussion of the logical gates. A \textit{fault-tolerant scheme} consists of a quantum error correction code to
protect the information and a set of universal encoded operations.

For a single-qudit encoded operation to be fault-tolerant we require that it does not entangle multiple
qudits within a single code block. In other words, the encoded operation has to be an \( n \)-fold product
operator of the form \( \bar{U} = U^{\otimes n} \). This requirement ensures that the errors do not spread within the code
block by an error-prone physical operator \( U \). Such an operation is called \textit{transversal}. Similarly, for a
multi-qudit encoded operation to be fault-tolerant we require that it does not entangle a qudit in one code
block with multiple qudits in a second code block. It is natural then to ask: does there exist a quantum
error correction code that permits the existence of a universal transversal set of gates?

Unfortunately, for the qubit stabilizer codes this was proven in the negative by [170], which was
later generalised to the qudit case [42]. Moreover, it turns out that such a set cannot exist for much
larger class of codes, as was shown by a powerful no-go theorem proven by Eastin and Knill\(^6\) [52]. For
completeness we restate their theorem here:

\(^6\)It is worth pointing out that there exist schemes that cleverly circumvent this theorem. For example, very recently in
[122] a scheme was proposed that exploits transversality properties of the tri-orthogonal codes, that were introduced by Bravyi
and Haah [26]. It was shown that these codes have a transversal controlled-controlled-Z gate (CCZ). In addition, a simple
application of the product of Hadamard gates \( \hat{H}_2 \) acts non-trivially (not fault-tolerantly) on only some of the encoded qubits
(gauge qubits) which can be discarded (or corrected fault-tolerantly). The set \( \langle CCZ, \hat{H}_2 \rangle \) is known to be a universal set.
Theorem 2. For any non-trivial local-error-detecting quantum code, the set of logical unitary product operators is not universal.

In Tab. (1.1) we have listed few examples of well known stabilizer codes and the set of gates that have a transversal implementation.

<table>
<thead>
<tr>
<th>Code $[[n, k, d]]_d$</th>
<th>Transversal Gates</th>
<th>Non-transversal Gates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[[5, 1, 3]]_2$</td>
<td>PH</td>
<td>H, P, CNOT, T</td>
</tr>
<tr>
<td>$[[7, 1, 3]]_2$</td>
<td>H, P, CNOT</td>
<td>T</td>
</tr>
<tr>
<td>$[[9, 1, 3]]_2$</td>
<td>CNOT</td>
<td>H, P, T</td>
</tr>
<tr>
<td>$[[15, 1, 3]]_2$</td>
<td>CNOT, T</td>
<td>H</td>
</tr>
<tr>
<td>$[[d^m - 1, 1, 2]]_d$</td>
<td>CNOT, $M_d(m)$</td>
<td>$H_d$</td>
</tr>
</tbody>
</table>

Table 1.1: The set of transversal gates for various well known codes. The last row is our qudit generalisation of the quantum Reed-Muller codes (see Chap. 3). The structure of the table is motivated by that in [170].

An encoded operation that cannot be implemented transversally would require other techniques. Notably, such operations are often implemented via a teleportation circuit that consumes some uniquely prepared ancillary system. Such circuit are called state-injection circuits\(^7\). For example the state-injection circuit that implements the non-Clifford $T$–gate is given in Fig. (1.1), which is sufficient to promote the Clifford group to universality. There exist stabilizer codes, such as Steane’s 7-qubit code that admit a transversal implementation for the entire group of Clifford unitaries. Hence, to perform a fault-tolerant universal computation all we need to ensure is a fault-tolerant implementation of the state-injection circuit. It is straightforward to see that all the Clifford operations of the state-injection circuit in Fig. (1.1) can be implemented by replacing them with their transversal version at the logical level.

\(^7\)Note that there is no classical analogue for the state-injection circuit. In fact, in the classical case, there exists a set of transversal universal gates. For example, the Toffoli gate—a universal gate for classical computation—has a transversal implementation in the simple repetition code!
level. What remains is to come up with a fault-tolerant preparation procedure for the ancilla state $|\pi/8\rangle$, and for this purpose various techniques have been developed (see p. 304 of [139]).

Finally, given the existence of a set of universal fault-tolerant operations, the accuracy threshold theorem of quantum fault-tolerance theory [144, 125] asserts that arbitrary accurate and long computations can be performed efficiently provided that all the physical operations have a failure probability below a certain constant threshold [94, 169, 89, 3, 95]. The exact numerical value of the threshold is very sensitive to the computational model and the assumptions concerning the noise in the fault-tolerant scheme, with thresholds ranging between $10^{-5} - 10^{-2}$.

The scheme of most interest to us is the one proposed by Raussendorf et al. in a series of papers [132, 133, 131]. This scheme shows how to perform fault-tolerant quantum computation for the measurement-based cluster state model [129, 128] by employing techniques from topological error correcting codes for robust error tolerance combined with magic state distillation [27] for universality. A detailed review of this scheme can be found in [56, 57]. This scheme requires only local interactions and achieves the highest fault-tolerant threshold known to date of about 1%. In particular, the original scheme in [132, 131] achieves a threshold of 0.75%. This threshold was improved further to about 0.9% [58]. Achieving thresholds close to 1% represents one of the milestones for the theory of fault-tolerance.

Our aim in this thesis is to generalise all the necessary components of this scheme to qudit case. It is known that the formalism of measurement-based quantum computing generalises to higher dimensions naturally [172]. In the remaining of this thesis we provide the first qudit generalisation of magic state distillation and construct an efficient qudit decoder for qudit topological codes, hence providing all ingredients for a fault-tolerant qudit computation.

Figure 1.1: The state-injection circuit of the equatorial state $|\pi/8\rangle = (|0\rangle + e^{i\pi/4})/\sqrt{2}$. 
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Chapter 2

Magic State Distillation: Introduction and Numerical Investigation

In this chapter we will describe the motivation behind Magic State Distillation (MSD), and why it is a crucial element to all stabilizer-based fault-tolerant schemes. We will often restrict the discussions and examples in the first few sections to the well-established qubit case as it is easier to grasp. However, all the points raised can also be applied to higher dimensions too, and we reserve the explicit generalisation to the sections that follow. We begin in Sec. 2.1 by introducing the magic state model which describes the different set of operations allowed to perform the distillation. This is followed in Sec. 2.2 by some comments on the computational power of magic states and what elements of the state-injection circuits makes the magic state model inefficient to simulate classically. In Sec. 2.3 we give a general description of the distillation map for any qudit stabilizer code. We use this map in Sec. 2.4 to explicitly study the distillation properties of the five-qutrit code, and we identify all the magic states that are distillable by this code and how they can be used to promote the Clifford group to quantum universality.
2.1 Magic States as a Quantum Resource

In the previous chapter we have seen that the operations that have a readily fault-tolerant implementation are often the stabilizer operations. We saw that there exist stabilizer codes, such as Steane’s 7-qubit code \([7, 1, 3]_2\), where the entire group of Clifford operators \(C_2(2)\) can be performed transversally, and hence can be implemented fault-tolerantly. Unfortunately, however, the Clifford gates alone do not form a quantum universal set of gates, and to achieve universality the stabilizer operations must be augmented with certain non-stabilizer states (such as the \(|\pi/8\rangle\) state). These additional states are consumed by the state-injection circuits to implement the non-Clifford gates needed in the computation (such as the \(T\)–gate, see Fig. (1.1)).

Since these states have to be prepared separately without being protected by an error correction code, they are thus expected to be highly mixed. Any direct injection of such noisy states will jeopardise the accuracy of the whole computation. Despite this fact, Bravyi and Kitaev [27] showed how mixed non-stabilizer states can allow universal quantum computation. They proposed a distillation process that distils pure non-stabilizer states, the so-called magic states, from a set of more mixed states using stabilizer operations alone. This process is called magic state distillation (MSD) and it is essentially a preparation procedure for the magic states. The term “magic” was used by Bravyi and Kitaev to reflect the powerful role of the magic states with respect to the stabilizer operations. In particular, the magic states are distilled by using only stabilizer operations and yet they are then used to promote the stabilizer operations to universality. As stated previously, the state \(|\pi/8\rangle\) is in fact an example of a qubit magic state. Based on this basic motivation, we define a magic state, denoted by \(M\), in the broadest sense as follows:

**Definition 3.** A magic state \(|M\rangle\) is any non-stabilizer pure state that can be distilled from multiple copies of mixed states by stabilizer operations alone.

Associated with every MSD protocol is a stabilizer code \([n, k, d]_d\) which is used to perform the distillation. Recall that every stabilizer code can be constructed by using Clifford gates alone, hence only stabilizer operations will be involved in the distillation. We refer to the non-stabilizer mixed states
from which the magic states are distilled as the resource states for MSD, denoted by $\rho_{\text{res}}$, defined as follows:

**Definition 4.** The resource states $\rho_{\text{res}}$ are the set of mixed states from which a magic state can be distilled with arbitrarily high purity by a magic state distillation protocol. The resource states are determined by the choice of the distillation protocol.

The resource states form a convex region in the state space around the magic states, and one of the important problems in the theory of MSD is to identify the plausible region of resource states. We will expand on this point in more depth shortly.

In MSD the stabilizer operations are assumed to be perfect, and the resource states are the only noisy elements in the distillation protocol. The justification behind these assumptions is that the stabilizer operations have a direct fault-tolerant implementation in many computational models. For instance, in topological quantum computation, the stabilizer operations have an intrinsic protection due to the nature of the physical systems, which further justify these assumptions\(^1\). Computational models that share such a property and allow for imperfect state preparation became known as the magic state computational models:

**Definition 5.** A magic state model consists of perfect (noise-free) stabilizer operations and the ability to prepare any number of resource states $\rho_{\text{res}}$.

All known MSD protocols have an iterative structure [27, 36], with each iteration having three steps:

1. **Initialization:** Prepare $n$ copies of the qudit resource state $\rho_{\text{res}}$.

   The resource states are supposed to be noisy in nature due to the experimental imperfection in the preparation device. Also, the resource states are assumed to be generated independently, resulting in a product state $\rho_{\text{res}}^\otimes n$ after each initialization step.

\(^1\)There are studies of magic state distillation where the these assumptions have been relaxed by allowing noisy stabilizer operations [81].
2. **Projection:** Measure the Pauli generators of a stabilizer code \([n, k, \delta]_d\) and post-select on the ‘+1’ outcome\(^2\).

This step will project the resource states onto the code-space. The measurement outcomes of the generators \(\{g_j\}\) of a stabilizer code forms the syndrome vector \(\lambda = \{\lambda_1, \ldots, \lambda_{n-k}\}\), where \(\lambda_j \in \{1, \omega, \ldots, \omega^{d-1}\}\). Post-selecting on the trivial +1 syndromes corresponds to the resource states being acted upon by the following projector:

\[
\Pi = \frac{1}{d^{n-k}} \prod_{j=1}^{n-k} (I + g_j). \quad (2.1)
\]

Note that each stabilizer measurement is probabilistic, and therefore there is an associated success probability \(p_{\text{succ}}\) for measuring the trivial ‘+1’ syndrome.

3. **Decoding:** Perform a Clifford unitary that maps the \(d\)-dimensional code-space onto a single physical output qudit \(\rho_{\text{out}}\).

When successful, the output state \(\rho_{\text{out}}\) is used as one of the input copies on the next level of iteration. After every successful iteration the fidelity with respect to the pure magic states, given by \(\langle M | \rho_{\text{out}} | M \rangle\), is increased. Magic states are distilled until a high enough fidelity is achieved as required for the target accuracy of the fault-tolerant computation.

Interestingly, there is a strong analogy between MSD and entanglement distillation [17, 40, 39, 74]. In entanglement distillation, \(n\) copies of arbitrary entangled states are transformed into fewer copies of higher-fidelity Bell states using only local operations and classical communication (LOCC). Under the restricted set of LOCC, entanglement is considered as a resource for quantum communication (e.g. quantum teleportation [18]) [124, 74]. Similarly, in the case of MSD, under the restricted set of stabilizer operations, the magic states can be considered as the resource for universal quantum computation. This analogy was formulated (rigorously) only very recently in [160], where various monotones for magicness were introduced.

\[^2\text{It is worth noting that post-selection is not always necessary. As we will see in the next chapter, the general outcome of some types of stabilizer measurements can always be corrected to the ‘+1’ eigenspace by the application of an adaptive Clifford operator.}\]
For every MSD protocol there are various questions that need to be addressed. First, what are the types of magic states that can be distilled? For example, the qubit $|\pi/8\rangle$ state is an equatorial state in the Bloch sphere; is there a family of such equatorial magic states? Second, what are the regions of resource states in the state space? Can all the non-stabilizer mixed states be distilled by a certain MSD protocol? Finally, what is the yield of the distillation protocol? The yield captures the overall performance of the MSD protocol—for a given target error probability in the distilled magic state, the yield quantifies the fraction of the initial copies of resource states that will be distilled.

Although the rigorous structure of MSD was not introduced until [27], there exist earlier accounts of distillation protocols that serve the same purpose as MSD. The earliest work that we are aware of is due to Dennis [46], where he showed how, for a non-generic noise model, a certain three-qubit ancilla state can be distilled to implement the Toffoli gate required in Shor’s fault-tolerant scheme [144]. In addition, and in parallel work to [27], Knill has introduced state preparations protocols for his fault-tolerant scheme of post-selected quantum computer [92, 91, 93], which although seems distinct from MSD, they were later shown to be equivalent to MSD by Reichardt [136].

In the qubit case, MSD has an elegant geometrical visualization in terms of the Bloch sphere picture. In this representation, the stabilizer states form an octahedron, whose vertices are the Pauli eigenstates. Moreover, the single Clifford group unitaries coincide with the rotational symmetries of this octahedron. There are two types of magic state distilled by the distillation protocols in [27], which correspond to pure states invariant under two types of rotational symmetries. The first type is the set of magic states that are invariant under $180^\circ$ rotations around the centres of the edges of the octahedron, which contains the Hadamard gates, and we refer to these state as Hadamard-type or H–type magic states. The second type is the set of states invariant under $120^\circ$ rotations around the centres of the faces of the octahedron, known as T–type magic states. Fig. (2.1) shows all these magic states on the Bloch sphere. The H– and T–type magic states were distilled in [27] using the 5–qubit code $[[5, 1, 3]]_2$ and the 15–qubit Reed-Muller code $[[15, 1, 3]]_2$, respectively.

Identifying the set of mixed states that provide suitable resource states $\rho_{\text{res}}$ for MSD has interesting consequences for the theory of quantum information. If we treat the magic state model as a resource
Figure 2.1: The Bloch sphere with the qubit stabilizer octahedron and the magic states. There are 8 (red) $T$–type magic states and 12 (blue) $H$–type magic states. These states were characterised and shown to be distillable by Bravyi and Kitaev [27] using the 5–qubit code $[[5, 1, 3]]_2$ and the 15–qubit Reed-Muller code $[[15, 1, 3]]_2$.

theory for universal quantum computation, then the resource states are essentially what promote the stabilizer operations to universality. We can identify straight away the states within the stabilizer octahedron as not useful as resource states for MSD, due to the Gottesman-Knill theorem (see Sec. 1.2.1). In other words, there cannot exist a MSD protocol that distils non-stabilizer magic states from the set of states within the stabilizer octahedron because that would promote the stabilizer operations to universality, which would contradict the Gottesman-Knill theorem. It is natural then to ask whether all the non-stabilizer mixed states are useful resources for MSD. A positive indication comes from Reichardt [136] who showes explicitly how all the states above the edges of the octahedron can be distilled by Steane’s code $[[7, 1, 3]]_2$.

However, we now know that there are limits on the suitable resource states $\rho_{res}$. First, Campbell and Browne [37, 36] showed that for any iterative protocol there will always exist undistillable qubit states (bound states) above the faces of the stabilizer octahedron. This result applies to the iterative structure of MSD protocols, and non-iterative qubit protocols could be an interesting possibility to circumvent this result; for example, compare with the hashing protocol [39, 47] and quantum polar codes [138] used in
an analogous context of entanglement distillation. In addition, Campbell [34] introduced an activation
protocol that can activate qubit states from above the octahedron face to the known regions of resource
states. Second, Veitch et al. [159] showed that for odd-dimensional systems there exist other types of
bound states—states with positive Wigner distribution—that cannot contribute any enhancement to the
computation power of the stabilizer operations [159, 108]. We will show explicit examples of how these
states are derived below. Finally, as we will see later, there could be other family of mixed states that
are ruled out as a resource for MSD by some other no-go theorems that are yet to be discovered.

Another very interesting investigation is due to van Dam and Howard [157, 158] who studied noise
thresholds using qudit systems. They identified a set of robust qudit states that are the most resilient to
depolarizing noise and found that the degree of noise needed to map such states to the set of stabilizer
states increases with the dimension of the qudits—scaling with \( d/(d+1) \). Thus, the higher-dimensional
states have the potential to offer higher MSD threshold due to the potentially larger region of non-
stabilizer resource states.

In addition to the above work, there has been a considerable number of investigations to improve
the original qubit schemes in [27]. For example, modifications to the magic state model with noisy
stabilizer operations were studied in [81]. Also, distillation protocols for other “equatorial” type magic
states were proposed in [59, 101] that could directly implement a family of non-Clifford diagonal phase
gates—this could in turn improve the overhead in the gate synthesis of some quantum algorithms.

All the above protocols involve a quantum code that encodes one qubit, i.e. \([n, 1, \delta]_2\). However,
recently Meier et al. [110] proposed a distillation protocol that can distil multi-qubit magic states and
achieve significant reduction in the overhead of the resource states needed for the distillation. This has
led to more investigations building on the idea of multi-level MSD for various codes [26, 85, 84, 83,
82, 55]. Finally, MSD protocols are used to refine the upper-bound error tolerance threshold for many
stabilizer-based fault-tolerant schemes [123, 127].
2.2 Computational Power of Magic States

In the last section, we stated that the magic states are used to promote the stabilizer operations to quantum universality. Since the stabilizer operations are classically efficiently simulated, this suggests that the magic states are what give quantum computers their computational speed-up in comparison to classical computers. In this section we are interested in identify the aspects of the state-injection circuit that give magic states their non-classical power. For this purpose we analyse a generic structure of the known state-injection circuits, given in Fig. (2.2i). Note that this circuit is the generalisation of the injection-circuit for the equatorial $|\pi/8\rangle$ ($H$–type) magic state given in Fig. (1.1).

The Clifford gates in $C_d(2)$ and the Pauli measurement $C_d(1)$ are stabilizer operations, and hence can be efficiently classically simulated. Also, the magic state $|M\rangle$ is by definition a non-stabilizer state, therefore has to be an element that cannot be efficiently classically simulated. This indeed was shown to be the case in the early work of Aaronson and Gottesman [1], who considered (under assumptions of quantum speed-up) the classical simulation of stabilizer circuits with arbitrary non-stabilizer initial states, and showed that such a simulation would have an exponential time complexity in the number of non-stabilizer initial states involved.

The last remaining element to check is the classically-controlled unitary gate $C_d(2)/C_d(1)$, denoted here as CC-$U$. There is a general misconception that this is a Clifford gate because $C_d(2)/C_d(1)$ is a non-Pauli Clifford gate. However, it turns out that the gate CC-$U$ is in fact a non-Clifford gate. The easiest way to see the validity of this statement is by considering the circuit identity in Fig. (2.2ii) [173], which allows us to get rid of the classical adaptivity of the Pauli measurement. It is not hard to be convinced with a simple calculation that all the non-Pauli controlled-Clifford gates would map, for example, the operators $X \otimes X$ to a non-Pauli operator under conjugation, implying that, indeed, the CC-$U$ gate is a non-Clifford gate.

Whether magic state-injection without such a classically controlled gate is possible is still unknown. If such a circuit exists, it would help us to pin down the resource that is responsible for the quantum speed-up to be exactly the magic states. In essence, loosely speaking, the magic states will be what
would give the apparent distinction between the computational complexity classes \( \text{BQP} \) and \( \text{BPP}^3 \).

Another related question is whether the magic states can be reused using only Clifford gates in the injection-circuit. In other words, does there exist a state-injection circuit such that the magic state is not consumed? Such a circuit would allow us to inject a single magic state as many times as non-Clifford gates are required without any dependence on the input size of the quantum computation. As a result, the overhead for MSD will be reduced to a constant \( O(1) \). This would have drastic consequences, as was shown by Anderson [4], it will imply that the class \( \text{BQP} \) is equivalent to class of the stabilizer circuits \( \oplus \mathbb{L} \). Such a collapse of the class \( \text{BQP} \) is extremely unlikely, and in turn indicates that such a circuit for reusable magic states should not exist. Nevertheless, this suggests that the magic state model could be a suitable model to probe open questions on computational complexity questions.

### 2.3 General Distillation Map

In this section, we will analyse the three steps of MSD in more detail for qudit systems (and not qubits). In particular, we derive a general formula for the distillation map which relates the Bloch components of the distilled state \( \rho_{\text{out}}^{\text{out}} \) after one round of MSD, to terms of the Bloch components of the initial input

---

3These computational classes contain the decision problems solvable by a quantum and classical computers, respectively, in polynomial time [120].
state $\rho$. 

2.3.1 Useful Basis Set

We start by defining a new basis set that will prove to be very convenient for studying the distillation map. For completeness, we will state again the $d$–dimensional single-qudit $X$ and $Z$ Pauli operators defined previously:

$$
X = \sum_{j=0}^{d-1} |(j + 1) \mod d \rangle \langle j|,
Z = \sum_{j=0}^{d-1} \omega^j |j\rangle \langle j|,
$$

(2.2)

where $\omega = e^{2\pi i/d}$ is the $d$th root of unity. We define a slightly different form of the single-qudit Pauli operators as follows:

$$
\{ \sigma_{j,k} = \omega^{cjk} X^j Z^k; (j,k) \in \mathbb{Z}_d^2 \},
$$

(2.3)

where $c = (1 - d)/2$. The main reason for choosing this definition and the significance of the extra phase $\omega^{cjk}$ will become apparent shortly. But we shall first outline some of the properties of the Pauli operators based on this definition. For a single qudit, the composition of two Pauli operators can easily be verified to be

$$
\sigma_{j,k} \sigma_{j',k'} = \omega^{k,j'(k') - j(k)} \sigma_{j+j',k+k'},
$$

(2.4)

For the case of a composite system of $n$ qudits we use the symplectic notation to represent the $n$-fold tensor products of Pauli operators

$$
\sigma_{j_1,k_1} \otimes \sigma_{j_2,k_2} \otimes \cdots \otimes \sigma_{j_n,k_n} \equiv \sigma_{j_1,j_2\ldots j_n,k_1,k_2\ldots k_n}
\equiv \sigma_{j,k},
$$

(2.5)

where $j$ and $k$ are vectors in $\mathbb{Z}_d^n$. The Pauli operators satisfy a generalised commutation relation

$$
\sigma_{j,k} \sigma_{j',k'} = \omega^{k,j' - j.k'} \sigma_{j',k'} \sigma_{j,k},
$$

(2.6)

where $k,j' - j.k'$ is the symplectic inner product.

We will use $\sigma_{j,k}$ as the basis set to represent a qudit state $\rho$. However, notice that $\sigma_{j,k}$ is a non-Hermitian unitary operator. To guarantee the Hermiticity of $\rho$ we must impose the Hermiticity condition
\[ \rho = \rho^\dagger. \] We begin by expressing \( \rho \) as

\[ \rho(\alpha) = \frac{1}{d} \sum_{(j,k)} \alpha_{j,k} \sigma_{j,k}, \] (2.7)

where the summation is over all pair elements of \( \mathbb{Z}_d^2 \) (and we assume that the identity Bloch component \( \alpha_{0,0} = 1 \)). We will use \( \sigma_{0,0} \) and the conventional \( \mathbb{1} \) interchangeably. We refer to \( \alpha_{j,k} \) as the Bloch components, generalising the qubit convention, and \( \alpha \) as the Bloch vector, which has the Bloch components as its elements. Observe that for \( d = 2 \), the set of \( \sigma_{j,k} \) is Hermitian and the Bloch components will be real, but in the general qudit case the Bloch components are complex and need to be constrained by a Hermiticity relation in order for \( \rho = \rho^\dagger \) to hold. To work out the Bloch components’ relation we start by explicitly writing \( \rho = \rho^\dagger \):

\[ \sum_{(j,k)} \alpha_{j,k} \sigma_{j,k} = \sum_{(j,k)} \alpha^\ast_{j,k} \sigma^\ast_{j,k}. \] (2.8)

The importance of the extra phase factor of \( \omega^{c_{jk}} \) in our definition in Eq. (2.3) is to ensure that \( \sigma^\ast_{j,k} = \sigma_{-j,-k} \), as shown by the following simple calculation:

\[ \sigma^\dagger_{j,k} = \omega^{-c_{jk}} (X_j Z_k)^\dagger = \omega^{-c_{jk}} Z_k X_j, \] (2.9)

\[ = \omega^{-c_{jk}} \omega^{jk} X_j Z_k = \omega^{-c_{jk}} \omega^{jk} \omega^{-c_{jk}} \sigma_{-j,-k}, \] (2.10)

\[ = \omega^{(1 - 2c)jk} \sigma_{-j,-k} = \sigma_{-j,-k}, \] (2.11)

where in the last line the aforementioned constant \( c = (1 - d)/2 \) was substituted. Using this relation, and after relabelling, Eq. (2.8) reduces to

\[ \alpha^\ast_{j,k} = \alpha_{-j,-k}. \] (2.12)

Without including the extra phase factor, the above relationship will have some phase dependence, which could complicate many of the expressions that will be calculated in the next section. So in effect, these phases have been absorbed in the definition of the Pauli operators \( \sigma_{j,k} \). In addition, a direct implication of Eq. (2.12) is that only half the Bloch components, or \( (d^2 - 1)/2 \), are independent, as the other half are simply the complex conjugates. Hence, only half the Bloch components are needed to define the density operator. Of course, the independent Bloch components are complex numbers and we still have
\((d^2 - 1)\) real parameters defining the density operator. A Bloch component \(\alpha_{j,k}\) can be evaluated using the following relation:

\[
\alpha_{j,k} = \text{tr}(\rho \sigma_{j,k}^\dagger) = \text{tr}(\rho \sigma_{-j,-k}).
\]  (2.13)

Beyond the qubit case, it is not possible to visualise the entire state space with a geometrical picture similar to the Bloch sphere. However, there have been some attempts to study the geometry of the state space in higher dimensions \([23, 16]\), and to define a Bloch-type representation for qutrits \([99, 67]\). It is interesting to have a general intuition of the geometric features of qudit state space (and the qutrit space in particular). Having fixed normalization and Hermiticity, a mixed qutrit state is described by a complex vector \(\alpha \in \mathbb{C}^{(d^2-1)/2}\). Associated with this complex vector space are few geometrical measures, which are the inner product \(\langle \alpha, \beta \rangle = \sum_j \alpha_j^* \beta_j\), and a norm \(\|\alpha\| = \sqrt{\langle \alpha, \alpha \rangle}\). The relation between these concepts and the density matrix representation is

\[
\text{tr}(\rho^\dagger(\alpha) \rho(\beta)) = (1 + 2\langle \alpha, \beta \rangle)/d.
\]  (2.14)

Recall that all states must obey \(\text{tr}(\rho^2) \leq 1\), and using the above equation, this implies that

\[
|\alpha|^2 \leq \frac{d - 1}{2}.
\]  (2.15)

This entails that all physical states are within a Bloch-like ball of radius \(\sqrt{(d - 1)/2}\) about the origin, with the origin being the maximally-mixed state and the pure states on the surface of the Bloch ball. However, the above condition does not guarantee that all the states on the surface of the Bloch ball are positive physical states. The qubit state space is of course a special case in which all the points on the surface of the Bloch sphere correspond to positive physical states. The additional condition required to ensure the positivity of all states, as shown in \([86]\), is \(\text{tr}(\rho^2) = \text{tr}(\rho^3) = 1\).

In general, identifying the vectors \(\alpha\) corresponding to physical states (including mixed states) \(\rho(\alpha)\) is not a trivial task. Nevertheless, within certain higher-dimensional planes, called hyperplanes, the structure of the state space is very simple. Consider hyperplanes defined by a set of \(d\) positive orthonormal density operators, \(\{\rho(\alpha_j)\}\). Such states must satisfy the orthogonality condition \(\text{tr}(\rho(\alpha_j) \rho(\alpha_k)) = \delta_{j,k}\). Geometrically, this is equivalent to

\[
\langle \alpha_j, \alpha_k \rangle = \frac{1}{2}(d\delta_{j,k} - 1).
\]  (2.16)
We now consider the hyperplane spanned by the orthogonal vectors \( \{ \alpha_j \} \), such that \( \gamma = \sum_j a_j \alpha_j \). It follows that an operator \( \rho(\gamma) \) is positive if and only if \( \sum_j a_j \leq 1 \) and \( b_j = |b_j| \) for all \( j \). Hence, the physical Bloch components \( \alpha \) lie within the convex polytope with \( \gamma_j \) as vertices. We have \( d \) vertices all equally separated from each other and residing within a real \( d - 1 \) dimensional hyperplane. For \( d = 3 \), and a corresponding 2-dimensional plane, the physical states reside within an equilateral triangle. We will see explicit examples below of how qutrit orthogonal states form equilateral triangles.

Finally, it proves useful to discuss the *orbits* of the single qudit Pauli group \( \mathcal{P}_d \) when acting on a general qudit state \( \rho(\alpha) \) with *conjugation* being the group action. The singular orbit of a general state \( \rho(\alpha) \), denoted by \( \text{Orb}(\rho(\alpha)) \), is defined as

\[
\text{Orb}(\rho(\alpha)) = \{ \rho(\alpha') = \sigma_{j',k'} \rho(\alpha) \sigma_{j',k'}^\dagger \mid \forall \sigma_{j',k'} \in \mathcal{P}_n \}\,.
\]

In our Bloch representation we are using Pauli group elements as a basis set for the states, thus conjugation by Pauli operators will not transform the basis elements themselves, but will add a phase of the form \( \omega^j \) for some \( j \in \mathbb{Z}_d \). The overall effect of this conjugation is to add certain phases to the Bloch components. The exact form of the phases is exactly given by:

\[
\rho(\alpha') = \sum_{(j,k)} \alpha_{j,k} \sigma_{j',k'} \sigma_{j,-j',-k'} \rho(\alpha) \sigma_{j',k'}^\dagger \sigma_{j,-j',-k'}.
\]

\[
= \sum_{(j,k)} \omega^{jk'} \omega^{-jk'} \alpha_{j,k} \sigma_{j,k}.
\]

where the \( \sigma_{j',k'} = \sigma_{-j',-k'} \), the commutation Eq. (2.6) and composition Eq. (2.4) relations were used in the last step.

**Qutrits**

So far the discussion has been for all prime dimensions, but in the remainder of this chapter we will often discuss the qutrit case only. Therefore, we shall outline some of above results explicitly for the \( d = 3 \) case. Our definition of the qutrit Pauli basis set in Eq. (2.3) is \( \sigma_{j,k} = \omega^{-jk} X^j Z^k \), where \( \omega = e^{2\pi i/3} \)
Table 2.1: The qutrit orbital Bloch phases.

\[
\begin{array}{|c|c|}
\hline
\sigma_{j',k'} & \sigma_{j',k'} \rho(\alpha_{1,0}, \alpha_{0,1}, \alpha_{1,1}, \alpha_{1,2}) \sigma_{j',k'}^+ \\
\hline
\sigma_{0,0} & \rho(\alpha_{1,0}, \alpha_{0,1}, \alpha_{1,1}, \alpha_{1,2}) \\
\sigma_{\pm 1,0} & \rho(\alpha_{1,0}, \omega^{\pm 1} \alpha_{0,1}, \omega^{\mp 1} \alpha_{1,1}, \omega^{\pm 1} \alpha_{1,2}) \\
\sigma_{0,\pm 1} & \rho(\omega^{\pm 1} \alpha_{0,1}, \alpha_{1,0}, \omega^{\pm 1} \alpha_{1,1}, \omega^{\pm 1} \alpha_{1,2}) \\
\sigma_{\pm 1,\pm 1} & \rho(\omega^{\mp 1} \alpha_{0,1}, \alpha_{1,0}, \alpha_{1,1}, \alpha_{1,2}) \\
\sigma_{\pm 1,\mp 1} & \rho(\omega^{\mp 1} \alpha_{0,1}, \alpha_{1,0}, \omega^{\pm 1} \alpha_{1,1}, \omega^{\mp 1} \alpha_{1,2}) \\
\hline
\end{array}
\]

As we can see, completely specifying a qutrit state would only require 4 complex independent parameters \((\alpha_{1,0}, \alpha_{0,1}, \alpha_{1,1}, \alpha_{1,2})\). In terms of the Bloch components, the purity condition \(\text{tr}(\rho^2) = 1\) for a general qutrit state can be shown to be \(||\alpha|| \leq 1\).

The Pauli group orbits for a single qutrit state can be evaluated using Eq. (2.19). We are interested in knowing how the phases of the four independent Bloch components change when an element from the nine qutrit operators is conjugated with the general qutrit state. The result is summarised in Table 2.1. We refer to these phases as the orbital Bloch phases. These represent the phases which generate the set of states Pauli-equivalent to any state. The magic states that we will find are unique up to a Bloch orbital phase. In other words, inserting one of the phases from the set in Table 2.1 into the Bloch components of the magic states would also give a valid magic state with the same distillation properties.
2.3.2 Protocol Structure

Using the definitions and notations we have developed in the previous section, we will show how the three steps of a MSD protocol described in Sec. 2.1 can be formulated to study the distillation properties of any stabilizer code of any prime dimension.

**Resource state preparation:** Recall that the computational model considered when studying MSD consists of perfect stabilizer operations and the ability to prepare $n$ identical copies of a noisy resource state $\rho_{\text{res}}$. By repeating the preparation procedure $n$ times, the state $\rho_{\text{res}}^\otimes n$ will be prepared. As an input to the MSD protocol we consider a general state

$$\rho(\alpha)^\otimes n = \frac{1}{d^n} \sum_{(j,k) \in \mathbb{Z}_d^n} \alpha_{j_1 \ldots j_n,k_1 \ldots k_n} \sigma_{j_1 \ldots j_n,k_1 \ldots k_n}. \quad (2.21)$$

By performing the remaining steps of the iteration on the above general form, we will determine the map on the Bloch components of the initial general state $\rho(\alpha)$. Then, by searching the state space for different initial states (different $\alpha$ vectors), we can identify the resource states as those that when used as an input to the protocol the output state has a higher fidelity with respect to a pure non-stabilizer state (the magic state), and ultimately distilling this non-stabilizer pure state. If the search is done systematically, one can in principle identify the entire region of resource states $\rho_{\text{res}}$.

**Stabilizer measurement and Decoding:** The $(n-k)$ stabilizer generators of a stabilizer code $[n,k,d]$ are measured successively post-selecting on the $+1$ outcome of each measurement. That is, if one of the outcomes is $\omega^k$ (for some non-zero $k \in \mathbb{Z}_d$) then the protocol is aborted\(^d\), and the procedure is repeated with a fresh state $\rho^\otimes n$. Also, it is important to notice that the error correction code is not being used for the usual purpose of correcting errors since the syndrome measurements are performed on the product state $\rho^\otimes n$. If successful, the measurement of the stabilizers simply project the state to the code-space. The projector operator describing this measurement procedure can be put into the following convenient form:

$$\Pi = \frac{1}{d^{n-k}} \prod_{j=1}^{n-k} (I + g_j) = \frac{1}{d^{n-k}} \sum_{j \in \mathbb{Z}_d^{n-k}} g_1^{j_1} g_2^{j_2} \ldots g_{n-k}^{j_{n-k}}. \quad (2.22)$$

\(^d\)As pointed out earlier, post-selection can sometimes be avoided if there exists a correction Clifford that maps the state to the ‘+1’ eigenspace. We will not come across such an example until the next chapter.
After the successful measurements, the following map will be performed:

$$\rho^{\otimes n} \rightarrow \frac{\Pi \rho^{\otimes n} \Pi^\dagger}{\text{tr}(\rho^{\otimes n} \Pi)}.$$  \hfill (2.23)

The resultant state is decoded via a Clifford operator [36]. In a Heisenberg picture, the decoding operation maps logical operators $\bar{\sigma}_{j,k}$ on the code-space to unencoded operators acting on a single qudit. Hence, the output Bloch-components after decoding, denoted by $\alpha_{j,k}^{\text{out}}$, correspond to the components of the logical operators prior to decoding $\bar{\sigma}_{j,k}$. After one round of the distillation, these can be evaluated as follows:

$$\alpha_{j,k}^{\text{out}} = \frac{\text{tr}(\Pi \rho^{\otimes n} \Pi^\dagger \bar{\sigma}_{j,k}^\dagger)}{\text{tr}(\rho^{\otimes n} \Pi)}.$$  \hfill (2.24)

The resultant expressions for the output Bloch components will be multi-variable complex polynomials of order $n$. For the qutrit codes we consider next, we have not found analytic solutions for the fixed points of the map. However, the problem is tractable by using numerical methods to study the distillation behaviours and find the fixed-points to a high accuracy.

2.4 Qutrit Distillation

Using the generalised formulation of MSD in the previous section, we study in this section the distillation properties of the five-qutrit code (with the stabilizer generators shown in Tab. (2.2)). This code was chosen because of its small size and also for being the simplest generalisation of the five-qubit code.

2.4.1 $[5, 1, 3]_3$ Distillation

The stabilizer generators of the general five-qutrit code $[5, 1, 3]_d$ takes the same form in all dimensions [100, 41]. It is usually presented in terms of the conventional generalised Pauli operators of Eq. (2.2), as shown in Tab. (2.2). It is easy to see that these generators commute and $\bar{X}$ and $\bar{Z}$ form logical operators.

Based on these stabilizers we will study the distillation map of Eq. (2.24) for the four Bloch components of a general input qutrit state. Notice that the decoding of a stabilizer code is not unique, but one of an equivalence class of unitaries—a coset of the Clifford group—which are all equally valid choices.
In Sec. 2.4 we discover two types of magic states distillable by the $[5,1,3]_3$, the so-called $H$–states $|H\pm\rangle$ and $H^2$–states $|\phi\rangle$. We then consider two sub-protocols in Sec. 2.5, the Parity-Checker and Equatorialization, that produce a suitable magic states (the phase states $|\Phi_{0,\pi}\rangle$) which are then used to implement a qutrit non-Clifford gate.

$$
\begin{align*}
g_1 &= X \ Z \ Z^{-1} \ X^{-1} \ I \\
g_2 &= I \ X \ Z \ Z^{-1} \ X^{-1} \\
g_3 &= X^{-1} \ I \ X \ Z \ Z^{-1} \\
g_4 &= Z^{-1} \ X^{-1} \ I \ X \ Z \\
X &= Z \ Z \ Z \ Z \ Z \\
Z &= X \ X \ X \ X \ X
\end{align*}
$$

Table 2.2: The stabilizer generators of the five-qudit code $[5,1,3]_d$.

The choice of decoding will affect the iterative distillation behaviour. The decoding specified by the logical operators in Tab. (2.2) is the canonical one, though we found the behaviour was simplified by following each iterate with the following additional correction Clifford unitary $U_c$:

$$
U_c = \begin{pmatrix}
1 & \omega & \omega \\
\omega^2 & \omega & \omega^2 \\
\omega^2 & \omega^2 & \omega
\end{pmatrix},
$$

where this maps the qutrit density operator $\rho(\alpha) \equiv \rho(\alpha_{1,0}, \alpha_{0,1}, \alpha_{1,1}, \alpha_{1,2})$ such that:

$$
\{ \alpha_{1,0}, \alpha_{0,1}, \alpha_{1,1}, \alpha_{1,2} \} U_c \mapsto \{ \alpha^*_{1,2}, \alpha_{1,1}, \alpha^*_{0,1}, \alpha_{1,0} \}.
$$
Table 2.3: The stabilizer generators of the five-qudit code and the qutrit logical operators expressed in the $\sigma_{j,k}$ notation.

Without this corrective Clifford one observes a cycling behaviour throughout the distillation process, we will discuss this behaviour at the end of Sec. (2.4.3).

We will now compute the exact distillation map on the Bloch components after a single round of distillation. We start by expressing the stabilizer generators and the logical operators of the $[5, 1, 3]_3$ in terms of the $\sigma_{j,k}$ operators as shown in Tab. (2.3). The input to the distillation protocol is five identical copies of a qutrit state $\rho(\alpha)$. Using Eq. (2.21), the input state is expressed as:

$$
\rho(\alpha)\otimes^5 = \frac{1}{3^5} \sum_{(j,k) \in \mathbb{Z}_5^2} \alpha_{j_1 \ldots j_5, k_1 \ldots k_5} \sigma_{j_1 \ldots j_5, k_1 \ldots k_5}.
$$

Using Eq. (2.22), a successful measurement of the four stabilizer generators with outcome ‘$+1$’ corresponds to the following projector:

$$
\Pi = \frac{1}{3^4} \sum_{q_1 \in \mathbb{Z}_3} g_{q_1} \otimes \sigma_{g_1, (-q_4)} \otimes \sigma_{(-q_1 + q_2), (-q_4)},
$$

Substituting the stabilizer generators in Tab. (2.3) into the above expression and using the composition law in Eq. (2.4), the projector becomes

$$
\Pi = \frac{1}{81} \sum_{q_1 \in \mathbb{Z}_3} \left( \sigma_{(q_1 - q_3), (-q_4)} \otimes \sigma_{(q_2 - q_4), (q_1)} \otimes \sigma_{(q_3), (-q_1 + q_2)} \otimes \sigma_{(-q_1 + q_4), (-q_2 + q_3)} \otimes \sigma_{(-q_2), (-q_3 + q_4)}, \right),
$$
We can simplify the notation of the above expression by using Eq. (2.5), which removes the tensor product sign:

\[
\Pi = \frac{1}{81} \sum_{\rho \in \mathbb{Z}_3^4} \sigma_{(q_1-q_0)_1(q_2-q_0)_2(q_3)_3(-q_1+q_4)_4(-q_2)_5(-q_4)_1(q_1)_2(-q_1+q_2)_3(-q_2+q_3)_4(-q_3+q_4)_5}.
\] (2.30)

The distillation map in Eq. (2.24) can be put into a simpler form:

\[
\alpha_{j,k}^{\text{out}} = \frac{\text{tr}(\Pi \rho^{\otimes n} \Pi^\dagger \sigma_{j,k}^{+})}{\text{tr}(\rho^{\otimes n} \Pi)} = \frac{\text{tr}(\rho^{\otimes n} \Pi \sigma_{-j,-k})}{\text{tr}(\rho^{\otimes n} \Pi)}.
\] (2.31)

where in the last step Eq. (2.13), \( \Pi = \Pi^\dagger, [\sigma_{j,k}, \Pi] = 0 \) and the cyclic property of the trace were used.

The remaining task is to substitute Eqs. (2.27) and (2.30) into Eq. (2.31) to calculate the distillation map on the Bloch components.

Let us start by evaluating \( \text{tr}(\rho^{\otimes 5} \Pi) \). Recall that all the \( \sigma_{j,k} \) operators are traceless except for the identity operator \( \sigma_{0,0} \). Therefore, the only terms that will survive in \( \text{tr}(\rho^{\otimes 5} \Pi) \) are the coefficients of the identity operator. We get the identity operator in \( \rho^{\otimes 5} \Pi \) when the \( \sigma_{j,k} \) operators in \( \rho^{\otimes 5} \) and the \( \sigma_{j',k'} \) in \( \Pi \) have the opposite subscripts (i.e. \( \sigma_{j,k} \sigma_{j',k'} = \sigma_{0,0} \) if and only if \( j = -j' \) and \( k = -k' \)). As a result, \( \text{tr}(\rho^{\otimes 5} \Pi) \) will be the sum of all the Bloch components that are the coefficient of the \( \sigma_{j,k} \) operators such that the subscripts \( (j, k) \) are the negative of the subscripts in Eq. (2.29). In fact, since the summation is over all the elements of the ring \( \mathbb{Z}_3^4 \) it is possible to multiply all the subscripts by \((-1)\) without changing the actual value of the summation. Hence, \( \text{tr}(\rho^{\otimes 5} \Pi) \) can be compactly expressed as follows

\[
\text{tr}(\rho^{\otimes 5} \Pi) = \frac{1}{81} \sum_{\rho \in \mathbb{Z}_3^4} \alpha_{(q_1-q_0)_1(q_2-q_0)_2(q_3)_3(-q_1+q_4)_4(-q_2)_5(-q_4)_1(q_1)_2(-q_1+q_2)_3(-q_2+q_3)_4(-q_3+q_4)_5}.
\] (2.32)

In a similar way, we can express \( \text{tr}(\rho \Pi \sigma_{-j,-k}) \) for all four logical operators. For example, in the case of evaluating the output Bloch component \( \alpha_{1,0}^{\text{out}} \), Eq. (2.31) becomes

\[
\alpha_{1,0}^{\text{out}} = \frac{\text{tr}(\rho^{\otimes 5} \Pi \sigma_{-1,0})}{\text{tr}(\rho^{\otimes 5} \Pi)},
\] (2.33)

with \( \text{tr}(\rho^{\otimes 5} \Pi \sigma_{-1,0}) \) given by

\[
\text{tr}(\rho^{\otimes 5} \Pi \sigma_{-1,0}) = \frac{1}{81} \sum_{\rho \in \mathbb{Z}_3^4} \alpha_{(q_1-q_0)_1(q_2-q_0)_2(q_3)_3(-q_1+q_4)_4(-q_2)_5(-q_4)_1(q_1)_2(-q_1+q_2)_3(-q_2+q_3)_4(-q_3+q_4)_5}.
\] (2.34)
We have evaluated the expressions for the four output Bloch components. However, writing them out in terms of \( \alpha_{j,k} \) notation is cumbersome. Therefore, for clarity, we will relabel the four qutrit Bloch components as follows \( (\alpha_{1,0}, \alpha_{0,1}, \alpha_{1,1}, \alpha_{1,2}) \equiv (A, B, C, D) \). For example, \( \text{tr}(\rho^{\otimes 5} \Pi) \) is given in Eq. (2.35), where the subscript \( r \) represent the number of the distillation rounds with \( r = 0 \) corresponding to the initial input state.

\[
\text{tr}(\rho^{\otimes 5} \Pi) = \frac{1}{81} (1 + 10 (|A_r|^2 + |D_r|^2) (|B_r|^2 + |C_r|^2) + 5 (B_r^2 A_r^* C_r^{*2} + D_r^2 A_r^{*2} B_r^* + \\
D_r (A_r^2 D_r C_r^{*} + B_r^2 C_r^{*2}) + B_r^{*2} (A_r C_r^{2} + C_r^{*2} D_r^*) + D_r^{*2} (A_r^2 B_r + C_r A_r^{*2}))).
\]

(2.35)

Furthermore, it can be shown that the resultant expressions for the four output Bloch components can compactly be expressed in terms of the following single function:

\[
F(A, B, C, D) = \frac{1}{81} \left( B_r^5 + 10 B_r (D_r A_r^* + B_r^*) (A_r C_r^{*} + C_r D_r^*) + 5 (A_r C_r^{2} |A_r|^2 + D_r^2 (A_r B_r^{*2} + C_r) + \\
A_r^{*2} (B_r^{*2} D_r^* + C_r^{*}) + D_r^{*2} (A_r^{2} + D_r C_r^{*2}) + |C_r|^{4} B_r^*) \right) / \text{tr}(\rho^{\otimes 5} \Pi).
\]

(2.36)

Based on this function the distillation map can be expressed as

\[
A_{r+1} = F(A, B, C, D),
\]

(2.37)

\[
B_{r+1} = F(B^*, A, D, C^*),
\]

(2.38)

\[
C_{r+1} = F(A^*, C, B, D),
\]

(2.39)

\[
D_{r+1} = F(B^*, D^*, A^*, C).
\]

(2.40)

These four expressions represents the complete distillation map, as the remaining four components are simply the complex conjugates of these expressions. However, the above expressions do not incorporate the additional corrective Clifford \( U_c \). We need to ensure that the map in Eq. (2.26) is applied after every iteration. This can easily be achieved in our formalism by the appropriate relabelling as follows:

\[
A_{r+1} = F(D^*, C, B^*, A),
\]

(2.41)

\[
B_{r+1} = F(C^*, D^*, A, B),
\]

(2.42)

\[
C_{r+1} = F(D, B^*, C, A),
\]

(2.43)

\[
D_{r+1} = F(C^*, A^*, D, B^*),
\]

(2.44)
which is the corrected distillation map.

In order to calculate the fixed points of this map analytically, one would have to solve the above simultaneous complex multi-variable polynomials of order 5. It is known from the famous Abel-Ruffini theorem that there is no algebraic solution for a general polynomial of order five or above. Therefore, the best way to discover the fixed points of the distillation is through numerical means. We started with initial states $\rho(A, B, C, D)$ for certain Bloch components and computed the above expressions for a number of iterations, and observed whether there is a convergence toward a fixed point. If a fixed point corresponds to a non-stabilizer pure state, then it is a magic state. We identify two qualitatively different families of magic states. Firstly, those that are in the Hadamard plane, which satisfy $H\rho H^\dagger = \rho$. Secondly, we investigate the distillation of an interesting set of states outside the Hadamard plane. Each of these studies has its own merits. All quantum states can be mapped onto the Hadamard plane and so this is the study of most generic value.

2.4.2 Hadamard-like Distillation

In the qubit case, the eigenstates of the Hadamard gate are known to be magic states, distillable by the five-qubit code $[5, 1, 3]_2$. This result was, however, not presented in the literature, so we include it in a footnote\(^5\). Since the exact generalised form of the Hadamard gate is defined in Eq. (1.13), a good starting point would be to investigate whether the qutrit Hadamard eigenstates can be distilled by $[5, 1, 3]_3$. We begin by outlining some of the structural properties of the qutrit Hadamard eigenspace.

\(^5\)We have repeated the calculations in Ref. [27] of the 5-qubit code distillation but for distilling the qubit Hadamard states instead of the $T$ states. The output error probability $\epsilon_{\text{out}}$ as a function of the initial error probability $\epsilon$ can be shown to be:

$$
\epsilon_{\text{out}}(\epsilon) = \frac{\epsilon(5 + 4\epsilon(5 - 4\epsilon(5 + (\epsilon - 5)\epsilon)))}{9 + 40\epsilon(\epsilon - 1)(2\epsilon(\epsilon - 1) + 1)}.
$$

Solving the above equation for $\epsilon_{\text{out}}(\epsilon) = \epsilon$ gives an error threshold value of $\frac{1}{6}(3 - \sqrt{6})$. Also, for sufficiently small $\epsilon$, $\epsilon_{\text{out}}(\epsilon) \approx \frac{5\epsilon}{9}$. This suggests that there is a slow linear error suppression in contrast to the quadratic error suppression for the $T$–state distillation.
In the matrix representation the qutrit Hadamard is given by

\[
H = \frac{1}{\sqrt{3}} \begin{pmatrix}
1 & 1 & 1 \\
1 & \omega & \omega^2 \\
1 & \omega^2 & \omega
\end{pmatrix},
\]

(2.45)

where \( \omega = e^{2\pi i/3} \) and \( H \) has the eigenvalues \((+1, -1, i)\). We label the corresponding three eigenstates as \((|H_+\rangle, |H_-\rangle, |H_i\rangle)\). The density operators of the eigenstates have the form:

\[
|H_+\rangle \langle H_+| \equiv \rho(a, a, b, b),
\]

(2.46)

\[
|H_-\rangle \langle H_-| \equiv \rho(b, b, a, a),
\]

(2.47)

\[
|H_i\rangle \langle H_i| \equiv \rho(c, c, c),
\]

(2.48)

where \( a = \frac{1}{4} \left(1 + \sqrt{3}\right) \), \( b = \frac{1}{4} \left(1 - \sqrt{3}\right) \) and \( c = -\frac{1}{2} \), are real parameters. This basis of pure states all lie on the hyperplane of operators of the form \( \rho(x, x, y, y) \). Probabilistic mixtures of these states form an equilateral triangle, and as reviewed earlier, all points outside this triangle correspond to non-physical operators (with negative eigenvalues). Furthermore, any qutrit state can be projected onto the Hadamard plane by applying the following twirling operation to each copy of the input state \( \rho \):

\[
\rho \mapsto \sum_{j=1}^{3} \frac{1}{4} H^j \rho H^j\dagger.
\]

(2.49)

This twirling operation maps the general Bloch components as follows:

\[
\alpha_{1,0} \quad \text{and} \quad \alpha_{0,1} \mapsto \frac{\text{Re}(\alpha_{1,0} + \alpha_{0,1})}{2},
\]

(2.50)

\[
\alpha_{1,1} \quad \text{and} \quad \alpha_{1,2} \mapsto \frac{\text{Re}(\alpha_{1,1} + \alpha_{1,2})}{2}.
\]

(2.51)

As such, we are interested in studying the distillable regions within the Hadamard plane, i.e. the states corresponding to the points inside the triangle.

In studying the distillable resource region in the Hadamard plane, it is also informative to rule out regions for which distillation is impossible by any protocol. We have already identified two such regions in Sec. 2.1. First, clearly, all stabilizer states are undistillable, and this is shown by the red region in
Fig. (2.4i). Second, results of Veitch et al. [159] prove undistillability of all qutrit states with a positive Wigner function. The numerically calculated positive-region is shown in Fig. (2.4i) as the yellow area.

Running the \(J_{5,1,3,K_3}\) distillation for all the remaining points as inputs states we have discovered that both the \(|H_+\rangle\) and \(|H_-\rangle\) states are distillable, but that \(|H_i\rangle\) is not an attractor. The distillable regions are enclosed by the blue dashed triangles. The states \(|H_+\rangle\) and \(|H_-\rangle\) are equally valuable as magic states because \(U_c|H_\pm\rangle \propto |H_\mp\rangle\), which perhaps also explains the symmetry in their distillation regions.

The path of the distillation takes the form shown in Fig. (2.4ii) where we have chosen the \(|H_+\rangle\) blue triangle as an example. The small black points are few examples of input states to the distillation, and the black lines represent the distillation paths toward the \(|H_+\rangle\) state. Notice how the distillation does not follow a straight line, but rather a curved path. In analogy to the “magic axes” in the qubit case, we call this plane the Hadamard magic plane. The curved distillation path can be understood by studying how the noise of a resource state in the Hadamard plane is suppressed in different directions by the distillation. We start by considering a general state \(\rho_\Delta\), inside the triangle of the form

\[
\rho_\Delta = (1 - \epsilon_1 - \epsilon_2) |H_+\rangle \langle H_+| + \epsilon_1 |H_-\rangle \langle H_-| + \epsilon_2 |H_i\rangle \langle H_i|,
\]

with \(\epsilon_1 + \epsilon_2 \leq 1\). For clarity, we write the Bloch components of the above state as \(\rho_\Delta(A_\Delta, B_\Delta, C_\Delta, D_\Delta)\). They can be calculated explicitly using Eq. (2.13) as

\[
A_\Delta = B_\Delta = \frac{1}{4} \left(1 + \sqrt{3} - 2\sqrt{3} \epsilon_1 - \left(3 + \sqrt{3}\right) \epsilon_2\right),
\]

\[
C_\Delta = D_\Delta = \frac{1}{4} \left(1 - \sqrt{3} + 2\sqrt{3} \epsilon_1 - \left(3 - \sqrt{3}\right) \epsilon_2\right).
\]

\(\text{We have calculated these states by using the formalism in [159]. Here, the generalised Pauli operators are define as } T_u = T_{(j,k)} = \omega^{-jk/2} Z_j X_k, \text{ where } u = (j,k) \in Z_2^d. \text{ Associated with each state } \rho, \text{ when expressed in the } T_u \text{ basis, is a discrete representation—called the Wigner representation, denoted by } W_\rho(u)—\text{which is uniquely specified by the phase space point operators } A_u. \text{ The phase point operators are defined as } A_0 = \sum_u T_u \text{ and } A_u = T_u A_0 T_u^\dagger. \text{ The results of [159] show that, for all odd prime dimensions, if a state } \rho \text{ has a positive Wigner representation, such that } W_\rho(u) \geq 0 \forall u \in Z_2^d, \text{ then it is a bound state for MSD.}
\]

\(\text{The } |H_i\rangle \text{ states are unique up to a Bloch orbital phase. In other words, inserting one of the phases from the set in Table 2.1 would also give a } H-\text{type magic state with the same distillation properties. In general, this is not sufficient to specify the complete set of the } H-\text{type magic states.}\)
Since we know the general distillation map for any set of Bloch components, we can simply substitute the above expressions into Eqs. (2.41-2.44) to evaluate the output Bloch components $\alpha^{\text{out}} = (A^{\text{out}}, B^{\text{out}}, C^{\text{out}}, D^{\text{out}})$. The output state is then $\rho^{\text{out}} = \rho(\alpha^{\text{out}})$. We have numerically calculated the output $\epsilon_1^{\text{out}}$ and $\epsilon_2^{\text{out}}$ to the first-order terms and obtained

$$
\epsilon_1^{\text{out}}(\epsilon_1, \epsilon_2) = \langle H_+ | \rho^{\text{out}}_\Delta | H_- \rangle \approx (0.38 + 0.09\epsilon_2) \epsilon_1,
$$

$$
\epsilon_2^{\text{out}}(\epsilon_1, \epsilon_2) = \langle H_i | \rho^{\text{out}}_\Delta | H_i \rangle \approx (0.77 + 3.55\epsilon_1) \epsilon_2.
$$

The above expressions show an asymmetric error suppression in the $\epsilon_1$ (along the $|H_+|\rightarrow|H_-|$ line) and $\epsilon_2$ (along the $|H^+|\rightarrow|H_i|$ line) directions. The particular distillation paths of Fig. (2.4ii) can be explained by observing the difference in the coefficients of $\epsilon^{\text{out}}(\epsilon_1, 0)$ and $\epsilon^{\text{out}}(0, \epsilon_2)$, where we see that in the distillation region of the $|H_+\rangle$ state there is a stronger attraction toward the $|H_i\rangle$ state compared to the $|H_-\rangle$ state.

The above analysis shows that the performance of the $[5,1,3]_3$ code in distilling the qutrit Hadamard states is not as good as the qubit case where the 15 qubit code by [27] has an output error probability of $\epsilon^{\text{out}} \approx 35\epsilon^3$. This is to be expected given the similar performance of the five-qubit code in distilling the $H$–type qubit magic state$^5$.

The state $|H_i\rangle$ is not distillable by $[5,1,3]_3$. In fact, this state belongs to the family of states with maximally non-positive Wigner function [158]. As we can see this state is the furthest away from the stabilizer region in the Hadamard plane and to bring it to the stabilizer region would require a depolarizing noise with an error threshold of 75% (i.e. $d/(d + 1)$ for $d = 3$). Whether such a state is distillable by some stabilizer code is still an open question.

To improve the size of the distillation region we have investigated a qutrit version of the seven-qubit code $[7,1,3]_2$ proposed in Ref. [136]. We started with the stabilizer generators of $[7,1,3]_2$ code and by adding the $(-1)$ power to the appropriate $X$ and $Z$ Pauli operators, we constructed a set of generalised $7$–qudit commuting stabilizer generators as shown in Tab. (2.4). We repeated the distillation procedure for this set of generators for the case $d = 3$ (exact calculations are omitted here) and we investigated its distillation capability in the Hadamard plane. We found that this code attracts towards the non-stabilizer segments of the line joining the $|H_+\rangle$ and $|H_-\rangle$ states with the distillation region enclosed by the green
Figure 2.4: A representation of the Hadamard plane. The Hadamard eigenstates are the vertices of the equilateral triangle which lies on a circle of radius $\frac{1}{\sqrt{2}}$. i) The red region contains the stabilizer states. The yellow and red regions combined form the states with positive Wigner function. The dashed blue and the green triangles contain the states that are distillable by the $[5,1,3]_3$ and $[7,1,3]_3$ codes, respectively. ii) and iii) shows the distillation paths for the $|H_+\rangle$ state and the mixed states for the $[5,1,3]_3$ and $[7,1,3]_3$ codes, respectively.
Table 2.4: The stabilizer generators of the seven-qudit code.

\[
\begin{array}{cccccccc}
  g_1 &=& I & I & I & X^{-1} & X & X & X^{-1} \\
  g_2 &=& X & I & X^{-1} & I & X^{-1} & I & X \\
  g_3 &=& I & X & X^{-1} & I & I & X^{-1} & X \\
  g_4 &=& I & I & Z & Z & Z & Z & Z \\
  g_5 &=& Z & I & Z & I & Z & I & Z \\
  g_6 &=& I & Z & Z & I & I & Z & Z \\
  \bar{X} &=& X & X^{-1} & X & X & X^{-1} & X & X^{-1} \\
  \bar{Z} &=& Z & Z & Z & Z & Z & Z & Z \\
\end{array}
\]

triangle in Fig. (2.4). In other words, the 7-qutrit code distills not pure, but mixed states. Regardless, the protocol may be useful for bringing states into the region distillable by the 5-qutrit code. The distillation path for the $|H_+\rangle$ state is shown in Fig. (2.4iii). This code increases the distillation region as shown by the solid blue curve in Fig. (2.4). For example, a state between the solid blue line and the dashed blue triangle is first distilled by the seven-qutrit code to a state within the dashed blue triangle, after which the $[[5, 1, 3]]_3$ code is used to distill the $|H_+\rangle$ states.

2.4.3 Hadamard-Squared Subspace

In this section, we introduce a second class of magic states distilled by the $[[5, 1, 3]]_3$ code. This magic state is an eigenstate of the $H^2$ operator, but lies within a degenerate eigenspace for this operator, and so is not uniquely defined by it. The magic state considered here has the form:

\[
|\varphi\rangle = a|0\rangle + b|1\rangle + b|2\rangle ,
\]  

(2.56)
Figure 2.5: i) The log-log plot of the output error probability $\epsilon_{\text{out}}$ for the input state $\rho_{\text{dep}}$ and very small depolarizing noise $\epsilon$. ii) The success probability for the trivial syndrome measurements for the case where the magic states $|\varphi\rangle$ and $|H_{\pm}\rangle$ are undergoing depolarizing noise.

where up to 4 decimal places

\begin{align}
    a &= -0.1203 - 0.0272i, \\
    b &= 0.7017.
\end{align}

The equality of the $|1\rangle$ and $|2\rangle$ components follows from the $H^2$ symmetry. In the Bloch representation, the $\alpha$ vector is,

\[ \alpha = \{0.3236, -0.4772, 0.5438, 0.6098\}, \]

with all components are real and being related again by the $H^2$ symmetry. There are four such distillable magic states which are related by Clifford unitaries (see aside note below). Our numerical analysis shows that these states are clearly attractor fixed points of the distillation protocol, but we do not have closed form analytic expressions for them. As a consequence, we will not be able to determine analytically how the error is suppressed as we did in the previous section for the Hadamard magic states. Nevertheless, we can still gain a numerical indication of how the error of $|\varphi\rangle$ states is suppressed. Lets us start with a $|\varphi\rangle$ state undergoing depolarizing noise:

\[ \rho_{\text{dep}} = (1 - \epsilon) |\varphi\rangle \langle \varphi| + \epsilon I/3. \]
For a sufficiently small ε the distilled state $\rho_{\text{dep}}^{\text{out}}$ will also be of the above form (i.e on the depolarizing axis). We can then calculate the output error probability as follows:

$$
\epsilon^{\text{out}} = 1 - \langle \varphi | \rho_{\text{dep}}^{\text{out}} | \varphi \rangle .
$$

(2.61)

In general, we expect that $\epsilon^{\text{out}} \approx \epsilon^k$ for very small $\epsilon$. Therefore, the power $k$ can be evaluated as the gradient of a log–log plot of $\epsilon^{\text{out}}$ versus $\epsilon$. From Fig. (2.5i), we see that $k \approx 1$. This indicates that the error suppression is linear, which is worse than what is observed in [27].

For completeness, we include the success probability $p_{\text{suc}}$ of the syndrome measurements. Successful syndrome measurements, where all outputs of the stabilizer measurements are +1, are described by the projector $\Pi$ given in Eq. (2.30). Hence, the probability of this measurement is simply:

$$
p_{\text{suc}} = \text{tr}(\Pi \rho^{\otimes 5} \Pi) = \text{tr}(\rho^{\otimes 5} \Pi),
$$

(2.62)

which is given in Eq. (2.32) for all sets of Bloch components. We have computed $p_{\text{suc}}$ for both $|\varphi\rangle$ and $|H_+\rangle$ undergoing depolarizing noise as an input states to the distillation. A plot of $p_{\text{suc}}$ is given in Fig. (2.5ii).

**Aside: Clifford equivalences and cycling behaviour**

We have chosen a particular decoding to avoid a certain cycling behaviour. If instead, the canonical decoding was used, without the addition of correction $U_c$ permutation, then purification would still occur, but between each iterate the output would cycle between different states. In the Hadamard plane, we would observe an oscillation between $|H_+\rangle$, which is trivial to see since $U_c |H_+\rangle = |H_+\rangle$. Whereas, for the $|\varphi\rangle$ state there is a more complex 4-cycle behaviour, illustrated in Fig. (2.6), such that for the distillation map for one iterate, denoted by $D$, performs $D(|\varphi_j\rangle) = |\varphi_{j+1}\rangle$ and $|\varphi_1\rangle = |\varphi_5\rangle$. The four cycling states are related to $|\phi_1\rangle$ by

$$
|\varphi_2\rangle = U_c^\dagger |\varphi_1\rangle ,
|\varphi_3\rangle = H |\varphi_1\rangle ,
|\varphi_4\rangle = U_c^\dagger U_c^\dagger |\varphi_1\rangle .
$$

(2.63)
However, by considering $\mathcal{D}'(\rho) = U_c \mathcal{D}(\rho) U_c^\dagger$ after each iterate, this cycling behaviour vanishes. Note also, that this cycling behaviour is not only seen for the pure states but for depolarized states, and so all of these states are distilled by the 5-qutrit code.

2.5 Promoting the Clifford group

In this section, we show how to use the two families of magic states $|H_+\rangle$ and $|\varphi\rangle$ to simulate a non-Clifford gate, thus achieving a universal set of gates. In the current form, these states cannot be injected directly, so we introduce additional sub-protocols that convert these magic states into another form of magic state we call phase states, that are useful for state-injection. The phase states hold only phase information with respect to the computational basis, having the form

$$|\Phi_{\theta,\phi}\rangle = \frac{1}{\sqrt{3}} \left( |0\rangle + e^{i\theta} |1\rangle + e^{i\phi} |2\rangle \right).$$

(2.64)

In the next chapter, we will derive a more general form of these states and show how they can be distilled directly by the quantum Reed-Muller codes.

We describe, in Sec 2.5.1, the parity-checker protocol, which is used to convert both $|H_+\rangle$ and $|\varphi\rangle$ into the plus-state $|\Psi^+\rangle \propto |0\rangle + |1\rangle$. These plus states are then input into the equatorialization procedure, in Sec. 2.5.2, to output the desired phase state. Finally, in Sec. 2.5.3, we show how the phase states are used to implement a non-Clifford gate.

2.5.1 The parity-checker protocol

The parity-checker protocol is a simple distillation protocol (see [137]) which is very efficient against a specific type of noise, but vulnerable against another type of noise. However, both $|H_+\rangle$ and $|\varphi\rangle$ have zero overlap with the “bad” noise term and so the protocol can be efficiently used to convert these states into a plus state. Before beginning the iterative protocol some manipulation of the input states $|H_+\rangle$ and $|\varphi\rangle$ is required:

1. Preparation 1, uniformly randomly choose from the set of unitaries $\{1, H^2\}$ and apply;
Figure 2.6: An illustrative picture of the cycling behaviour of $|\varphi\rangle$. i) Starting with a mixed state (light blue point) the protocol will increase the purity of the states while cycling between them and ultimately reaching the fix pure points (dark blue points). ii) The convex line between one of the cycling states $|\varphi\rangle$ and the completely mixed state $1/3$ with an accurate ratio of the noise threshold.
2. Preparation 2, apply $X^\dagger$;

3. Preparation 3, uniformly randomly choose from the set of unitaries $\{1, S, S^2\}$ and apply, where

$$S = |0\rangle \langle 0| + |1\rangle \langle 1| + \omega |2\rangle \langle 2|.$$ 

This preparation procedure maps all quantum states to

$$\rho(\delta_0, \eta) = (1 - \eta_0 - \delta_0) |\Psi^+\rangle \langle \Psi^+| + \delta_0 |\Psi^-\rangle \langle \Psi^-| + \eta_0 |2\rangle \langle 2|, \quad (2.65)$$

where $|\Psi^\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}$. Note that $|\Psi^-\rangle$ is Clifford equivalent to the Hadamard eigenstate $|H_i\rangle$.

For imperfect $|H_+\rangle$ and $|\varphi\rangle$ states, with depolarizing noise $\epsilon$, we have

$$\eta_0 = c(|\psi\rangle) + \delta_0, \quad (2.66)$$

$$\delta_0 = \epsilon/3, \quad (2.67)$$

where for the two magic states of interest $c(|H_+\rangle) = 0.2113$ and $c(|\varphi\rangle) = 0.0152$. The parity-checker protocol will exponentially suppress the value of $\eta_0$, whereas $\delta_0$ will linearly increase. However, this is not problematic as $\delta_0$ can be made arbitrarily small via distillation by the 5-qutrit protocol.

The iterative parity-checker is now fairly simple. On the $(n + 1)$th round we have

1. Take two copies of $\rho(\delta_n, \eta_n)$;

2. Measure the observable $Z_1 Z_2^\dagger$ and post-select on +1;

3. Decode the state such that $|j, j\rangle \rightarrow |j\rangle$;

4. Use the output state $\rho(\delta_{n+1}, \eta_{n+1})$ as an input in the next iterate.

It is straightforward to verify the iterative relations are

$$\eta_{n+1} = \eta_n^2/p_n, \quad (2.68)$$

$$\delta_{n+1} = \delta_n (1 - \eta_n - \delta_n)/p_n, \quad (2.69)$$

where $p_n$ is the success probability

$$p_n = (1 + \eta_n(3\eta_n - 2))/2. \quad (2.70)$$
When the small noise component is zero, so $\delta_0 = 0$, and the large noise is not too large, $\eta_0 < 1/3$, then $\eta_n$ vanishes exponentially quickly such that $\eta_n \sim (2\eta_0)^n$. Allowing for non-zero $\delta_0$, the protocol can be iterated for approximately $n \sim \log(\delta_0)$ rounds before the $\delta$ noise becomes problematic.

Let us consider a concrete example. If we have a $|\varphi\rangle$ magic state with depolarization noise $\epsilon = 10^{-8}$, this is first prepared into a noisy plus state with $\eta_0 \sim 0.0152$ and $\delta_0 = 10^{-8}/3$. The total noise, $\eta_n + \delta_n$, will decease for the first 3 rounds of parity checking. After the fourth round we have a plus state with a total error of only $2.707 \times 10^{-8}$. This illustrates that high-fidelity plus states can be prepared from high fidelity $|\varphi\rangle$ states in a small number of rounds.

### 2.5.2 Equatorialization

In this section, we describe a magic state protocol that converts the plus states to the desired phase states. The phase states lie on a generalisation of the qubit Bloch sphere equator, hence the term *Equatorialization*. This protocol is probabilistic but not iterative. We take two highly purified copies of a plus state, $|\Psi^+\rangle$. We measure a 2-qutrit stabilizer operator and post-select such that we project onto the subspace spanned by:

\[
|0_L\rangle \propto |0, 0\rangle + \omega|1, 2\rangle + \omega^2|2, 1\rangle, \\
|1_L\rangle = X_1X_2|0_L\rangle \propto |1, 1\rangle + \omega|2, 0\rangle + \omega^2|0, 2\rangle, \\
|2_L\rangle = X_1^2X_2^2|0_L\rangle \propto |2, 2\rangle + \omega|0, 1\rangle + \omega^2|1, 0\rangle,
\]

and then decode onto a single qutrit. When successful this produces the following transformation:

\[
|\Psi^+\rangle^{\otimes 2} \rightarrow (|0\rangle + |1\rangle + (\omega + \omega^2)|2\rangle)/\sqrt{3}.
\] (2.71)

Noticing that $\omega + \omega^2 = -1$, we find that the output is a phase state required

\[
|\Phi_{0,\pi}\rangle = (|0\rangle + |1\rangle - |2\rangle)/\sqrt{3}.
\] (2.72)
2.5.3 Non-Clifford Gate

Let us begin by considering a general phase state $\Phi_{\theta,\phi}$. Given such a magic state, and a second qutrit state in any state $\psi$ we can perform a gate teleportation by measuring $Z_1 Z_2^\dagger$. Given measurement outcome $\omega_k$, we perform the decoding $(x, y) \rightarrow (y + k)$. The $\omega_k$ outcome applies a unitary $U_{k,\theta,\phi}$ to $\psi$, which is diagonal in the computational basis with eigenvalues

$$ U_{0,\theta,\phi} = (1, e^{i\theta}, e^{i\phi}), $$

$$ U_{1,\theta,\phi} = (e^{i\theta}, 1, e^{i\phi}), $$

$$ U_{2,\theta,\phi} = (e^{i\phi}, e^{i\theta}, 1). $$

Each unitary occurs with equal probability because the phase state contains no variation in amplitudes.

For our $\Phi_{0,\pi}$ state, the corresponding unitaries are non-Clifford and take a simple form $U_{k,0,\pi}$, for $k \in \{0, 1, 2\}$. Any such non-Clifford unitary augmented with the Clifford operations forms a universal set of gates as shown in Thm. (1).

2.6 Summary and Open Problems

In this chapter we have presented an overview of MSD in the qubit case, and we described a numerical approach that can be used to study the distillation properties of any stabilizer code by deriving the general distillation map. Our approach, however, is not efficient in the size $n$ of the code. The reason being that in deriving the distillation map we sum over over all the stabilizer elements of the code, which is an exponential number of elements $d^{n-k}$. For this reason, we have only studied the small 5-qutrit code $[[5,1,3]]_3$ as a first attempt to explore magic states distillation beyond the qubit case.

The most interesting open question in this work is whether the state $|H_i\rangle$ is distillable. This state, as we saw, is member of the family of most robust states and can tolerate the highest depolarising noise. Distilling this state can give a clear indication that qudit systems do definitely tolerate higher noise levels. But, the fact that the bound states (positive Wigner states) and the stabilizer states coincide in the direction of the $|H_i\rangle$ could perhaps suggest that there are other (unknown) no-go theorems that could
imply that this mixed-state region is not distillable.
Chapter 3

Distillation with Quantum Reed-Muller Codes

In this chapter we investigate the distillation properties of the qudit quantum Reed-Muller codes. More specifically, we provide a generalisation of the $[15,1,3]_2$ distillation protocol by Bravyi and Kitaev [27]. This code has the interesting property of having a transversal non-Clifford gate, namely the $\pi/8$-phase gate. We start in Sec. 3.1 by exploiting this remarkable property in relation to magic state distillation. We introduce a generalisation of the phase gates, referred to as the magic gates $M \in \mathcal{M}_d^m$, and define their properties. We then state our main theorem of this chapter for the existence of a MSD protocol based on the Reed-Muller codes, which will be proven in the subsequent sections. In Sec. 3.2 we describe our generalised distillation protocol for the family of CSS codes. Then in Sec. 3.3, using the tools developed earlier, we study the distillation properties of quantum Reed-Muller codes (which are a sub-class of the CSS codes) in all prime dimensions. In Sec. 3.4 we develop different measures to study the performance of the distillation protocols and we provide concrete examples of distillation using the two small 3- and 5-dimensional Reed-Muller codes. Finally, in 3.5 we show how the magic states distilled by the Reed-Muller codes can be injected to implement a magic gate.
3.1 Exploiting Transversality

The Reed-Muller codes are classical linear error correction codes [134, 117] that contain many families of known important codes\(^1\) with diverse properties [103, 10, 88, 165, 45, 72]. To our knowledge, these codes were first generalised to the quantum case by Knill et al. [94], and was further developed by Steane [151]. Furthermore, the qudit (non-binary) generalisation was later investigated by Sarvepalli and Klappenecker in [140]. Our aim in this chapter is to generalise the MSD protocol by Bravyi and Kitaev [27] for distilling the \(H\)-type qubit magic states which uses the 15-qubit Reed-Muller code \([15,1,3]_2\). But before we introduce our generalisation, we start by exploring a very special property of this code.

As we will see below, the code \([15,1,3]_2\) is a CSS stabilizer code. It has a remarkable property of having a transversal non-Clifford operator, which is the \(T\)-gate (or \(\pi/8\)-phase gate). Following the definition of a transversal operations introduced in Sec. 1.3, this means that the product operator \(T^\otimes 15 = \bar{T}\) acts on the logical basis of this code as a non-Clifford operator\(^2\). This property plays a central role in MSD for several reasons. Most importantly, there is a direct relationship between the \(T\)-gate and the \(H\)-type magic state \(|\pi/8\rangle\), where \(|\pi/8\rangle = T|+\rangle\). This property will be exploited by the distillation protocol (see Eq. (3.19)), and it will ultimately allow us to employ powerful techniques of classical coding theory to obtain the distillation properties of the quantum Reed-Muller codes for all prime dimensions. Moreover, recall that the \(T\)-gate is a non-Clifford unitary that belongs to the third level of the Clifford hierarchy \(C^1_\phi(3)\), and hence it is sufficient to promote the Clifford group to quantum universality.

For our qudit generalisation we start first by generalising the \(T\)-gate to higher dimensions, and we call such gates the \(M\)-gates (a shorthand for a \textit{magic} gate). We then show that our \(M\)-gates are indeed transversal for qudit Reed-Muller codes.

\(^1\)Interestingly, the Reed-Muller codes contain the special family of Reed-Solomon codes [135], which has been used in the Voyager space program to transmit images and in other commercial products such as compact disks.

\(^2\)We will prove this fact explicitly for the qudit Reed-Muller codes in Sec. 3.3.3.
3.1.1 Qudit Magic Gates

Using the above properties of the $T$–gate as a guideline, we demand that those properties hold for the qudit generalisation. For this purpose we define a family of qudit magic gates $M \in \mathcal{M}_d^m$ and state the general conditions that such gates must satisfy. Note that the parameter $m$ is directly related to formal definition of quantum Reed-Muller codes, which will be explained thoroughly in due time.

**Definition 6.** The set of gates $\mathcal{M}_d^m$ contains all $M$ such that:

1. $M$ is diagonal in the computational basis $\{|0\rangle, \ldots, |d-1\rangle\}$;
2. $M \in SU(d)$;
3. $M^d = 1$;
4. $M \in \mathcal{C}^1_d(3)/\mathcal{C}^1_d(2)$;

Conditions 1–2 require that the qudit $M$–gate to be a diagonal phase-type unitary gate similar to the qubit $T$–gate. In addition, condition 3 is directly related to the transversality of the $M$–gate for our quantum Reed-Muller codes. Furthermore, if we express the eigenvalues of $M$ as $\exp(i2\lambda_j \pi / d^m)$ then condition 3 entails that $\lambda_j$ are integers and condition 2 is satisfied when $\sum_j \lambda_j = 0$. Finally, condition 4 requires that while $M$ is a member of the third level of the Clifford hierarchy, it is not a member of the Clifford group itself. From this we conclude that the operator

$$C_M = MX_dM^\dagger,$$

must be a non-Pauli Clifford operator. The eigenstates of $C_M$ will be the attractor of our distillation protocols\(^3\), which is why it is essential that $C_M$ is a non-Pauli operator.

For every set $\mathcal{M}_d^m$ we will design protocols that distil eigenstates of $C_M$. However, we need to know that such gates exist. In the qubit setting, the $T$–gate provides such a unitary for $m = 4$. However, for $m < 4$ it is easy to check that all qubit gates with the form required by conditions (1-3) of the above

\(^3\)This is in direct analogy to the qubit case where the equatorial $H$–type magic state $|\pi/8\rangle = (|0\rangle + e^{\pi/4} |1\rangle) / \sqrt{2}$ is an eigenstate of $TXT^\dagger$.\)
definition are Clifford unitaries and so fail condition 4. Remarkably, for all odd prime dimensions \( d \geq 3 \) we can find such gates for \( m = 2 \), and when \( d \geq 5 \) these gates exist for \( m = 1 \). Using tall brackets to denote binomial coefficients we have the following theorem.

**Theorem 3.** For all odd primes \( d \), there exists a gate \( M \) such that

1. for \( d = 3 \) we have \( M \in \mathcal{M}_d^m \) for all \( m \geq 2 \);

2. for \( d \geq 5 \) we have \( M \in \mathcal{M}_d^m \) for all \( m \geq 1 \).

One such gate is the following

\[
M = \sum_j \exp(i2\lambda_j \pi [d^m]) |j\rangle \langle j|,
\]

with

\[
\lambda_j = d^{m-2} \left[ d \left( \frac{j}{3} \right) - j \left( \frac{d}{3} \right) + \left( \frac{d+1}{4} \right) \right].
\]

We refer to this \( M \) as the canonical \( \mathcal{M}_d \) gate.

In particular, the canonical \( \mathcal{M}_d \) gate is associated with the non-Pauli Clifford unitary

\[
C_M = MXM^\dagger \propto XP,
\]

where \( P \) is the Clifford gate introduced earlier in Eq. (1.14). Clearly, a different \( M \) exists for every dimension \( d \). Solving for \( M \) requires only basic algebra, as shown next.

**Proof.** Here we verify the assertions of Thm. 3 and show that the canonical \( M \) is a member of \( \mathcal{M}_d^m \) for the asserted values of \( d \) and \( m \). We begin by showing that

\[
C_M = MXM^\dagger \propto XP.
\]

Left multiplying by \( X^\dagger \) gives \( X^\dagger MXM^\dagger \propto P \). The left hand side is then

\[
X^\dagger MXM^\dagger = \sum_j \exp(i2\pi(\lambda_{j\oplus 1} - \lambda_j)/d^m) |j\rangle \langle j|.
\]

This equals \( P \), up to a global phase, if for all \( 0 \leq j \leq d - 1 \),

\[
\lambda_{j\oplus 1} - \lambda_j = d^{m-1} \left( \frac{j}{2} \right) + c,
\]
for some \( c \). We first solve for the cases where \( j \oplus 1 = j + 1 \), that is \( j \neq d - 1 \). For this set of equations, we may use standard arithmetic and recurrence equation methods, and the general solution is

\[
\lambda_j = d^{m-1} \binom{j}{3} + jc + \lambda_0, \tag{3.8}
\]

for all \( j \), where \( c \) and \( \lambda_0 \) are integers to be determined. These integer variables will be fixed by demanding that Eq. (3.7) with \( j = d - 1 \) holds, and also that \( \sum_j \lambda_j = 0 \). First, let us impose the former condition and substitute Eq. (3.8) into Eq. (3.7) for \( j = d - 1 \), to yield

\[
\lambda_0 - \lambda_{d-1} = \lambda_0 - \left[d^{m-1} \binom{d-1}{3} + j(d-1)c + \lambda_0\right],
\]

\[
= d^{m-1} \binom{j-1}{2} + c.
\]

Solving this equation for \( c \) yields

\[
c = -d^{m-2} \binom{d}{3}. \tag{3.9}
\]

For \( m \geq 2 \), inspection reveals that \( c \) is integer-valued for all \( d \). For \( m = 1 \), \( c \) is integer-valued for all prime \( d \geq 5 \). This follows from the fact that when \( m = 1 \), \( c = -(d-1)(d-2)/6 \). We use the fact that 6 = \( 3 \times 2 \). Since \( d \geq 5 \) is a prime number not equal to three, then either \( (d-1) \) or \( (d-2) \) must be divisible by three. Since \( d \geq 5 \) is a prime number not equal to two then \( (d-1) \) must be divisible by 2. Hence the product \( (d-1)(d-2) \) is divisible by 6 for all primes \( d \geq 5 \), and \( c \) is an integer for \( m = 1 \) and \( d \geq 5 \).

It remains to fix \( \lambda_0 \) by imposing that \( \sum_j \lambda_j = 0 \). Performing the summation and simplifying, we find that

\[
\lambda_0 = d^{m-2} \binom{d+1}{4}. \tag{3.10}
\]

Again, for \( m \geq 2 \) this is (by inspection) integer-valued for all \( d \). For \( m = 1 \), this is integer-valued for all prime \( d \geq 5 \), and the proof for this latter case is similar to above. When \( m = 1 \), \( \lambda_0 = (d+1)(d-1)(d-2)/24 \). We observe that 24 = \( 3 \times 2 \times 4 \). Since \( d \geq 5 \) is a prime number not equal to three, then either \( (d-1) \) or \( (d-2) \) must be divisible by three. Since \( d \) is an odd prime number both \( (d+1) \) and \( (d-1) \) must be divisible by two, and one of this pair must be divisible by 4. Hence \( (d+1)(d-1)(d-2) \) must be divisible by 24 and consequently \( \lambda_0 \) is an integer for \( m = 1 \) and \( d \geq 5 \).
Thus, the gate $M$ as defined in theorem 1, satisfies all the requirements to be a member of $\mathcal{M}_m^d$. For $m = 1$ and $d = 3$, $\lambda_j$, is not integer-valued for all values of $j$ and so the above argument does not provide a member of $\mathcal{M}_3^1$. Indeed, for $d = 3$ it is easy to numerically search the sets of gates with integer $\lambda_j$ and verify that none are non-Clifford and so $\mathcal{M}_3^1$ is empty.

Finally, in parallel work to us, a comprehensive classification of families of gates that generalise the $T$–gates to higher dimension has been derived by Howard and Vala [76], using tools from symplectic geometry. We also remark that these gates, for $d = 3, 5$, are Clifford equivalent to those found in Ref. [158] to be the most robust to depolarizing noise before becoming stabilizer operations.

### 3.1.2 Existence of a MSD Protocol

The eigenstates of $C_M$ are non-stabilizer states, which we label $|M_k\rangle$. In direct analogy to the qubit case, we note that $|M_k\rangle = M|+_k\rangle$, where $|+_k\rangle$ is an eigenstate of $X$ with eigenvalue $\omega^k$. Here, we aim to use magic state distillation to purify $|M_0\rangle$ states from $n$ copies of input noisy states\(^4\) $\rho_{\text{res}}$. For generality, we will drop the label ‘res’, and consider the input state to the protocol in the most general form denoted as $\rho$. To quantify the general noise (as opposed to fidelity) of the state $\rho$ with respect to the magic state $|M_0\rangle$, we will use the following form of the error probability

$$\epsilon = 1 - \langle M_0 | \rho | M_0 \rangle . \quad (3.11)$$

After distilling a magic state with a sufficient output probability $\epsilon_{\text{out}}$, they will be used to for fault-tolerant state-injection of the magic unitary $M$. Our aim here will be to show that the magic states $|M_0\rangle$ can be distilled by using a higher-dimensional quantum Reed-Muller code, which will brings us the main theorem of this chapter:

**Theorem 4.** Consider any $M \in \mathcal{M}_m^d$ for any odd prime $d$ and any integer $m \geq 2$, or any odd prime $d \geq 5$ and $m \geq 1$. There exists a quantum Reed-Muller code $QRM_d(m)$, such that $[n = d^m - 1, 1, 2]_d$ that

\(^4\)Recall from the last chapter that the resource state $\rho_{\text{res}}$ cannot be from the region of mixed states with positive Wigner representation (which also includes the stabilizer region) due to a theorem in [159].
iteratively distils the magic state $|M_0⟩$. The code takes $n$ copies of a qudit state $ρ$ with error probability

$$\epsilon = 1 - \langle M_0 | ρ | M_0 ⟩. \tag{3.12}$$

and with non-zero probability the protocol outputs a state $ρ^{out}$ such that

$$\epsilon^{out} = 1 - \langle M_0^† | ρ^{out} | M_0^† ⟩. \tag{3.13}$$

Moreover, there exists a constant $K > 0$ such that for all $\epsilon$ we have $\epsilon^{out} \leq K \epsilon^2$. Consequently, there exists a threshold $\epsilon^* > 0$ such that if $0 < \epsilon < \epsilon^*$ then $\epsilon^{out} < \epsilon$.

All the assertions of the above theorem will be proved in the sections that follows. However, there are two important observations to make. First, notice that after a single iteration, using as input noisy $|M_0⟩$ states, the protocol will output a noisy $|M_0^†⟩$ state. This is due to the cycling phenomenon that we saw in the last chapter, which as we will see, it can be prevented by some Clifford unitary correction. Second, the rate of error suppression is always quadratic, and so these results give the first better than linear error reductions in higher-dimensional systems that we saw in the last chapter.

Moreover, it is important to point out that the Clifford unitary $C_M$ plays two central roles in our distillation protocol. First, it is used as part of the Clifford correction, which significantly increases the success probability of the protocol. Secondly, it is used for twirling the general input state canonical form into the $|M_k⟩$ basis. This is similar to the twirling process in the $H$–plane we saw in the chapter. Here, we will refer to the twirling process as $C_M$–twirling. It consists of choosing a random integer $k \in 1, \ldots, d$ and applying the gate $C_M^k$ to the input states $ρ$, which will convert it into the canonical form that depends only on $d−1$ independent parameters, such that

$$\frac{1}{d} \sum_{k \in \mathbb{Z}_d} C_M^k ρ (C_M^k)^† = \sum_k f_k |M_k⟩ \langle M_k |. \tag{3.14}$$

For the distillation of the $|M_0⟩$ state the protocol will have to increase the value of $f_0$.

### 3.2 Distillation using CSS Codes

As has been stated previously, the quantum Reed-Muller codes $QRM_d(m)$ that we will construct are a subclass of the CSS codes. Here, we will use the definitions and notations developed in Sec. (1.2.2) to
define our distillation protocol for the general CSS construction. Recall that a CSS code is a stabilizer code such that \( \Pi = \Pi_X \Pi_Z \). Our only main demand so far is the existence of an \( M \in \mathcal{M}_d \) gate that has to obey the transversality property. For this purpose, we define an \( \mathcal{M}_d \)–distillation code as follows.

**Definition 7.** An \( n \)-qudit stabilizer code, \( \Pi \), is an \( \mathcal{M}_d \)–distillation code if all of the following hold

1. all \( M \in \mathcal{M}_d \) are transversal such that \( M \otimes^n \Pi (M \otimes^n)^\dagger = \bar{M}^\dagger \Pi \bar{M} \);

2. it has distance, \( D \geq 2 \);

3. it has logical Pauli operators \( \bar{X} = X[1] \) and \( \bar{Z} = Z[-1] \).

We have introduced the vector shorthand \( 1 = (1, 1, \ldots, 1) \). Notice that we require a special kind of transversality, such that the logical operator, \( \bar{M}^\dagger \), is implemented by applying \( M \otimes^n \). The need for complex transposition will be explained later, and will be seen to result in a cycling phenomenon in the distillation protocol.

Here we show that all \( \mathcal{M}_d \)–distillation codes can be used to perform distillation for magic states of the form \( |M_0 \rangle = M |+0 \rangle \) for all \( M \in \mathcal{M}_d \). Due to cycling, after a single iteration using as input noisy \( |M_0 \rangle \) states, the protocol will output a noisy \( |M_0^\dagger \rangle \) state. Later we show the existence of the required codes with \( D = 2 \), which will then entail Thm. 4. For now we show how to proceed given such a code.

### 3.2.1 The Distillation Protocol

Now we state our distillation protocol given that an \( n \)-qudit \( \mathcal{M}_d \)–distillation code exits. For any \( M \in \mathcal{M}_d \), we have the following iterative protocol:

1. Take \( n \) copies of the state \( \rho \) and \( C_M \)–twirl;

2. Measure generators of the phase stabilizer \( \Pi \);

3. Accept all outcomes, but perform a Clifford correction operator \( C_M[w] \) for every syndrome vector \( w \);

4. Measure generators of the bit-flip stabilizer \( \Pi \).
5. Post-select on all ‘+1’ measurement outcomes;
6. Decode the encoded qudit to a single qudit output state $\rho^{\text{out}}$;
7. Use $\rho^{\text{out}}$ as input in the next iteration.

Step 1 is simply the initialization step of the distillation protocol which prepares the product state $\rho^{\otimes n}$ in the canonical form. Steps 2 – 5 correspond to the stabilizer measurement of the stabilizer generators of the code. We have not yet defined the Clifford correction $C_M[w]$, this step simply increases the success probability of the $S_Z$ measurement, as will be shown in Sec. 3.2.3. For now, we will assume that step 2 generates all ‘+1’ measurement outcomes, for which $C_M[w] = 1$, i.e. the $\Pi S_Z$ projection is deterministic. The remaining step 6 is a simple decoding map that returns a single purified qudit. Next, we describe all these steps in more detail.

After $C_M$–twirling the $n$ copies have the form

$$\rho^{\otimes n} = \sum_{v \in \mathbb{Z}_d} \alpha_v |M_v\rangle \langle M_v|,$$

(3.15)

where

$$|M_v\rangle = |M_{v_1}\rangle |M_{v_2}\rangle \ldots |M_{v_n}\rangle,$$

(3.16)

and

$$\alpha_v = \prod_{k \in \mathbb{Z}_d} f_k^{\text{wt}_k(v)},$$

(3.17)

where $\text{wt}_k(v)$ is the $k$-weight, the number of elements in $v$ equal to $k$, and $f_k = \langle M_k|\rho|M_k\rangle$. We now exploit the transversality property, note that

$$\rho^{\otimes n} = \tilde{M}^\dagger \left( \sum_{v \in \mathbb{Z}_d} \alpha_v |+_v\rangle \langle +_v| \right) \tilde{M},$$

(3.18)

where $\tilde{M}^\dagger = M^{\otimes n}$. Upon a successful projection onto the code subspace, we have

$$\Pi \rho^{\otimes n} \Pi = \tilde{M}^\dagger \left( \sum_{v \in \mathbb{Z}_d} \alpha_v \Pi |+_v\rangle \langle +_v| \Pi \right) \tilde{M},$$

(3.19)
as the projector commutes with $\bar{M}$. All is left to do is to determine the effect of each term $\Pi|+v\rangle$, which we will find to be

$$\Pi|+v\rangle = 0; \forall v \not\in L_X^L;$$

$$\Pi|+v\rangle = \sqrt{c}|+j\rangle_L; \forall v \oplus j \in S, s.t. w \in L_Z.$$  \hspace{1cm} (3.20)

It is not hard to see that the first equation covers all $v \not\in L_X^L$ and the second equation covers all $v \in \text{span}(L_Z, 1)$. Using the known relation that $L_X^L = \text{span}(L_Z, 1)$, we conclude that these equations account for all possible $v$. Note that the constant $c$ gives the probability of this projection when the initial state is pure, i.e.

$$c = tr(\Pi|+0\rangle \langle +0|^n).$$ \hspace{1cm} (3.22)

Furthermore, $|+|^n$ is an eigenstate of $\Pi_{S_X}$ and so this randomness can be completely attributed to the $Z$ stabilizer measurements, which can be made deterministic by Clifford correction. Now we present the reasoning that leads to these two equations, namely Eqs. (3.20,3.21). We divide the action of the projector into three distinct cases of errors: a detected error, no error and an undetected error.

When $v \not\in L_X^L$, an error is present that is detected by the code and so the state vanishes, $\Pi|+v\rangle = 0$. To see this we recall that $X|+k\rangle = \omega^k|+k\rangle$ and so more generally $X[u]|+v\rangle = \omega^{(v,u)}|+v\rangle$. Projecting onto the ‘+1’ eigenspace of all $X[u] \in S_X$ entails that the state will vanish unless $\langle v, u \rangle = 0$ for all $u \in L_X$. This is simply the requirement that $v$ is in the dual of $L_X$, which proves Eq. (3.20).

For the “no error” instances, $v \in L_Z$, the state does not vanish under projection. Furthermore, since $|+v\rangle = Z[v]|+|^n$ and $\Pi Z[v] = \Pi$ we have $\Pi|+v\rangle = |+|^n$ and so all such states must be projected onto the same logical state. Finally, we observe that $|+|^n$ is stabilized by $X_L = X^n$ and so $\Pi|+|^n = \sqrt{c}|+0\rangle_L$.

All other possibilities correspond to undetected errors, resulting in a projection onto other logical states. In such cases, $v \in L_X^L$ and so there must exist a $j \in Z_d$ such that $w = v \oplus j \in L_Z$. In terms of Pauli operators, we have $Z[w] = Z[v]Z[j1]$ and so $Z[v] = Z[w]Z[-1]$. Since the logical operator is $Z_L = Z[-1]$ it follows that $Z[v] = Z[w]Z_L^j$. In terms of the quantum state, we have $|+v\rangle = Z[w]Z_L^j|+|^n$ and so after projection $\Pi|+v\rangle = \sqrt{c}Z_L^j|+0\rangle_L = \sqrt{c}|+j\rangle_L$. 
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Summary and Distillation Map

In summary, the transversality of $M$ in Eq. (3.19) allowed us to consider the distillation of magic states $|M_0\rangle$ as equivalent to the simpler problem of distillation in the $X$ basis. Substituting Eqs. (3.20,3.21), we get

$$\Pi \rho \otimes^n \Pi = c M^\dagger \left( \sum_{j \in \mathbb{Z}_d} \sum_{v \oplus j \in \mathcal{L}_Z} \alpha_v |+\rangle_L \langle +|_L \right) M.$$  \hspace{1cm} (3.23)

Again, due to the cycling behaviour, that output state is diagonal in the basis $\tilde{M}^\dagger |+\rangle_L$ rather than the desired $\bar{M} |+\rangle_L$. Decoding onto a single qudit we have

$$\rho_{\text{out}} \propto c \sum_{j \in \mathbb{Z}_d} \sum_{v \oplus j \in \mathcal{L}_Z} \alpha_v |M_j^f\rangle \langle M_j^f|.$$ \hspace{1cm} (3.24)

By expanding out $\alpha_v$, we get an iterative formula for $f_{\text{out}}^j = \langle M_k | \rho_{\text{out}} | M_k \rangle$, such that

$$f_{\text{out}}^j = \frac{\sum_{v \oplus j \in \mathcal{L}_Z} \prod_{k \in \mathbb{Z}_d} f_k^{w_t_k(v)}}{P_{\text{succ}}},$$ \hspace{1cm} (3.25)

which has been renormalized by dividing through by the success probability $P_{\text{succ}}$. This probability equals the sum of the numerators, which is

$$P_{\text{succ}} = \sum_{j \in \mathbb{Z}_d} \sum_{v \oplus j \in \mathcal{L}_Z} \prod_{k \in \mathbb{Z}_d} f_k^{w_t_k(v)}.$$ \hspace{1cm} (3.26)

The summation over all $j$, such that $v \oplus j 1 \in \mathcal{L}_Z$, is equivalent to a sum over all $v \in \text{span}(\mathcal{L}_Z, -1)$. Using the properties of the CSS codes we know $\text{span}(\mathcal{L}_Z, -1) = \mathcal{L}_X^\perp$ and so

$$P_{\text{succ}} = \sum_{v \in \mathcal{L}_X^\perp} \prod_{k \in \mathbb{Z}_d} f_k^{w_t_k(v)}.$$ \hspace{1cm} (3.27)

Notice that we have dropped a factor of $c$ from the success probability, which will be justified later by Clifford correction. Finally, both numerator and denominator of $f_{\text{out}}^j$ can be calculated from the classical codes $\mathcal{L}_X$ and $\mathcal{L}_Z$ only, and will result in polynomials of degree $n$. 
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3.2.2 Analyzing the Iterative Formulae

Here we will study the behaviour of the above iterative formulae under a simple depolarizing noise model and give a Taylor series approximation. This will prove to be useful when we later study the performance of the distillation protocols. When the noise is depolarizing, it means that \( f_j \neq 0 = \frac{\epsilon}{\text{sign}(d-1)} \) and \( f_0 = 1 - \epsilon \). The formula for the fidelity simplifies to

\[
\sum_{v \in L} f_0^{n-|v|_H} f_{j=0}^{j=0} / \sum_{v \in L} f_0^{n-|v|_H} f_{j=0}^{j=0},
\]

where \(|\ldots|_H\) is the Hamming weight. The factors \( f_0^n \) appear on both numerator and denominator and so cancel. Making use of the shorthand

\[
\mu = \frac{f_{j=0}}{f_0} = \frac{\epsilon}{(d-1)(1-\epsilon)},
\]

we can further simplify the fidelity formula to

\[
\sum_{v \in L} \mu^{|v|_H} / \sum_{v \in L} \mu^{|v|_H},
\]

(3.29)

The above equation depends on only a single parameter and the simple Hamming weights. We will show later, in Sec. 3.3.4, that this simple form can be further simplified by employing some powerful techniques from classical coding theory.

Now, we make the following observation in regard to the quadratic error suppression asserted by Thm. 4. Taylor-expanding the numerator and denominator to second order we have

\[
f_0^{\text{out}} \sim 1 + a \mu^D + O(\mu^{D+1}) / 1 + b \mu^D + O(\mu^{D+1}),
\]

where \( a \ (b) \) is the number of weight \( d \) elements of \( L_\mathcal{Z} (L_{\mathcal{X}}) \). Notice that both \( L_\mathcal{Z} \) and \( L_{\mathcal{X}} \) must contain a single weight zero element, \( v = 0 = (0, 0, \ldots, 0) \). Also, by definition, both classical codes contain no other elements with weights smaller than \( D \). By further approximating the denominator and using \( f_0^{\text{out}} = 1 - \epsilon^{\text{out}} \) gives

\[
\epsilon^{\text{out}} \sim (b-a) \mu^D + O(\mu^{D+1}).
\]

(3.32)
So the suppression of errors is degree $D$ as $\mu \sim \epsilon$. In particular, since we know that $D \geq 2$ (if fact, $D = 2$ for our protocols) this implies that the error suppression is at least quadratic, as claimed.

Finally, we remark that the above approximation can be generalised further (omitted here) to demonstrate error suppression and existence of a threshold for all possible noise models.

### 3.2.3 Clifford Correction

So far we have assumed that the $Z$ stabilizer measurements all yield the desired ‘+1’ outcome. Next we consider the process of Clifford correction, as outlined by step 3 of our protocol. This additional strategy significantly increases the success probability of each round, so much so that success is guaranteed in the limit of pure initial states. The general idea is that for any measurement outcomes, with resulting projector $\Pi'_{S_Z}$, there exists a Clifford $C_M[w]$ such that $C_M[w] \Pi'_{S_Z} = \Pi_{S_Z} C_M[w]$. The key fact exploited is that for a single qudit $C_M Z = \omega^{-1} Z C_M$, and so for many qudits $C_M[w] Z[v] = \omega^{-(w,v)} Z[v] C_M[w]$. To proceed we must specify the projector $\Pi'_{S_Z}$. We begin by expressing the linear code as $L_Z = \{G u : u \in \mathbb{Z}_d^m\}$ where $m = \text{Dim}(L_Z)$ and $G$ is an $m$ by $n$ matrix called the generator matrix of $L_Z$. Each column of $G$ gives an individual generator of $L_Z$ and hence $S_Z$. When the measurement corresponding to the $j$th generator gives outcome $\omega^{k_j}$, the resulting projection is

$$
\Pi'_{S_Z} = \frac{1}{2^m} \sum_{u \in \mathbb{Z}_d^m} \omega^{(k,u)} Z[G u].
$$

(3.33)

Conjugating with a Clifford correction $C_M[w]$ yields

$$
C_M[w] \Pi'_{S_Z} = \frac{1}{2^m} \sum_{u \in \mathbb{Z}_d^m} \omega^{(k,u)-(w,G u)} Z[G u] C[w],
$$

(3.34)

and so the correction works when for all $u$ we have $(k, u) = (w, G u)$ mod $d$. We can always choose a canonical form for the generator matrix, such that $G = (I_m | G')$, where the identity acts on the first $m$ rows of $G$ and $G'$ labels the remainder of the matrix. For such a canonical generator matrix we choose $w$ to equal $w = (k_1, k_2, \ldots, k_m, 0, 0, \ldots, 0)$ so it matches the measurement outcomes on the first $m$ entries. This yields $(w, G u) = (k, u)$ and so Clifford correction achieves its goal.
3.3 Reed-Muller Codes

Discussing quantum Reed-Muller codes is a challenging task since there are many different definitions of these codes in the literature [94, 151, 171, 101]. One reason for this is because the classical Reed-Muller codes—from which the quantum Reed-Muller codes are constructed—contain a lot of symmetry, and different investigations tend to exploit such symmetries in different ways, which results in different definitions. In our work here we start by introducing the classical Reed-Muller codes in their general form, and then following Knill et al. [94] we modify these codes to obtain the shortened classical Reed-Muller codes. Next, we show how these modified codes can be used to construct the quantum Reed-Muller codes $\mathcal{QRM}_d(m)$ with the promised properties suitable for the above distillation protocol.

3.3.1 Classical Reed-Muller Codes

We start by reviewing the non-binary, or $d$-ary, generalisations of Reed-Muller codes and define the necessary properties needed for later sections. A $d$-ary classical Reed-Muller code, denoted by $\mathcal{RM}_d(u, m)$, is conventionally defined by two parameters $u$ and $m$ [88, 165, 45, 72]. As before, the dimension $d$ tells us the relevant field $\mathbb{Z}_d$ the code is defined over. The parameter $u$ determines the order of the code, and $m$ determines the size of the code (i.e. number of codewords). Associated with all Reed-Muller codes are polynomials with degree of order $u$, which uniquely define the code. In this work, we are interested in degree 1 polynomials, i.e. linear functions, and hence $u = 1$ is assumed throughout. The dual of a Reed-Muller is another Reed-Muller code, though it may have a different order. Although this means that Reed-Muller codes of higher order will be involved in our work, we will only need to define them in terms of duality. For our quantum Reed-Muller code construction we will not use the codes we define in this section but a shortened version we introduce in the next section. Nevertheless, it proves useful to start our construction by reviewing classical Reed-Muller codes in their more general form.

Reed-Muller codes are defined in terms of linear maps between finite fields. For every field $\mathbb{Z}_d^m$, there are $d^m$ linear maps $g$ from $\mathbb{Z}_d^m$ onto $\mathbb{Z}_d$. All such maps can be labelled by vectors $\mathbf{u}$ themselves,

---

For readers that wish to understand the relationship between the polynomial’s order and the structure of a finite field, we recommend [103].
such that $g_u : \mathbb{Z}_d^m \to \mathbb{Z}_d$ where $u \in \mathbb{Z}_d^m$, and then the function will evaluate to $g_u(a) = \langle u, a \rangle = \oplus_j u_j a_j$.

Next, we consider another mapping, $U_d^m : \mathbb{Z}_d^m \to \mathbb{Z}_d^n$, where $n = d^m$, such that

$$U_d^m(u) = (\langle u, a_0 \rangle, \langle u, a_1 \rangle, \ldots, \langle u, a_{n-1} \rangle),$$

(3.35)

where $a_j$ is the base-$d$ representation of the natural number $j$. For example, with $d = 3$ and $m = 2$ we would have the ordered set

$$\{a_j\} = \{(0,0), (0,1), (0,2), (1,0), (1,1), (1,2), (2,0), (2,1), (2,2)\}.$$  

(3.36)

Hence for $u = (0,1)$ we have

$$U_3^2(u) = U_3^2(0,1) = (0, 1, 2, 0, 1, 2, 0, 1, 2).$$

(3.37)

For any positive integers $d$ and $m$, the set $\mathcal{L} = \{\bar{u} = U_d^m(u); u \in \mathbb{Z}_d^m\}$ is a linear vector space. The codes of interest are constructed by considering all affine functions, which are linear maps plus an additional constant $c$ such that they map $u$ to $U_d^m(u) \oplus c1$, this brings us to our formal definition of the classical $\mathcal{RM}_d(1, m)$ before being shortened:

**Definition 8.** Unshortened Reed-Muller codes, $\mathcal{RM}_d(1, m)$, are classical linear codes on $\mathbb{Z}_d^n$, where $n = d^m$, of dimension $m + 1$. They are the set of codewords $\mathcal{RM}_d(1, m) = \{U_d^m(u) \oplus c1 : u \in \mathbb{Z}_d^m, c \in \mathbb{Z}_d\}$ defined in terms of affine functions.

Before we explore the properties of these codes further we need to introduce one more definition:

**Definition 9.** We say a function $\Lambda : \mathbb{Z}_d^n \to \mathbb{Z}$ is a $\lambda$-function if there exists a set of $d$ integers $\{\lambda_0, \ldots, \lambda_{d-1}\}$ such that $\sum_{j \in \mathbb{Z}_d} \lambda_j = 0$ and

$$\Lambda(v) = \sum_{j=1}^n \lambda_{v_j}.$$  

(3.38)

This definition is closely related to the non-Clifford gates introduced in Def. (6), and the relationship between these two definitions will become clear soon. Our main observation here is the following.
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6Recall that a vector space has to satisfy the closure property of under addition. In our definition, this follows directly from the closure under addition of homogeneous (same order) linear maps.
Lemma 1. Given a $\lambda$-function $\Lambda$ and an unshortened code $\mathcal{RM}_d(1, m)$ all $v \in \mathcal{RM}_d(1, m)$ satisfy $\Lambda(v) = 0 \mod d^m$.

Proof. To prove the lemma we first consider codewords where $\bar{u} = 0$, and so $v = (c, c, c, \ldots, c)$, then

$$\Lambda(v) = d^m \lambda_c,$$

which vanishes modulo $d^m$. Let us now consider the codeword for the unit vector, $\bar{u} = (1, 0, 0, \ldots, 0)$, and $c = 0$. The corresponding codeword has a repetitive structure as in Eq. (3.37), where each element of $\mathbb{Z}_d$ appears $d^{m-1}$ times. Hence,

$$\Lambda(v) = d^{m-1} \sum_{j=0}^{d-1} \lambda_j = 0,$$

since we required in our definition of a $\lambda$-function that $\sum_{j=0}^{d-1} \lambda_j = 0$. The above argument looks tailored to codewords for a unit vector $\bar{u}$, but a similar argument holds for all codewords with non-trivial $\bar{u}$. That is, for any non-trivial vector $\bar{u}$, there are $d^{m-1}$ different linear maps that evaluate to each possible output. To see this, consider that the family of linear maps is invariant under change of variables that preserve linearity. Hence, the family of functions can always be expressed in a basis such that $\bar{u}$ is a unit vector. Furthermore, these codewords have uniform multiplicity of every value $\mathbb{Z}_d$, and so adding $c1$ will only reorder the elements and not the multiplicity with which they appear. This proves our lemma.

In summary, unshortened Reed-Muller codes have a huge amount of symmetry that they inherit from the families of affine and linear maps. However, they actually have too much symmetry for our purposes. We break just enough of that symmetry by shortening the code.

3.3.2 Shortened Classical Reed-Muller Codes

Given a code $\mathcal{L}$ over $\mathbb{Z}_d^n$, the corresponding shortened code, denoted $\mathcal{L}^*$, is over $\mathbb{Z}_d^{n-1}$. In terms of the codewords, a $\mathcal{L}^*$ code differs from $\mathcal{L}$ in two aspects. First, it contains only the codewords of $\mathcal{L}$ that has 0 in the first position. This will remove, for example, the 1 codeword. Secondly, it deletes the first 0
position from all the codewords. On its own, the second property is known as puncturing, where the first position is removed but all codewords are kept. We shall give a self-contained definition of a shortened Reed-Muller code as follows.

**Definition 10.** Shortened Reed-Muller codes, $\mathcal{RM}^*_d(1, m)$, are classical linear codes on $\mathbb{Z}_d^n$, where $n = d^m - 1$, of dimension $m$. They are the set of codewords $\mathcal{RM}^*_d(1, m) = \{ P^d_m(u) : u \in \mathbb{Z}_d \}$ defined in terms of linear maps.

Here $P^d_m$ is the same map as $U^d_m$, but omitting the first element. For example, the shortened version of Eq. (3.37) is

$$P^2_3(u) = P^2_3(0, 1) = (1, 2, 0, 1, 2, 0, 1, 2), \quad (3.41)$$

Notice that the above definition makes use of only linear maps and not affine maps as in the $\mathcal{RM}_d(1, m)$.

This is because, in the unshortened code we had a generator $1$ that corresponded to the constant term in affine functions, but the $1$ generator is dropped in the definition of the shortened Reed-Muller code. Consequently, the dimension of the code drops by one; $\text{Dim}(\mathcal{RM}^*_d(1, m)) = \text{Dim}(\mathcal{RM}_d(1, m)) - 1$.

For completeness, let’s now consider the shortened analogue of Lem. 1.

**Lemma 2.** Given a $\lambda$-function $\Lambda$ and a shortened code $\mathcal{RM}^*_d(1, m)$ all $v \in \mathcal{RM}^*_d(1, m)$ satisfy $\Lambda(v \oplus c1) = -\lambda c$ mod $d^m$.

**Proof.** This follows quickly from Lem. 1. Given a $v \in \mathcal{RM}^*_d(1, m)$, let us define

$$w = (0, v_1, v_2, \ldots, v_n) \oplus c1 = (c, v_1 \oplus c, v_2 \oplus c, \ldots, v_n \oplus c), \quad (3.42)$$

where clearly $w$ is a codeword of the unshortened code $\mathcal{RM}_d(1, m)$. Furthermore, $\Lambda(w) = \Lambda(v) + \lambda c$ as it has an extra term appended. However, Lem. 1 tells us that $\Lambda(w) = 0$, and so $\Lambda(v) = -\lambda c$. \[Q.E.D.\]

In the next section, we see that Lem. 2 is related to transversality of quantum gates for an associated quantum code.
3.3.3 Quantum Reed-Muller codes

Here we demonstrate how quantum Reed-Muller codes can be constructed from two classical $\mathcal{RM}_d^*(1, m)$ for general $m$ and $d$.

**Definition 11.** $\mathcal{QRM}_d(m)$ with $m \geq 1$ is a quantum CSS code over $n = d^m - 1$ qudits of prime dimension $d$. The code-space is defined by

1. $\mathcal{L}_X = \mathcal{RM}_d^*(1, m)$;
2. $\mathcal{L}_Z = [\text{span}(\mathcal{L}_X, 1)]^1$;
3. $\bar{X} = X[1]$;
4. $\bar{Z} = Z[-1]$.

We could have equivalently specified $\mathcal{L}_Z$ as a higher order Reed-Muller code [27], though the above is simpler and more succinct. We now verify that $\mathcal{QRM}_d(m)$ codes are indeed quantum codes. By construction, the stabilizer is Abelian as $\mathcal{L}_Z \subset \mathcal{L}_X^\perp$. It is straightforward to check the logical operators are well defined: that $\bar{Z}$ commutes with the stabilizer; $\bar{X}$ commutes with the stabilizer; and $\bar{X}\bar{Z} = \omega^{-1}\bar{Z}\bar{X}$.

Now our next main result can be concisely stated.

**Theorem 5.** $\mathcal{QRM}_d(m)$ quantum codes are $\mathcal{M}_d^m$–distillation codes of distance 2.

The main property we need to prove is transversality for all $M \in \mathcal{M}_d^m$. As with all CSS codes [120], we have that

$$|j\rangle_L = \frac{1}{\sqrt{|\mathcal{L}_X|}} \sum_{v \in \mathcal{L}_X} |v \oplus j 1\rangle .$$

(3.43)

Acting on this logical state with $M^\otimes n$ gives

$$M^\otimes n |j_L\rangle = \frac{1}{\sqrt{|\mathcal{L}_X|}} \sum_{v \in \mathcal{L}_X} \exp\left(i \frac{2\pi}{d^m} \Lambda(v \oplus j 1)\right) |v \oplus j 1\rangle ,$$

(3.44)
where $\Lambda$ is a $\lambda$-function (Recall Def. 9) using the integers $\{\lambda_j\}$ associated with the eigenvalues of the unitary $M$. Now we use our key lemma 2 to conclude

$$M^{\otimes n} |j\rangle_L = \frac{1}{\sqrt{|L_X|}} \sum_{v \in L_X} \exp(-2i\pi \lambda_j / d^m) |v \oplus j1\rangle, \quad (3.45)$$

$$= \exp(-2i\pi \lambda_j / d^m) |j\rangle_L = \bar{M}^\dagger |j\rangle_L,$$

and so we can identify $M^{\otimes n}$ with $\bar{M}^\dagger$.

The second property we need to prove is that the distance of such quantum code is 2. This is a rather straightforward task as distance 2 is the smallest non-trivial distance. The relevant distance is $D_Z$, the smallest $|v\rangle_H$ such that it produces a logical error $Z[v] \Pi = Z_L^j \Pi$. For such an operator $v \in L_X^\perp$ but $v \neq 0$, so the phase error commutes with the $X$ stabilizer but is non-trivial. If such an operator existed with Hamming weight 1, it would entail that there existed a qudit upon which $L_X$ acted trivially, which there is not. The fact that the distance is not greater than 2 is shown in the following section.

### 3.3.4 Weight Enumerators and MacWilliams Identity

In the last section, we introduced our version of higher-dimensional Reed-Muller codes (based on the classical shortened Reed-Muller codes), and showed that they have the required non-Clifford transversality. In this section we wish to evaluate the exact iterative formula, Eq. (3.25), of these codes. However, for a general noise model, this task is not tractable because the size and complexity of the sets $L_Z$ and $L_X^\perp$ grow exponentially with $d$ and $m$. However, by considering depolarizing noise, the problem becomes much simpler as shown by Eq. (3.30), which we restate here

$$f_0^\text{out} = \frac{\sum_{v \in L_Z} \mu[v\Pi]}{\sum_{v \in L_X^\perp} \mu[v\Pi]}, \quad (3.46)$$

To evaluate the above equation we use very useful tools from classical coding theory, namely weight
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7 Notice for small codes (e.g. QRM$_3$$(2)$ and QRM$_3$$(1)$) it is computationally feasible to sum over all the elements of $L_Z$ and $L_X^\perp$. In fact, in the last chapter we were also able to calculate the entire distillation map because the five qutrit code $[5, 1, 3]_3$ is small enough.
enumerators and the MacWilliams identities [103]. The above equation can be expressed as

\[ f_{\text{out}}^0 = \frac{W_{\mathcal{L}_Z}(\mu)}{W_{\mathcal{L}_X'}(\mu)}, \]  

(3.47)

where \( W_{\mathcal{L}}(\mu) \) is the weight enumerator

\[ W_{\mathcal{L}}(\mu) = \sum_{v \in \mathcal{L}} \mu^{v \cdot H}. \]

(3.48)

As can be seen from the above equation, a weight enumerator is simply a polynomial—the coefficient being the number of codewords with Hamming weight equal to the power of each term in the polynomial. More importantly, a weight enumerator for a code \( \mathcal{L} \) can be related to the weight enumerator for the dual code \( \mathcal{L}^\perp \) by the MacWilliams identity

\[ W_{\mathcal{L}^\perp}(\mu) = (d-1)^n W_{\mathcal{L}} \left( 1 - \mu \right) \frac{1 - \mu}{1 + (d-1)\mu}. \]

(3.49)

For clarity we will use the shorthand

\[ \tilde{\mu} = \frac{1 - \mu}{1 + (d-1)\mu}. \]

(3.50)

Using \( \mathcal{L}_Z = [\text{span}(\mathcal{L}_X, 1)]^\perp = (\mathcal{L}_X')^\perp \) (see Eq. 1.22) and the MacWilliams identity we have

\[ f_{\text{out}}^0 = \frac{W_{\mathcal{L}_X'}(\tilde{\mu})}{dW_{\mathcal{L}_X}(\tilde{\mu})}. \]

(3.51)

The above form is more convenient for us because, as we will see, the codes \( \mathcal{L}_X' \) and \( \mathcal{L}_X \) are simpler than their duals, and so the MacWilliams identity has proven extremely helpful. We now derive a closed form for the weight enumerators \( W_{\mathcal{L}_X'}(\tilde{\mu}) \) and \( W_{\mathcal{L}_X}(\tilde{\mu}) \), which is the subject of the next lemma.

**Lemma 3.** For any quantum Reed-Muller code with \( \mathcal{L}_X = \mathcal{R}_d M_{d} (1, m) \) we have

\[ W_{\mathcal{L}_X}(\tilde{\mu}) = 1 + (d^m - 1)\tilde{\mu}^{(d^m - d^{m-1})}, \]

(3.52)

and

\[ W_{\mathcal{L}_X'}(\tilde{\mu}) = W_{\mathcal{L}_X}(\tilde{\mu}) + (d - 1)[\tilde{\mu}^{(d^m - 1)} + (d^m - 1)\tilde{\mu}^{(d^{m-1} - d^{m-1})}]. \]

(3.53)
Proof. We need to find the weight enumerators for $L_X = \mathcal{RM}_d^\perp(1, m)$ and $L'_X = \text{span}(L_X, 1)$. Notice that $L_X \subset L'_X$, therefore it is natural to start our evaluation with $L_X$ and then add the remaining terms needed for $L'_X$.

First, $L_X$ contains a zero vector $(0, 0, \ldots, 0)$ with zero Hamming weight. Second, all the remaining codewords, there are $d^m - 1$ such codewords, have $(d - 1)$ zeros, i.e have Hamming weight $n - (d - 1) = d^m - d$. Thus we have the weight enumerator
\begin{equation}
W_{L_X}(\tilde{\mu}) = 1 + (d^m - 1)x^{(d^m - d)},
\end{equation}
The enumerator for $L'_X$ can be broken up into $d$ separate sums, since $L'_X = \{L_X, L_X \oplus 1, \ldots, L_X \oplus (d - 1)1\}$, and so
\begin{equation}
W_{L'_X}(\tilde{\mu}) = \sum_{j=0}^{d-1} W_{L_X \oplus j1}(\tilde{\mu}),
\end{equation}
\begin{equation}
= W_{L_X}(\tilde{\mu}) + \sum_{j=1}^{d-1} W_{L_X \oplus j1}(\tilde{\mu}).
\end{equation}
For the rest of this argument we focus on the $j \neq 0$ terms. First, each $j1$ when added to the $(0, 0, \ldots, 0)$ vector will generate a codeword of full Hamming weight $(n = d^m - 1)$. Second, each $j1$ when added to any other codeword of $L_X$ (other than the $(0, 0, \ldots, 0)$ vector) results in a codeword with $d^m - 1$ zero’s and so Hamming weight $n - d^m - 1 = d^m - 1 - d^m - 1$. For each $L_X \oplus j1$, there are $d^m - 1$ such codewords and so
\begin{equation}
W_{L_X \oplus j1}(\tilde{\mu}) = x^{(d^m - 1)} + (d^m - 1)x^{(d^m - 1 - d^m - 1)}.
\end{equation}
For every $j \neq 0$ we get the same result and we have $d - 1$ such sums, and so
\begin{equation}
W_{L'_X}(\tilde{\mu}) = W_{L_X}(x) + (d - 1)W_{L_X \oplus 1}(\tilde{\mu}),
\end{equation}
which is the required expression. \hfill \square

Using the result of the above lemma, we then obtain the exact analytic form of the iterative formula after one round of distillation and under depolarising noise as
\begin{equation}
f_{0}^{\text{out}} = \frac{1 + (d^m - 1)\tilde{\mu}^{(d^m - d^m - 1)}}{d + d(d^m - 1)\tilde{\mu}^{(d^m - d^m - 1)} + d(d - 1)(\tilde{\mu}^{(d^m - 1)} + (d^m - 1)\tilde{\mu}^{(d^m - 1 - d^m - 1)})},
\end{equation}
\[82\]
Now we substitute back the original variable $\epsilon$, such that

$$\tilde{\mu} = 1 + \frac{d}{(d - 1)} \epsilon,$$

which would give us a closed analytic form. The exact expression is a bit long to reproduce here. Rather we present the Taylor expansion to second order in $\epsilon$,

$$e_{\text{out}} = \frac{(d^m - 1)(d - 2)}{2(d - 1)} \epsilon^2 + O[\epsilon^3].$$

The above formula holds many interesting facts. Notice that for all codes with odd prime $d$ and all $m$, we see a quadratic error suppression. In contrast, the qubit Reed-Muller code used by Bravyi and Kitaev, namely $[[15, 1, 3]]_2 \equiv QRM_2(4)$, obtained a cubic reduction $e_{\text{out}} \sim 35\epsilon^3$. Our analysis also describes the Bravyi-Kitaev protocol, the only difference being that in the qubit case we need $m \geq 4$, and so the above formula also holds for qubits. It is intriguing to observe that the factor $(d - 2)$ appears above and so the quadratic term would vanish only in the qubit case, and so in higher dimensions these Reed-Muller codes are only distance 2.

### 3.4 Distillation Performance

In this section we will outline two measures that can quantify the performance of our $QRM_d(m)$ distillation protocols, namely the distillation yield and the distillation thresholds under the depolarizing noise model. Next, we will consider the performance of the smallest possible codes, which are the 8–qutrit code $QRM_3(2)$ and 5–ququint code $QRM_5(1)$, in more detail.

#### 3.4.1 Distillation Yields

The yield captures the performance of the distillation protocol in terms of the cost of mixed states needed to distil a magic state. More precisely, given some target error probability $\epsilon_{\text{tar}}$, the yield quantifies the expected fraction of the initial copies needed to achieve the desired final error probability. We will show that our protocols yield magic states at a rate that scales only polynomially with $\epsilon_{\text{tar}}$. 
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For any protocol and any resource state $\rho$ with error probability $\epsilon_{\text{in}}$, there exists a number of distillation rounds $N(\rho, \epsilon_{\text{tar}})$ required to achieve $\epsilon_{\text{tar}}$. Recall that the success probability $P_{\text{succ}}$ for measuring the trivial syndromes depends on the error probability of the resource states. For the $k^{\text{th}}$ round of distillation we denote the success probability by $P(k)$. Then the yield is simply

$$Y(\rho, \epsilon_{\text{tar}}) = \prod_{k=1}^{N} \frac{P(k)}{n},$$  \hspace{1cm} (3.62)

where $n$ is the number of copies used per iteration ($n = d_m - 1$ in our case). Our main interest here is to see how this expression scales as the target probability $\epsilon_{\text{tar}} \to 0$. In this limit, the success probability approaches 1, which means that $P(k)$ approaches 1 as $k$ increases. Therefore, for all $p < 1$ these exists a $c$ (number of iterations) such that for all $k > c$ we have $P(k) > P(c) = p$. This allows us to lower bound the yield such that

$$Y(\rho, \epsilon_{\text{tar}}) \geq C \left( \frac{P(c)}{n} \right)^{N-c},$$  \hspace{1cm} (3.63)

where $C$ is a constant overhead, independent of $\epsilon_{\text{tar}}$, which represents the yield for $c$ iterations. Furthermore, after $c$ iterations the error probability is now $\epsilon_{c}$, and observe that for a single round we know that (for our protocols) $\epsilon_{\text{out}} \leq K\epsilon_{c}$ for some $K$—equivalently $K\epsilon_{\text{out}} \leq (K\epsilon_{c})^2$. Therefore, the error probability after $N$ iterations, $\epsilon_{N}$, satisfies $K\epsilon_{N} \leq (K\epsilon_{c})^{2^{N-c}}$. Taking $K\epsilon_{c} < 1$ allows us to bound the number of iterations needed such that

$$N - c < \log_2 \left( \frac{\log(\epsilon_{\text{tar}}^{-1}/K)}{\log(\epsilon_{\text{c}}^{-1}/K)} \right).$$  \hspace{1cm} (3.64)

Now we make use of the following identity, for any positive $a$ and $b$ we have $a^{\log_2(b)} = b^{\log_2(a)}$. Using this relation and the above equation, we can express the yield as

$$Y(\rho, \epsilon_{\text{tar}}) \geq C \left( \frac{\log(\epsilon_{\text{tar}}^{-1}/K)}{\log(\epsilon_{\text{c}}^{-1}/K)} \right)^{\log_2(P(c)/n)}.$$  \hspace{1cm} (3.65)

With the shorthand $\gamma = -\log_2(P_c/n)$, which is positive, we finally have

$$Y(\rho, \epsilon_{\text{tar}}) \geq C \frac{\log(\epsilon_{\text{tar}}^{-1}/K)^{\gamma}}{\log(\epsilon_{\text{c}}^{-1}/K)^{\gamma}}.$$  \hspace{1cm} (3.66)

This decreases by a factor polynomial in $\epsilon_{\text{tar}}^{-1}$. 
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The expected resource cost of distillation is the inverse of the yield, and this increases only polynomially in \( \epsilon_{\text{tar}}^{-1} \). As we can see the scaling is governed by the factor \( \gamma = -\log_2(P(c)/n) \). For practical purposes we can assume that \( P(c) \) is arbitrarily close to 1, i.e. we are working in the regime that the error probability is very small. Hence, the relevant scaling parameter is \( \gamma^* = \log_2(n) = \log_2(d^m - 1) \), which we give in table 3.1. Therefore, the yield becomes

\[
Y(\rho, \epsilon_{\text{tar}}) \sim O\left( \log(\epsilon_{\text{tar}}^{-1}/K)^{-\gamma^*} \right). \tag{3.67}
\]

<table>
<thead>
<tr>
<th>( d )</th>
<th>( m = 1 )</th>
<th>( m = 2 )</th>
<th>( m = 3 )</th>
<th>( m = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2.46497</td>
</tr>
<tr>
<td>3</td>
<td>N/A</td>
<td>3</td>
<td>4.70044</td>
<td>6.32193</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>4.58496</td>
<td>6.9542</td>
<td>9.2854</td>
</tr>
<tr>
<td>7</td>
<td>2.58496</td>
<td>5.58496</td>
<td>8.41785</td>
<td>11.2288</td>
</tr>
<tr>
<td>11</td>
<td>3.32193</td>
<td>6.90689</td>
<td>10.3772</td>
<td>13.8376</td>
</tr>
<tr>
<td>13</td>
<td>3.58496</td>
<td>7.39232</td>
<td>11.1007</td>
<td>14.8017</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>8.16993</td>
<td>12.2621</td>
<td>16.3498</td>
</tr>
<tr>
<td>19</td>
<td>4.16993</td>
<td>8.49185</td>
<td>12.7436</td>
<td>16.9917</td>
</tr>
</tbody>
</table>

Table 3.1: The scaling parameter, \( \gamma^* \), for the \( QRM_d(m) \) distillation as governed by Eq. 3.67. The smaller the value of \( \gamma^* \), the more resource efficient the protocol in the limit of many iterations. N/A indicates not applicable, as for those parameters no non-Clifford gates exist.

Notice that the code \( QRM_5(1) \) achieves the best yield scaling of all quantum Reed-Muller codes.

### 3.4.2 Depolarising Noise Thresholds

The second measure of performance of a distillation protocol is its capability in distilling the largest mixed state resource region. While some codes can distil large regions of non-stabilizer mixed states (i.e. have high distillation thresholds), others can have achieve better yields. For this purpose we have used the exact expression for \( \epsilon_{\text{out}} \) to find the depolarizing noise threshold, denoted by \( \epsilon_{\text{dep}}^* \), below which
the distillation occurs. We have numerically evaluated $\epsilon_{\text{dep}}^*$ for small values of $d$ and $m$ as shown in Tab. (3.2). Under a more general noise model, we denote the absolute threshold, which could be smaller, by $\epsilon^*$. This threshold corresponds to the noise resulting in mixed states off the depolarizing ‘axis’, and we will provide examples of how it is calculated in the next section.

As shown by Tab. (3.2), the threshold gets weaker for both increasing $d$ and $m$. This is in correspondence with the approximate formula for $\epsilon_{\text{out}}$ in Eq. (3.61). As $m$ increases, the number of copies required per iteration increases and the depolarizing noise threshold decreases. This suggests to us that it is advantageous to use the smallest possible $m$. The only benefit of using codes with larger $m$ is to distil a larger set of states by the protocol.

If we also compare our protocols with the threshold of the BK protocol for $d = 2$, the pattern of better threshold for smaller dimensions no longer holds. We see that the best threshold we observe is for $\mathcal{QRM}_5(1)$ with a fairly high threshold also observed for $\mathcal{QRM}_3(2)$. There are many subtle differences in the Clifford group between odd and even dimension, and here those differences work in our favour. In odd prime dimension we can construct smaller codes with transversal non-Clifford gates. Our code $\mathcal{QRM}_5(1)$ uses 4 ququints covering a Hilbert space of dimension $5^4$, which to our knowledge is the smallest non-trivial stabilizer code with a transversal non-Clifford gate. Furthermore, research to date indicates that smaller codes lend themselves to better thresholds. A plausible explanation is that larger codes allow more undetected errors. Most of these undetected errors will have a large Hamming weight, and so while negligible for small $\epsilon$, they will be damaging for the modest size $\epsilon$ relevant for threshold calculations.

8 Note that we have used $\epsilon = 1 - \langle M_0 | \rho | M_0 \rangle$ to quantify the depolarizing noise. However, when a state is undergoing depolarising noise, it has the form

$$\rho = \epsilon_{\text{dep}} | M_0 \rangle \langle M_0 | + (1 - \epsilon_{\text{dep}}) \mathbb{I} / d, \quad (3.68)$$

as we have done in the previous chapter. Observe the dependence on the dimension appearing in the above equation. The two distinct noise measures are related by

$$\epsilon_{\text{dep}}^* = (d - 1) \epsilon_{\text{dep}} / d. \quad (3.69)$$

This suggests that the above depolarising noise relation will give larger threshold values. For example the codes $\mathcal{QRM}_3(2)$ and $\mathcal{QRM}_5(1)$ having thresholds at $\epsilon_{\text{dep}} = 0.317$ and $\epsilon_{\text{dep}} = 0.453$, respectively.
Table 3.2: The distillation threshold $\epsilon_{\text{dep}}^*$ for depolarizing noise when distilled by $\mathcal{QRM}_d(m)$. Notice the threshold for the Bravyi-Kitaev $[[15,1,3]]_2 = \mathcal{QRM}_2(4)$ protocol. N/A indicates that Reed-Muller codes with those do not have a non-Clifford gate.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$m=1$</th>
<th>$m=2$</th>
<th>$m=3$</th>
<th>$m=4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.14148</td>
</tr>
<tr>
<td>3</td>
<td>N/A</td>
<td>0.211001</td>
<td>0.0657764</td>
<td>0.0214564</td>
</tr>
<tr>
<td>5</td>
<td>0.3631226</td>
<td>0.0614718</td>
<td>0.0119213</td>
<td>0.00236986</td>
</tr>
<tr>
<td>7</td>
<td>0.2322599</td>
<td>0.0291865</td>
<td>0.00409851</td>
<td>0.000584079</td>
</tr>
<tr>
<td>11</td>
<td>0.1341066</td>
<td>0.0111835</td>
<td>0.00100907</td>
<td>0.0000916717</td>
</tr>
<tr>
<td>13</td>
<td>0.1106148</td>
<td>0.000790156</td>
<td>0.000604487</td>
<td>0.0000464795</td>
</tr>
<tr>
<td>17</td>
<td>0.0818753</td>
<td>0.004545655</td>
<td>0.000006565</td>
<td>0.0000156773</td>
</tr>
<tr>
<td>19</td>
<td>0.072453</td>
<td>0.00362063</td>
<td>0.0000190054</td>
<td>0.00000100014</td>
</tr>
</tbody>
</table>

3.4.3 Examples: Qutrit $\mathcal{QRM}_3(2)$ and Ququint $\mathcal{QRM}_5(1)$ Codes

In this section we will outline the properties of the smallest two Reed-Muller codes, which are the three dimensional $8$--qutrit $\mathcal{QRM}_3(2)$ code and the five dimensional $5$--ququint $\mathcal{QRM}_5(1)$ code. Due to their small sizes, the iterative formula for these codes can be evaluated exactly for general noise models.

**Performance of $\mathcal{QRM}_3(2)$**

We begin by stating the definition of $\mathcal{QRM}_3(2)$ in terms of its stabilizer generators.

**Definition 12.** $\mathcal{QRM}_3(2)$ is a CSS code over $n=8$ qudits of dimension $3$. The $L_X$ code is generated by

\[ u_1 = (1,2,0,1,2,0,1,2), \quad (3.70) \]
\[ u_2 = (0,0,1,1,2,2,2). \]
Similarly, \( L_Z \) is the code generated by

\[
\begin{align*}
\mathbf{v}_1 &= (1, 2, 0, 1, 2, 0, 1, 2), \\
\mathbf{v}_2 &= (0, 0, 1, 1, 2, 2, 2), \\
\mathbf{v}_3 &= (0, 0, 1, 2, 0, 2, 1, 0), \\
\mathbf{v}_4 &= (1, 1, 0, 1, 0, 1, 1), \\
\mathbf{v}_5 &= (0, 0, 1, 1, 1, 1, 1).
\end{align*}
\]

The logical operators are \( \bar{Z} = Z[-1] \equiv Z[21] \) and \( \bar{X} = X[1] \).

This code is transversal with respect to the canonical \( M_3 \) non-Clifford gate:

\[
M = \begin{pmatrix}
\tau & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \tau^{-1}
\end{pmatrix},
\]

where \( \tau = \exp(i2\pi/9) \). In the distillation protocol, recall that we first apply the \( C_M \)-twirling on all the input qudits, which project them onto the plane spanned by the \( |M_k\rangle \) orthogonal basis, such that \( \rho = \sum_k f_k |M_k\rangle \langle M_k| \). Recall from the last chapter that for qutrit systems such a plane can be represented by two real parameters such that the eigenstates of the \( M_3 \) operator form an equilateral triangle, we show such a representation in Fig. (3.1). Also, when we wish to distil \( |M_0\rangle \), we can think of the weights \( f_1 \) and \( f_2 \) as representing different types of noise. For our purposes, a more convenient parameterization is \( f_1 = \epsilon \cos^2(\theta) \) and \( f_2 = \epsilon \sin^2(\theta) \) as we are mainly interested in how the total noise reduces. Our techniques allow us to find an analytic solution for \( \epsilon' \) after a single iteration of magic state distillation with \( QR M_3(2) \). However, the expression is lengthy so here we truncate to 3rd order

\[
\epsilon_{\text{out}} = \epsilon^2[3 + \cos(4\theta)] + \epsilon^3[9 - \cos(4\theta)] + O[\epsilon^4],
\]

which is quadratically reduced. In Fig (3.2a), we show the exact output error probability for the whole range of different noise models (different \( \theta \)) and depolarizing noise (\( \theta = \pi/2 \)). We find that a threshold of \( \epsilon^* = 0.20015 \) for general noise and \( \epsilon^*_{\text{dep}} = 0.211001 \) for depolarizing noise. As such, for all \( \theta \), if \( 0 < \epsilon < \epsilon^* \) it follows that \( \epsilon_{\text{out}} < \epsilon \).
The region of distillable states is actually slightly larger than the $\epsilon < \epsilon^* $ region, with a greater noise tolerance for some values of $\theta$. To find the whole distillable region we resort to numerics and present the results as part of the plane in Fig. 3.1. We also identify the other regions, the stabilizer states and positive Wigner distributions (or bound magic states), which cannot be distilled by any MSD protocol. Notice the clear region in which neither our protocol works upon nor is ruled out from distillability by any known theorem. This is as a comparison to what we have observed in the last chapter.

Also important is the success probability of distillation with $QRM_3(2)$, which for all states satisfy $P_{\text{succ}} \geq 1/9$ and for small $\epsilon$ is approximately

$$ P_{\text{succ}} = 1 - 8\epsilon + [31 + \cos(4\theta)]\epsilon^2 + O(\epsilon^3). \quad (3.74) $$

Given these fairly high success probabilities and that we use only 8 copies per iteration, this protocol is competitive in comparison to the $QRM_2(4)$ by Bravyi-Kitaev [27]. Their protocol has $P_{\text{succ}} \geq 1/16$ and for small $\epsilon$ it achieves $P = 1 - 15\epsilon + O(\epsilon^2)$. Our $QRM_3(2)$ code requires fewer copies per iteration, but it would require more iterations to achieve the same error suppression as $QRM_2(4)$, since $QRM_2(4)$ has a cubic error suppression rather than just quadratic.

In Fig. (3.3.1a) we consider the exact yield of our protocol for depolarizing noise (i.e. $\theta = \pi/4$). For small error probability $\epsilon_{\text{in}} < 0.05$, the yield of our protocol $QRM_3(2)$ is similar to $QRM_2(4)$. Both protocols give yields of the same order of magnitude and which protocol is superior fluctuates depending on the required iterations. However, as the initial error probability $\epsilon_{\text{in}}$ increases, the yield of $QRM_3(2)$ exceeds that of BK by many orders of magnitude.

**Performance of $QRM_5(1)$**

The smallest $QRM_d(1)$ with an $M_d$ non-Clifford gate is a five dimensional 4–ququint code, defined explicitly as follows.

**Definition 13.** $QRM_5(1)$ is a CSS code over $n = 4$ ququints of dimension 5. The $L_X$ code is generated by

$$ u_1 = (1, 2, 3, 4). \quad (3.75) $$
Figure 3.1: The canonical $C_M$–plane for a qutrit, $d = 3$, which any state can be projected onto by $C_M$–twirling. Every quantum state is a point in the complex plane for the complex number $z_\rho = \text{tr}(C_M \rho)$. The three pure magic states, $|M_k\rangle$, take values $z = 1, \omega, \omega^2$, which have $|z|^2 = 1$ and so lie on a circle in the plane. All physical states have, $z = (1 - f_1 - f_2) + \omega f_1 + \omega^2 f_2$, and so lie in the convex hull of the pure magic states, forming a triangle of physical states. The distillable region of states can, by use of the QR$M_3(2)$ protocol, be brought arbitrarily close to the nearest pure magic state. The stabilizer states are the convex hull over the set of points, $z$, taken for each of the pure stabilizer states. It is impossible to distil the stabilizer states and the states with positive Wigner distribution (the bound states). Note that the rotational symmetry is to be expected as the Pauli $Z$ rotation performs a rotation in the $C_M$–plane.
Figure 3.2: The output error, \( e^{\text{out}} \) against input error, \( \epsilon \) for (a) \( QR.M_3(2) \) and (b) \( QR.M_5(1) \). For a fixed \( \epsilon \) there are many different compatible states, and so there are many different possible output \( e^{\text{out}} \) and these are shown as a region rather than single curve. For the worst case noise we mark the threshold \( \epsilon^* \). The dashed line shows the specific instance of depolarizing noise, and the associated depolarizing threshold \( \epsilon_{\text{dep}}^* \) is also shown. The straight line is simply the “break even” line.

Similarly, \( \mathcal{L}_Z \) is the code generated by

\[
\begin{align*}
v_1 &= (1, 2, 3, 4), \\
v_2 &= (1, 4, 4, 1).
\end{align*}
\]

The logical operators are \( \bar{Z} = Z[-1] \equiv Z[4] \) and \( \bar{X} = X[1] \).

For the above code is transversal with respect to the canonical \( M_5 \) non-Clifford gate,

\[
M = \begin{pmatrix}
\omega^3 & 0 & 0 & 0 & 0 \\
0 & \omega & 0 & 0 & 0 \\
0 & 0 & \omega^{-1} & 0 & 0 \\
0 & 0 & 0 & \omega^{-2} & 0 \\
0 & 0 & 0 & 0 & \omega^{-1}
\end{pmatrix},
\]

where here \( \omega = \exp(i2\pi/5) \). The distillation protocol associated with this code have many distinguishing features already mentioned: it is the smallest known non-trivial code to have a transversal
non-Clifford; it has the largest noise threshold against depolarizing noise \( \epsilon^\ast_{\text{dep}} = 0.363 \); and it has the best known scaling in terms of expected yield (with \( \gamma = 2 \)). All these features can be attributed to the fact that \( d = 5 \) is the smallest dimension where a diagonal non-Clifford gate exists with period \( d \), allowing us to work with \( m = 1 \).

Again, the \( C_M \)-twirled states are parameterised by a fidelity, \( f_0 = 1 - \epsilon \), and 4 independent noise parameters \( f_j \) for \( j = 1, 2, 3, 4 \). Unfortunately, this means that we cannot visualise the \( C_M \)-plane since it depends on 4 real parameters. Nevertheless, we can still obtain a numerical estimate for the distillation noise thresholds. In Fig. (3.2) we show the range of different output error rates for general noise and for depolarising noise, which have thresholds of \( \epsilon^\ast = 0.31195 \) and \( \epsilon^\ast_{\text{dep}} = 0.363122 \).

For completeness we include the output error probability for the depolarizing noise case with \( f_0 = 1 - \epsilon \) and \( f_j = 0 = \epsilon/4 \). After a successful implementation of one round, a depolarized state is output with

\[
\epsilon^\text{out} = \frac{\epsilon^2(96 - 160\epsilon + 75\epsilon^2)}{64 - 256\epsilon + 480\epsilon^2 - 400\epsilon^3 + 125\epsilon^4} \approx \frac{3\epsilon^2}{2} + \frac{7\epsilon^3}{2} + O[\epsilon^4],
\]

and this occurs with probability

\[
P_{\text{suc}} = \frac{(1 - 2\epsilon)^4(64 - 256\epsilon + 480\epsilon^2 - 400\epsilon^3 + 125\epsilon^4)}{64(-1 + \epsilon)^4} \sim 1 - 8\epsilon + \frac{51\epsilon^2}{2} + O[\epsilon^3].
\]

Finally, based on the above results we expect this protocol to have an excellent yield. We numerically studied the yield and again compared it against the qubit protocol \( QR_2(4) \), see Fig (3.3.2). The numerics confirm that across all parameter regimes \( QR_2(1) \) offers a significant resource savings of potentially many orders of magnitude.

### 3.5 State-Injection and Quantum Universality

In the previous chapter, we showed how the qutrit magic states can be converted to a qutrit analogue of the Bloch sphere equator states, which were then used for state-injection of non-Clifford phase gate. Here we generalise these concepts further and define a qudit *equatorial* state as follows.

**Definition 14.** A qudit quantum state \( |\Theta\rangle \) is said to be equatorial, or a phase state, if \( \Theta \in \mathbb{R}^d \) and

\[
|\Theta\rangle = \frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} e^{i\Theta_j} |j\rangle.
\]
Figure 3.3: The yield on a log-scale of our protocols, $QRM_3(2)$ and $QRM_5(1)$, (blue) compared with the Bravyi-Kitaev $QRM_2(4)$ (red) protocol. Plots (1a) and (2a) are a function of initial error probabilities $\epsilon_{\text{in}}$ and target error probabilities $\epsilon_{\text{tar}}$. For the qutrit and ququint states we consider depolarizing noise. Both (1a) and (2a) are further illustrated with cross-sections (1b) and (2b), respectively, with the target error probability held constant. The sudden changes in yield occurs because of discrete changes in the number of iterations required.
From the above definition we see immediately that the magic state $|M_0\rangle$ is in fact an equatorial state with $\Theta_j = 2\lambda_j \pi / d$. Just like with the qutrit magic phase state, the above equatorial states have the important property of being unbiased with respect to the computational bases. In other words, the outcomes of a $Z$ measurement are completely random.

We can now use these equatorial states to simulate a non-Clifford unitary via a state-injection circuit. Let’s consider the input to the circuit to be $|\Phi\rangle |\psi\rangle$, where the state $|\psi\rangle = \sum_j c_j |j\rangle$ is the general state of interest that we wish to act the non-Clifford gate on. We proceed by performing the measurement of the operator $ZZ^\dagger$. Each possible outcome $k$ corresponds to the projector $\Pi_k$ onto a subspace stabilized by $\omega^{-k} ZZ^\dagger$. The outcome state is then

$$\Pi_k |\psi\rangle |\Theta\rangle \propto \sum_j c_j e^{i\Theta_j \otimes k} |j \oplus k\rangle |j\rangle. \quad (3.81)$$

We then decode by performing a Clifford unitary that maps $|j \oplus k\rangle |j\rangle \rightarrow |k\rangle |j\rangle$, and tracing out the first system. This results, as expected, into a unitary transformation on the general states of the form $|\psi\rangle \rightarrow U_k(\Theta) |\psi\rangle$, where

$$U_k(\Theta) = \sum_j e^{i\Theta_j \otimes k} |j\rangle \langle j|. \quad (3.82)$$

This unitary can also be expressed as

$$U_k(\Theta) = (X^k)^\dagger U_0(\Theta) X^k, \quad (3.83)$$

such that

$$U_0(\Theta) |+0\rangle = |\Theta\rangle. \quad (3.84)$$

This unitary transformation is randomly selected from $d$ different possibilities (corresponding to the $k$ different possible outcomes). The question is then, how can we apply (or teleport) a deterministic unitary?

For our purposes we are interested in the unitary gates produced by injecting the magic state $|M_0\rangle$, and wish to teleport the non-Clifford gate $M$ deterministically. For this magic state the above calculations imply that unitary transformation is

$$U_k = (X^k)^\dagger M X^k, \quad (3.85)$$
where we only have the desired unitary when the outcome is \( k = 0 \). Now, to perform this unitary deterministically when \( k \neq 0 \) we make use of the relation \( C_M = MXM^\dagger \). Observe that \( C_M^k = MX^k M^\dagger \), hence the unitary can be expressed as

\[
U_k = (X^k)^\dagger MX^k M^\dagger M, \quad (3.86)
\]

\[
= (X^k)^\dagger C_M^k M. \quad (3.87)
\]

This suggests that we can always recover the non-Clifford unitary \( M \) (for all outcomes \( k \)) by applying a correction Clifford unitary, which is the inverse of \( (X^k)^\dagger C_M^k \). Therefore, we have shown how our magic states \( |M_0\rangle \) can always teleport a non-Clifford gate \( M \) via a state-injection circuit. Using the Thm. (1) we conclude that the gate set \( \langle \mathcal{C}, M \rangle \) is universal.

Finally, in the above discussion we have only considered the perfect magic state \( |M_0\rangle \) in the injection circuit. However, we can consider a more realistic scenario where we have a slightly noisy distilled magic state \( \sigma \), such that \( \epsilon = 1 - \langle M_0 | \sigma | M_0 \rangle \), in the injection circuit. We report that such modification (omitted here) would only lead to similar error (linear in \( \epsilon \)) in the output state \( M |\psi\rangle \).

### 3.6 Summary and Open Problems

We have presented a complete framework for MSD based on the qudit Reed-Muller codes. Along the way, we have provided a generalisation of the qubit \( T \)-gate (the family of \( M_d(m) \) magic gates) and have characterised the “equatorial” magic states \( |M\rangle \) for prime dimensions. We have observed how the qudit systems can allow for much smaller distillation protocols (such as the 5-ququint code \( QRM_5(1) \), which is the smallest known MSD protocol) that outperform many qubit protocols in terms of the yield and noise threshold that can be tolerated.

In our investigation of MSD we have only considered quantum codes that encode a single qudit, i.e. \([n, 1, d]_d \). However, in recent developments there have been qubit MSD protocols proposed that distil multiple magic states per iteration. Notably, in Ref. [110], a novel protocol takes ten noisy magic states per iteration and outputs two magic states. They call this protocol the 10-to-2 distillation protocol, and
it has the benefit of increasing the yield. Similar techniques could potentially also be used to design higher-dimensional protocols, improving the performance of our protocols even further.
Chapter 4

Qudit Topological Quantum Memory

In this chapter we investigate the properties of qudit topological codes serving as a quantum memory. In particular, we describe an efficient decoder for the qudit toric code based on a Renormalization Group (RG) algorithm. We start in Sec. 4.1 by introducing the general properties of topological error correction codes and state the results of this chapter. In Sec. 4.2, we describe the properties of the qudit toric code. This is followed by a discussion of the noise model used here and the numerical method we adopt to estimate the thresholds. In Sec. 4.3 we provide a formal description of our RG decoder and we present the thresholds we obtain. In the limit of high qudit dimension $d$, the thresholds achieved by the decoder reach the saturating value of about $\sim 18\%$. We explain, in Sec. 4.4, this behaviour to be due to a percolation phenomenon and we provide numerical evidence to support our claim. More precisely, the saturating threshold we observe is tightly upper-bounded by what we call the syndrome percolation threshold. To beat this upper-bound, we introduce an enhanced version of this decoder and show that it can boost the threshold, in the limit of high $d$, to about $\sim 30\%$. Finally, in Sec. 4.5, we briefly compare our decoder to other known RG decoders and discuss the generalisation of our work for a complete fault-tolerant simulation.
4.1 Motivation

Any fault-tolerant scheme is associated with a form of error correction code that protects the information when stored or during transmission. We have already seen that the theory of fault-tolerant quantum computation defines a probability threshold, for each operation in the scheme, below which accurate and long computation can be performed. A great amount of research has been devoted in exploring various quantum systems with potential fault-tolerant schemes that achieve high threshold values and have experimentally favourable features. Arguably, the most important feature required for many current technologies is to have the quantum systems on a 2D geometry where only the nearest neighbours can interact.

Conventional schemes that are based on concatenation of stabilizer quantum error correcting codes (QECC) suffer from involving long-range interactions by construction. Such schemes have non-local stabilizer generators\(^1\). Embedding these schemes on a 2D geometry requires the introduction of many additional error-prone swapping operations, which will reduce the threshold substantially [152]. For example, modelling Steane’s 7-qubit code on a 2D architecture with nearest-neighbour interactions, a fault-tolerant threshold of \(1.85 \times 10^{-5}\) was obtained in [154]. Under this setting, currently, the highest threshold achieved is \(2.02 \times 10^{-5}\) [147] using the Bacon-Shor code [11]. On the other hand, schemes that allow for long-range interactions and post-selection can achieve a threshold as high as 3\% [93].

A more practical approach is to include the locality constraint of the interactions within the design of the QECC. The first example of such construction was introduced by Kitaev [90] in his discovery of topological error correction codes or surface codes. The surface codes are a class of stabilizer codes where the qubits are placed on a 2D lattice and the stabilizer generators are local Pauli operators. While the locality of the stabilizer depends on the geometry of the lattice, the error correction properties and the encoded space depend on the topology of the surface [28, 112]. Moreover, Kitaev demonstrated how to perform universal quantum computation that is fault-tolerant by its physical nature using topologically

\(^1\)By non-local stabilizers we mean stabilizers such that the non-trivial Pauli operators acts on geometrically distant qudits. In other words, we cannot structure the qudits on a 2D geometrical lattice such that the stabilizer generators involve measuring nearest-neighbours qudits.
ordered many-body quantum systems supporting anyonic excitations. In our study here, we are not so much interested in the ‘topological’ features of the surface codes. We will simply consider these codes as stabilizer codes and study their capability in storing qudits.

More specifically, in this work we will study the toric code, which is a simplified version of the surface codes. Kitaev introduced the toric code as a toy model for topological error correction. The toric code captures all the essential features needed to store quantum information robustly in 2D topologically ordered systems. In the toric code the quantum systems are attached to the edges of a square lattice on a torus (see Fig. 4.1). The torus can be thought of as a 2D plane with two periodic boundaries. Converting the toric code to a surface code with open boundaries requires little effort and causes a negligible effect on the threshold. For this reason, we will only limit our study to the toric code.

For the toric code to serve as a quantum memory, the physical errors must be corrected at a sufficient rate to prevent the errors from accumulating and causing a logical error. This is achieved by performing active error correction and decoding the toric code periodically. Each decoding step consist of measuring all the stabilizer generators to obtain the syndromes. The syndrome values are then processed by a classical algorithm to guess the errors that could given rise to observed syndromes, which can then be corrected. In our study here we will assume that the stabilizer measurements to be noise-free, i.e. we are only considering perfect decoding.
Currently there are a variety of classical algorithms that efficiently decode the qubit toric code. The early extensive study by Dennis et al. [46] demonstrated how the toric code model can be mapped to a statistical mechanical model, the random-bond Ising model (RBIM), and showed how the optimal error threshold $p_{th}^{opt}$ of the toric code corresponds to a phase transition point in the RBIM known as the Nishimori point. In the case of independent, identically distributed (IID) bit-flip noise model and perfect decoding, the optimal threshold\(^2\) is estimated (when mapped to the Nishimori point) to be $p_{th}^{opt} \approx 10.9\%$ [73, 111, 121, 44]. The decoding algorithm that achieves the closest threshold to $p_{th}^{opt}$ is the minimum-weight perfect matching algorithm (MWPMA) which has an efficient implementation based on Edmonds’ blossom algorithm [53]. This algorithm has been extensively studied and the highest threshold it can achieve has been estimated to be about 10.3\% [162, 163, 58].

Of more relevance to our work is the so-called Renormalization Group (RG) decoder proposed recently by Bravyi and Haah [25]. This decoder was introduced as an efficient decoder for general topological codes and its correction capabilities were studied for the 3D cubic code [70] and the qubit toric code. With perfect measurements, this decoder was shown to achieve a threshold of 6.7\% for the qubit toric code. As we will see, one of the remarkable features of this decoder is that it has the construction independent of the qudit dimensions, which makes it very suitable for our investigation, and it will allow us to obtain a numerical estimate of the threshold for any qudit dimension.

This is not the only RG decoder that exists. An earlier RG-type decoder that was used for decoding the toric code is due to Duclos-Cianci and Poulin [48, 49]. This decoder achieves a threshold of 8.2\% for the qubit toric code. Very recently, Duclos-Cianci and Poulin [51] have generalised their decoder to the qudit toric code. However, due to the fact that their decoder has a run-time complexity that depends on the dimension as $O(d^7)$, they were not able to obtain thresholds values beyond dimension 6.

Although these can both be considered as a type of RG-decoder, their constructions differ greatly. To distinguish between these decoders, we will follow the distinction given in [50] and we will refer to the first decoder from [25] as the hard-decisions RG decoder (HDRG), for reasons that will become clear\(^2\)Under similar statistical mechanical arguments, the optimal threshold for other noise models, such as the depolarizing noise, has been estimated to be around 10.9\% [20].
in due time. Our main interest in this chapter is to investigate the performance of the HDRG decoder in decoding the qudit toric code [31]. A detailed comparison between these decoders can be found in [6].

One of the motivations behind exploring qudit systems is that the outcomes of the stabilizer measurements have the potential to give more information on where the errors have occurred (we will discuss a specific example in due time). If this extra information is exploited correctly, higher thresholds might be obtained than is possible in the qubit case. To our knowledge, such an improvement in the threshold was first observed in [5]. Other studies of the thermal stability of the toric code also indicate some advantages in using qudit systems [161].

Finally, it is also worth pointing out why we did not choose to generalise the MWPMA. In the qubit case, the MWPMA typically consists of constructing a complete weighted graph where the nodes are the non-trivial syndromes and the weight of the edges is the shortest Manhattan distance between the nodes. Then using Edmonds’ algorithm [53, 96] the perfect matching of minimum weight can be efficiently determined. The algorithm then finds the maximum-likelihood error for the code. We can think of each node in the qubit code as having charge 1, and hence when two nodes are matched, they are annihilated (since $1 + 1 = 0 \mod 2$). However, in higher dimensions, the charge of the nodes are from the set $\{1, \ldots, d-1\}$. Hence we must consider all the possibilities of matching all neutral sets of multiple nodes in order to annihilate them. Thus to find the lowest weight error correction chains for the qudit code requires an algorithm, which must minimize weights on a hypergraph whose hyperedges consist of all charge neutral subsets of nodes. Minimum weight hypergraph matching is an NP-Hard problem in computational complexity theory [87]. We therefore do not expect good speed performance for such a decoder, and have not pursued it here.

4.2 The Qudit Toric Code

4.2.1 Properties

In the toric code, the physical qudits are attached to the edges of a square lattice embedded on the surface of a torus, as shown by the lattice in Fig. (4.2a). The toric code is a quantum stabilizer code with two
Figure 4.2: a) The toric code lattice with the periodic boundaries indicated by the dashed line. b) The qudit vertex and plaquette operators. c) Transporting a plaquette in the four directions requires applying the indicated $X$ operators.

types of weight-four commuting stabilizer generators, the so-called vertex and plaquette stabilizers, see Fig. (4.2b). It is easy to see that all these stabilizer generators commute. This code is also known in the literature as the $\mathbb{Z}_d$-Kitaev’s code. It is a member of the family of Abelian quantum double models [90].

Notice that a square lattice is self-dual—meaning that when taking the lattice dual the vertices and plaquettes are switched. We will often refer to the vertex and plaquette operators collectively as the check operators. For an $L \times L$ lattice there are $n = 2L^2$ physical qudits and $m = L^2$ possible plaquette or vertex operators. Due to the periodic boundary condition, however, each plaquette (vertex) can be expressed as the product of the remaining $L^2 - 1$ plaquette (vertex) operators; implying that there are only $n - k = 2(2m - 1)$ check operators that are independent, where $k$ is the number of encoded qudits. Hence, $k = 2$ meaning that a toric code encodes only two qudits.

As can be seen from the definition of the plaquette and vertex operators, the toric code is a CSS code [33, 149] where the stabilizer generators consist either of $X^j$ or $Z^j$ operators. Hence, the vertex operators detect only $Z^j$ errors, and similarly the plaquette operators detect $X^j$ errors. Recall that the possible outcomes of measuring a stabilizer generator are phases from the set $\{1, \omega, \ldots, \omega^{d-1}\}$. We
will refer to any non-trivial syndrome as \textit{charged}, with the charge being an element from the set of the non-trivial phases \{\omega, \omega^2, \ldots, \omega^{d-1}\}. For simplicity, we can equivalently work with integer powers of the non-trivial phases \{1, \ldots, d-1\}.

The stabilizer measurement of the plaquette and vertex operators is performed using the circuit in Fig. (4.3), where an ancillary qudit is measured destructively in the process. Geometrically, we can think of these ancillary qudits to be placed at the centre of the plaquettes and the vertices, with the generalised \textit{SUM} gate \( \Lambda(X^k) \) entangling the nearest-neighbouring qudits. This gate is defined as

\[
\Lambda(X^k) : \quad |i\rangle |j\rangle \mapsto |i\rangle |k i \oplus j\rangle ,
\]

and in the Heisenberg picture, it maps the Pauli operators as

\[
\begin{align*}
X \otimes 1 & \rightarrow X \otimes X^k , \\
1 \otimes X & \rightarrow 1 \otimes X , \\
Z \otimes 1 & \rightarrow Z \otimes 1 , \\
1 \otimes Z & \rightarrow Z^{-k} \otimes Z .
\end{align*}
\]

All the error detecting and correcting elements of these circuits are assumed to be perfect with the only source of errors being the noise channel on the physical qudits. By considering single physical errors \( X^j \) (or \( Z^j \)), one can use the above map to track how the errors propagate through these circuits and determine the corresponding measurement outcome.
The topological nature of the code is evident within the structure of the stabilizer group. Every element in the stabilizer corresponds to a product of closed loops of $X^j$ and $Z^j$ operators. It is convenient to adopt some terminology from topology to characterise these operators. Closed loops which enclose a surface are called homologically trivial. The logical operators $\bar{X}^j$ and $\bar{Z}^j$ correspond to non-trivial homological loops of errors. An example of a $\bar{Z}^j$ is shown in Fig. 4.2(a). Given any chain on the lattice, deformation to any homologically equivalent chain can be achieved by a multiplication by an element of the stabilizer. Hence all homologically equivalent operators correspond to the same logical operator on the encoded qudits. Recall that the distance of a code is equal to the minimum weight of all possible logical operators, and this is easily seen as the error chain of the lattice length $L$. In the notation of the stabilizer codes, the toric code can then be denoted by $[2L^2, 2, L]_d$.

It proves useful to introduce some terminology to describe the relationship between the qudit errors and the detected syndromes. For example, we say that a single $X^j$ error creates a pair of plaquettes. Similarly, we say a chain of $X^j$ errors consisting of different weights (i.e. different $j$ values) will creates a trail of plaquettes. Notice that, in the qubit case a chain of $X$ errors will still create a pair of plaquettes at the endpoints of the error chain—without providing any information about the actual path of the error chain. But as the qudit dimension increases, the trail reveals more information on where exactly the actual error chain has occurred, see the example provided in Fig. (4.4). It is this additional information that allows us to make better judgement when performing error correction and ultimately leads to higher thresholds than the qubit case.

To correct the errors, we apply correction chains, as instructed by the decoder, such that charged plaquettes (vertices) are annihilated. The annihilation can be thought of as a physical process that transports and fuses the syndromes until the charges cancel. As an example, the transportation rule in Fig. (4.2c) shows which operators need to be applied to transport a plaquette in a certain direction.

There are an exponential (in $L$) number of different error configurations $\mathcal{E}(E)$, with a total of $d^n = d^{2L^2}$ possible errors of each type. Note that the code is degenerate, meaning that many different error configurations correspond to each syndrome. In fact, given the symmetry of square lattice, one would expect that there are $d^m = dL^2$ possible plaquettes (or vertex) outcomes. But because we are only
considering perfect syndrome measurements, each error configuration must have a total charge zero. Hence the number of possible configurations is divided by the number of different charges, which is $d$. This leads to $d^{L^2-1}$ possible syndrome configurations.

Based on the above simple counting argument, each syndrome can be caused by $d^n/d^{m-1} = d^{L^2+1}$ possible error configurations, which is exponential in the size of the lattice. An optimal decoder will have then to search through an exponential number of errors to find the most probably homological class. For the majority of stabilizer codes, the problem of optimal decoding is known to be an $\text{NP}$-hard problem [77, 98].

### 4.2.2 Noise Model and Monte Carlo Simulation

In this section we discuss the noise model the lattice is subjected to, and explain how we estimate the thresholds of the HDRG decoder.

As stated previously, we will assume that the measurement of the check operators is perfect, and the only source of errors is the noise acting on the physical qudits. Furthermore, the noise model we consider is the independent error model (also called the uncorrelated noise model) where $X^j$ and $Z^j$ physical errors occur independently with equal probability. Therefore, under such a symmetric noise
model it suffices to study the error-correction properties for one type of errors. For this reason, in the discussions that follow we will often only discuss $X^j$ error chains and the plaquette operators. It should always be assumed that the same discussion can be applied to the case of $Z^j$ errors chains and vertex operators by working on the dual lattice. More formally, under this noise model, each qudit $e$ suffers an $X^j$ error with the following probabilities:

\[ \text{Prob}(X^0) \equiv \text{Prob}(\mathbb{1}) = 1 - p, \quad \text{Prob}(X^j) = \frac{p}{d - 1}, \quad (4.6) \]

for all nonzero $j \in \mathbb{Z}_d$.

We estimate the error correction threshold numerically via a Monte Carlo simulation. For a single Monte Carlo sample, we initiate a lattice in a pure state of the code-space, and generate random error configuration $E$ of the edges of the lattice using the above noise model for physical error rate $p$. The syndromes of the error configuration are then measured and fed to the decoder. The decoding algorithm will return a correction configuration $E'$ that will annihilate all the observed syndromes. After the correction step is completed, we compute $E'' = E \oplus E'$, and if $E''$ contains no logical chain we regard the decoder as successful, otherwise the decoder has failed. In the simulation we repeat this procedure $N$ times for a given $p$, and we evaluate the success probability $p_{\text{succ}}$ as the fraction of times the decoder succeeds. The standard deviation in the estimated success probability is $\sigma = \sqrt{p_{\text{succ}}(1 - p_{\text{succ}})/N}$.

To determine the threshold, we plot $p$ versus $p_{\text{succ}}$ for different lattice sizes as shown, for example, in Fig. (4.6). The threshold $p_{\text{th}}$ is defined to be the point at which the success probability curves intersect in the limit $L \to \infty$. In other words, the threshold represents the point below which arbitrarily high $p_{\text{succ}}$ can be achieved provided that the lattice is large enough. However, in the actual simulations, the data points can only be obtained for a relatively small lattice sizes $L$, and such lattices are subject to small system size effects, which can affect the evaluation of $p_{\text{th}}$. This is easily seen in the $L = 16$ curve of Fig. (4.6).

To account for the small system size effects, we estimate $p_{\text{th}}$ by using the fitting proposed by Har-

---

3Keeping in mind that a qudit suffering a combination of $X^j$ and $Z^k$ errors simultaneously such as $X^jZ^k$ (i.e. a $Y$-type error) will be detected by both the adjacent plaquettes and vertices, and hence the decoder will return an independent correction of $X'^j$ and $Z'^k$, which when combined becomes $X'^jZ'^k$—thus such combinations of errors are also correctable.
rington et al. [162, 71]. In this fitting, all the data points (for all that lattice sizes $L$) are fitted to the curve

$$A + Bx + Cx^2 + DL^{-1/\mu},$$

(4.7)

where $x = (p - p_{th})L^{1/\nu}$, as shown, for example, in the boxed plot in Fig. (4.6). In particular, the last term in the fitting, $DL^{-1/\mu}$, accounts for the small size effects. We can see that, in the limit of $L \to \infty$, this term tends to 0 (where $\mu$ is positive). We have used the \texttt{NonlinearModelFit} function in Mathematica to estimate the fitting parameters\footnote{In particular we have used the options “BestFitParameters” to extract the parameter estimates, and “ParameterErrors” to estimate the standard deviation error in each parameter.} $\{A, B, C, p_{th}, \nu, \mu\}$.

4.3 HDRG Decoder

The HDRG decoder was introduced in [25]. In this section we will present a refined version of this decoder and show how it can achieve higher thresholds for the toric code.

4.3.1 Decoder Description

The HDRG decoder has a simple and elegant intuition behind its construction, and before we introduce it formally we shall give a heuristic description of how it works. The HDRG consists of multiple levels of decoding that will eventually annihilate all the syndromes completely. Each level of decoding is associated with a geometric measure of distance on the square lattice, such that the distance gets bigger as the levels increase. At each level, the syndromes are divided into disjoint clusters such that the syndromes in each cluster are separated by (at most) the distance determined by the decoding level. If the charge of a cluster is zero (modulo $d$), then the syndromes of the clusters are annihilated locally. Otherwise, charged clusters are passed to the next higher level until ultimately they become part of a neutral cluster and gets annihilated. Next, we will define and explain all the aspects of this decoder more rigorously.

Let us just work with plaquettes with the analogous vertex formalism being obvious. We will need
a notion of distance between the plaquettes, and for this purpose start by associating a coordinate vector \( \mathbf{x} = (x_1, x_2) \) for each plaquette on the 2D lattice. For any two plaquettes with coordinates \( \mathbf{x} \) and \( \mathbf{x}' \), we will use two distance measures. First, the taxi-cab distance is \( D^{(1)}(\mathbf{x}, \mathbf{x}') = |x_1 - x_1'| + |x_2 - x_2'| \). Our second distance is the Max distance, and it is defined as \( D^{(\infty)}(\mathbf{x}, \mathbf{x}') = \max\{|x_1 - x_1'|, |x_2 - x_2'|\} \). Both can be used to define balls like regions \( B \) of a certain radius \( r \), centred on a plaquettes \( \mathbf{q}(\mathbf{x}) \), such that

\[
B^{(1)}_r(\mathbf{x}) = \{ \mathbf{x}' | D^{(1)}(\mathbf{x}, \mathbf{x}') \leq r \},
\]

\[
B^{(\infty)}_r(\mathbf{x}) = \{ \mathbf{x}' | D^{(\infty)}(\mathbf{x}, \mathbf{x}') \leq r \},
\]

Although we call these balls, the Max distance generates squares and the taxi-cab distance picks out diamonds. Here, however, we will be interested in regions that combine these notions of distance. For any integer \( r \) and \( s \), we define region \( \mathcal{R}_{r,s} \) that when centred on a point \( \mathbf{x} \) are

\[
\mathcal{R}_{r,s}(\mathbf{x}) = B^{(1)}_{r+s}(\mathbf{x}) \cap B^{(\infty)}_r(\mathbf{x}),
\]

and so is simply the intersection of two balls with different metrics. The first few instances are shown in Fig. (4.5). Clearly we only need to consider \( s \leq r \). Note that the regions are symmetric, so if \( \mathbf{x} \in \mathcal{R}_{r,s}(\mathbf{y}) \) then \( \mathbf{y} \in \mathcal{R}_{r,s}(\mathbf{x}) \). When this happens we say \( \mathbf{x} \) and \( \mathbf{y} \) are \( (r, s) \)-connected.

Furthermore, we need a notion of connection for a cluster \( \mathcal{C} \)—or set of syndromes. Firstly, we define connected paths in \( \mathcal{C} \). A path \( \gamma \) in \( \mathcal{C} \) is an ordered subset of \( \mathcal{C} \), such that \( \gamma = \{ \mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \ldots, \mathbf{x}^{(n+1)} \} \).
and we define it to be \((r, s)\)-path-connected if for all \(j\), \(x^{(j)}\) and \(x^{(j+1)}\) are \((r, s)\)-connected. Now, we say the cluster is \((r, s)\)-cluster-connected if for all \(x, y \in C\) there exists an \((r, s)\)-connected-path in \(C\) starting at \(x\) and ending at \(y\). The intuition behind defining regions is this way is to take into account some of the degeneracy in the errors creating the syndromes. We will discuss this point in more detail shortly.

These geometric concepts can be used to explain the decoding scheme. Given measurement data for all the plaquettes, recall that we say a plaquette is charged if it has a non-trivial outcome. If plaquette at \(x\) has measurement outcome \(m_x\), then information is conveyed by the ordered pair \((x, m_x)\), and the full list of charged plaquettes is \(\mathcal{W} = \{(x, m_x)|m_x \neq 1\}\). Similarly a charged cluster is a subset of the full charge distribution, \(C \subset \mathcal{W}\), where we use a different script to indicate the presence of charge information. A charged cluster is said to be neutral if the total charge is zero, so that \(\sum_C m_x = 0 \mod d\). Neutral clusters can always be annihilated by transporting and fusing the syndromes within the cluster until the total charge disappears. When doing so, we update the plaquette information from \(\mathcal{W}\) to \(\mathcal{W}'\), such that the annihilated neutral cluster \(C\) is no longer contained in \(\mathcal{W}'\). In fact, if the size of a cluster is very small in comparison to the lattice size, then it is very likely that the cluster has been generated by local errors within the cluster. The intuition behind the HDRG decoder is that if such small clusters are annihilated locally, then the resultant correction chains, combined with the actual error chain, will form a trivial loop of errors. By trivial loop, we mean a loop which does not wrap around the torus, such operators are stabilizer elements and so equivalent to the identity on the code-space. Topologically, such chains are homologically trivial loops.

The complete set \(\mathcal{W}\) can always be partitioned into a set of disjoint clusters \(\tilde{\mathcal{W}} = \{C_1, C_2, \ldots C_m\}\), for some \(m\), and where \(\mathcal{W} = C_1 \cup C_2 \cup \cdots \cup C_m\). We say a particular partition \(\tilde{\mathcal{W}}\) is a \((r, s)\) -partition if both the following conditions are met:

i. connectivity: every charged cluster in the partition is \((r, s)\)-cluster-connected;

i. maximality: for any distinct pair of charged clusters in the partition, \(C_j\) and \(C_k\), we find that \(C_j \cup C_k\) is not \((r, s)\)-cluster-connected.

Maximality ensures that there is no suitable path between the disjoint clusters, and so they could not be
merged into a single cluster. Furthermore, whenever the connectivity condition is met, but maximality fails, there exists another partition that does fulfil both conditions using fewer charged clusters.

As stated previously, the HDRG decoder involves multiple levels of decoding. Each decoding level \( l \) is associated with a choice of regions \( \mathcal{R}_{r,s} \). At the first level we begin with \((r, s) = (1, 0)\). The parameters increase iteratively, such that for \( l + 1 \), first we try to increase \( s \) by 1, but if \( s = r \) we instead increase \( r \) by one and reset \( s \) to zero. The relation between the level number and the distance parameters can be determined with simple calculation to be \( l = \lfloor s(r+1)/2+r \rfloor \). The decoder performs the following, beginning with the first level \( l = 1 \):

1. **Clustering:** Find a \((r, s)\)-partition of \( \mathcal{W}_l \) into disjoint charged clusters;

2. **Neutral Annihilation:** For every neutrally charged cluster in the partition, \( C_j \), find an Pauli correction \( e_j \) that annihilates all the syndromes by fusing them arbitrarily with their nearest neighbours in \( C_j \);

3. **Refresh:** Record the collective Pauli correction \( E'_l = \prod_j e_j \) and update the syndrome information to \( \mathcal{W}_{l+1} \). If \( \mathcal{W}_{l+1} \) is non-empty, then repeat at next level \( l = l + 1 \).

It is helpful to refer to individual levels of the decoder as sub-protocols that we label \( \mathcal{D}_l \). Any charged cluster that cannot be annihilated completely by \( \mathcal{D}_l \), is therefore left for the next higher level of decoding. The higher levels will have larger regions and therefore any charged clusters will eventually be combined inside bigger neutral clusters which can then be annihilated. Also, notice that in the HDRG construction the correction chains are determined during the annihilation step at every level of decoding. In classical coding theory, this is a typical feature of what is known as a *hard-decisions decoder* \([115, 126]\).

There are few crucial differences between our version of the HDRG decoder described above and the original decoder by Bravyi and Haah \([25]\). First, the distance measure in \([25]\) is the Max distance \( D^{(\infty)} \). Recall that a ball of radius \( r \) in this the Max distance is denoted \( B_r^{\infty} \), and Bravyi and Haah use such a region at level-\( r \) of the decoder. We also use such regions, since \( \mathcal{R}_{r,0} = B_{r}^{\infty} \), but our protocol is more refined and uses additional levels of decoding. Finally, their decoder declares failure and aborts if the area of a cluster is larger than half the lattice size. The idea behind this requirement is that annihilating
such large clusters would very likely lead to a logical error. However, in our decoder we did not enforce this requirement because, as we will see, in higher dimensions the syndrome tend to percolate if the physical error probability is high, and we would like to investigate how this decoder behaves in such regimes. Finally, in their decoder, the Max distance scales exponentially with the decoding levels, whereas in our case the scaling is linear.

In the qubit case, for all practical purposes (best case instances) the run-time complexity of the decoder by Bravyi and Haah is $O(L^2 \log L)$, where $L$ is the lattice size [25]. In higher dimensions the number of syndromes increases with the qudit dimension. To understand this behaviour consider the following example. In the qubit case if two neighbouring errors occur then the shared syndrome will not be detected. But in the qudit case, the probability that two neighbouring errors will have equal and opposite weights will diminish quickly as the dimension increases. Hence, the shared syndrome will almost always be detected. The consequence of this observation is that for a given error rate the density of the syndromes will approach the density of the errors as the dimension increases. Therefore the exact run-time complexity needs to capture the relation between the number of syndromes and the qudit dimension, which is not a trivial task. But our numerical analysis (omitted here) shows that the speed of HDRG has a very small dependence on the dimension physical qudits, and for most practical purposes it can be safely neglected. Moreover, our refined distance measure $\mathcal{R}_{r,s}$ has linear scaling with the decoding levels. As a consequence the run-time complexity is $O(L^3)$ in the best case, which is slower than that of Bravyi and Haah [25].

### 4.3.2 Numerical Estimates of the Threshold

In this section we present the results of the Monte Carlo simulation for the HDRG decoder. We begin with the qubit case before moving to higher dimensions. We plot the success probability curves for the qubit case in Fig. 4.6. Using the fitting given in Eq. (4.7) we estimate the threshold to be $8.4\% \pm 0.01$. This value is slightly higher than that of SDRG decoder in [48] of $8.2\%$.

Recall that the threshold achieved by the original HDRG decoder in [25] was $6.7\%$. The improvement in the threshold achieved by our HDRG decoder is mainly due the refined set of regions $\mathcal{R}_{r,s}$ we
Figure 4.6: The success probability of the HDRG decoder for the qubit case. The data points are generated with $10^5$ samples for $L \in \{16, 32, 64, 128\}$ and $10^4$ samples for $L \in \{256, 512\}$. The error bars are taken to be $2\sigma$. The boxed plot shows the data fitting, where $x = (p - p_{th})L^{1/\nu}$, $\nu = 1.85 \pm 0.04$ and $\mu = 0.46 \pm 0.06$. 

\[
A + Bx + Cx^2 + DL^{-1/\nu}
\]
have adopted in comparison to Ref. [25], where regions based on solely the Max distance were considered. To demonstrate this point consider the simple examples depicted in Fig (4.7). First, Fig (4.7a) shows two plaquettes created by one and two errors. Clearly the single error is more likely to occur in comparison to two neighbouring errors. However, with the $D^{\infty}$-metric the plaquettes in both cases will be connected at the first level. In contrast, the regions $R_{r,s}$ distinguish between the two cases, and they will be connected at two separate decoding levels, namely $D_1$ and $D_2$. Also, Fig. (4.7b) shows two cases of two plaquettes created by two errors. For the first case, there are two errors for which the set of successful recovery operations are identical. Hence, the first case is more probable since it has double the degeneracy. The regions $R_{r,s}$ better account for this degeneracy by again treating these cases into two separate levels, namely $D_2$ and $D_3$. The overall effect of such refinement is to create finer clusters which would lead to better error correction during the annihilation step.

The above observations suggest that to improve our decoder further one can consider a different sequence of regions. An optimal ordering of regions would always first connect syndromes that can be created by fewer errors and higher degeneracy. It is not hard to see that such improvement would switch, for example, level $D_5$ with level $D_6$, because the latter will connect syndromes created by fewer errors as shown in Fig. (4.7c). Our approach, however, was easier to implement, and we leave such further improvement for a future investigation.

The thresholds of the remaining prime dimensions are plotted in Fig. (4.8). To demonstrate that a numerical estimate of the threshold can be obtained for any dimension we have chosen the 1000th prime number $d = 7919$ to represent the limit of high $d$. As can be seen from Fig. (4.8), the threshold increases monotonically with qudit dimension and reach a saturating value of about 18.0%. We have discovered that the reason for this behaviour is due to what we call the “syndrome” percolation effect, which we will discuss next.

It was pointed out in the last section that for a given error rate the density of syndromes increases as the dimension of the qudits increases. In fact, as we will show in the next section, for any given prime dimension $d \geq 3$, there exists a unique threshold error rate at which the syndromes percolate the lattice. In other words, above this threshold the syndromes will span the lattice in a single connected cluster.
Figure 4.7: The distance $R_{r,s}$ distinguishes between a) and b), whereas the $D^{\infty}$ distance does not. c) The optimal distance measure will switch levels $\mathcal{D}_5$ and $\mathcal{D}_6$.

refer to this threshold as the *syndrome percolation threshold* denoted by $p_{\text{syn}}^{th}$. We will provide numerical estimates of this threshold in the next section. We will find that it decreases as the dimension increases until it reaches a constant value of about 18.0% in the limit of high $d$, see Fig. (4.9).

Syndrome percolation has severe consequences for the HDRG decoder. For any error rate $p > p_{\text{syn}}^{th}$ there will be one percolating neutral cluster at the first level $\mathcal{D}_1$ of decoding. The HDRG will try to annihilate the syndromes arbitrarily and will most likely fail. This suggests that we cannot expect the HDRG decoder to achieve a threshold higher than the percolation threshold, because the success probability curves must diminish above the percolation threshold. Indeed this is what we observe in the limit of high $d$, as illustrated by the boxed plot in Fig. (4.8). The point of intersection of the curves (which defines the threshold) intersects $x$-axis at the value of the percolation threshold. The actual curves (omitted here) are too noisy around the percolation threshold, for this reason we have indicated by the red error bar the range at which the actual curves intersects. Our numerical analysis shows that if we ignore the small lattice sizes, then the curves of the large lattice sizes clearly cross at single point around $18.0\% \pm 0.1$.

The conclusion of the above discussion is that in the limit of high $d$ the syndrome percolation threshold is a tight upper-bound on the threshold achieved by the HDRG decoder.
Figure 4.8: The threshold values of the HDRG decoder for prime dimensions with $2\sigma$ error bars. The boxed plot is illustrative figure of the behaviour the success probability in the limit of high $d$. 
4.4 Beating the Percolation Upper bound

4.4.1 Syndrome Percolation

Percolation theory is the study of connectivity and transport on random graphs [30, 69, 148]. A standard percolation model consists of a random graph whose nodes (vertices) are distributed in space and the links (edges) connect neighbouring nodes only. We are mainly interested in the percolation behaviour on a 2D regular lattice, and in particular the square lattice. There are typically two stochastic mechanisms associated with each lattice structure: either the vertices of the lattice are fixed in space and edges are created randomly between them, or vertices are random in space and the edges connect neighbouring vertices.

For instance, in the random site (or vertex) model, each site is “empty” with IID probability $p$ and otherwise it is “occupied”. For each instance, we say percolation occurs if there is a nearest neighbour path that spans the lattice using only occupied vertices. The key result of percolation theory is that there exists a threshold, $p_{\text{site}}^{\text{th}} = 59.27\%$, above which the probability of percolation approaches unity with increasing lattice size, and below threshold the percolation probability vanishes in the large lattice limit. A similar phenomenon occurs when lattice edges (or bonds) are randomly removed, which has a threshold of $p_{\text{bond}}^{\text{th}} = 50\%$.

On the square lattice of the toric code, the bonds correspond to the qudits and the sites correspond to the vertex/plaquette operators. The bond percolation threshold tells us that above a 50\% error rate there will exist (in the thermodynamics limit, $L \to \infty$) a percolating chain of bonds (or edges). With periodic lattice boundaries, such a chain does not necessarily correspond to a non-trivial closed loop, and there must exist another slightly higher threshold for the existence of a ‘percolating’ non-trivial loop, which we denote by $p_{\text{loop}}^{\text{th}}$, such that $p_{\text{loop}}^{\text{th}} \geq p_{\text{bond}}^{\text{th}}$. We identify straight away the threshold $p_{\text{loop}}^{\text{th}}$ to be the error rate above which a logical error is bound to exist, and hence no stabilizer measurement can detect it, and in turn no decoder can correct it. Hence, the threshold $p_{\text{loop}}^{\text{th}}$ represents a hard upper-bound to the optimal threshold for the qudit toric code, and we expect it to be very close to $p_{\text{bond}}^{\text{th}}$.

In our discussion that follows, we will be interested in the syndrome percolation threshold of the
toric code. This is not equivalent to the site percolation threshold because the syndromes are created in pairs by qudit errors (on the bonds). Given a syndrome $\mathcal{W}$ we say that it percolates the lattice, if there is a nearest neighbour path in $\mathcal{W}$ that spans the lattice. In more general terminology, a nearest neighbour path is a $(1, 0)$-connected-path in $\mathcal{W}$. There have been studies of site percolation with distant neighbouring interactions [105, 104], but to our knowledge there have not been investigations where the bonds interact with the sites in the manner defined by the toric code. Also, there does not appear to be an analytic method that can determine the syndrome percolation threshold for any dimension $d$ from the known theory on the bond and site percolation. In the limit of high $d \to \infty$, we can make a crude assumptions to derive an upper bound for the syndrome percolation threshold.

When $d$ is very high, we can safely assume that the only possible situation in which the charge of a plaquette (or a vertex) is zero if all its qudits are error-free. This occurs with a probability of $(1 - p)^4$, and hence the probability of a plaquette with a non-trivial charge is $1 - (1 - p)^4$. If we make the crude assumption that such plaquettes are distributed equally, then we can equate this probability to the site percolation threshold, $p_{\text{site}}^{\text{th}} = 0.5927 = 1 - (1 - p)^4$. Solving for $p$, gives a hard upper-bound for the syndrome threshold of $p = 20.11\%$. We expect the actual threshold to be slightly smaller than this value.

To estimate the syndrome percolation threshold for qudit dimension $d$, we resort to numerical evaluation via a Monte Carlo simulation. The simulation is straightforward and it is very similar to that described in Sec. 4.2.2 in estimating the error correction threshold. For a given dimension $d$, error rate $p$, and lattice size $L$, we generate a qudit lattice such that each qudit suffers an error with probability $p$. The syndromes are then calculated. If the syndromes percolate (span the lattice) then the simulation will be declared successful, otherwise it is a failure. This procedure is then repeated $N$ times, and the success probability is evaluated as the fraction of times the simulation has succeeded. The simulation is then repeated for a fixed range of $p$ and different lattice sizes. The threshold is determined as the point of intersection of the different success probability curves (omitted here).

The syndrome percolation thresholds obtained are presented in Fig. (4.9). As can be seen from this figure, there does not exist a syndrome percolation threshold for the qubit case. This can be explained to be due to the fact that the number of non-trivial syndromes is completely symmetric about the 50% error
rate. For example, in the limit of large lattice size, the average number of non-trivial syndromes is the same if $p = 0.5 - \alpha$ or $p = 0.5 + \alpha$, where $0 \leq \alpha \leq 0.5$. This implies that there does not exist a threshold above which the syndromes always percolates. However, for the remaining prime dimensions, such symmetry does not exists and we always observe a threshold. We see that the syndrome percolation threshold decreases monotonically with the qudit dimension, and in the limit of high $d$ it reaches a constant value of about 18%. confirms the suggestion of the last section that the syndrome percolation threshold is an upper-bound for the HDRG decoder. In the next section we will show how the HDRG decoder can be enhanced to beat this upper-bound.

---

5This fact can be understood by considering the probability that a plaquette (or a vertex) is non-trivial. In the qubit case, this occurs with probability $4p(1-p)^3 + 4p^3(1-p)$, which is symmetric about $p = 0.5 \pm \alpha$, hence indicating that the profile of the curve of the success probability of syndrome percolation versus the probability $p$ has a bell shape about $p = 0.5$, which prohibits the existence of a unique threshold point.
Figure 4.10: The first four levels of $Q_{r,s}$. The red square is the syndrome $s$ and the blue squares are the syndromes at the outer layer of $R(r,s)$.

### 4.4.2 Enhanced HDRG Decoder

To beat the percolation threshold we consider an initialization step $\mathcal{I}$ that enhances the performance of the HDRG decoder. This step is not efficient, but we will show that it can boost the threshold to about 30\% at a computationally feasible cost. The initialization step is designed to dissect a percolating cluster into a more sparse set of clusters before running the HDRG decoder (i.e. before running the first level of decoding $D_1$). It achieves this by using a brute force method to find any neutral sub-clusters within the percolating cluster. The sub-clusters are then annihilated before running the HDRG decoder. We have constructed this initialization step to search for the sub-clusters systematically utilizing similar concepts as those used in the HDRG decoder.

More formally, the initialization step consists of multiple levels $N$ of searches for neutral sub-clusters. Let $Q_{r,s}$ be the set of syndromes at the outer layer of $R_{r,s}$, such that

$$Q_{r,s}(x) = \begin{cases} \mathcal{R}_{r,s} \setminus \mathcal{R}_{r-1,s-1}, & \text{for } s = 0, \\ \mathcal{R}_{r,s} \setminus \mathcal{R}_{r,s-1}, & \text{for } s > 0, \end{cases}$$

(4.11)

where "$A \setminus B$" just means in $A$ but not in $B$. This is more easily shown by the examples in Fig. (4.10).

Then each initialization level $N_{r,s}$ is associated with sets of syndromes of the form $Q_{r,s}$. We denote the elements of the set $Q_{r,s}$ by $q_j$, and by definition, each set has either 4 or 8 syndromes, see Fig. (4.10).

For any plaquette $u$ and $q_j \in Q_{r,s}$, we construct a search rectangle $T$ as the minimum rectangle that encloses syndromes $u$ and $q_j$. In other words, the plaquette $u$ and $q_j$ form the opposite corners of the search rectangle. Inside $T$, we define a search-path $\tau$ as any minimum size $(1,0)$-path-connected
in $T$ that starts at $u$ and ends at $q_j$. There are many such paths, and by construction, they will contain $|\tau| = (r+s+1)$ total syndromes. We denote the set of all possible search-paths in $T$ by $T = \{\tau_1, \ldots, \tau_T\}$, where $|T|$ is the total number of possible sub-clusters. Geometrically, in general, if the size of $T$ is an $A \times B$ rectangle, then $|T| = (A+B)!/A!B!$. This expression was calculated by considering the equivalent problem of finding all the minimum paths between two points on a Manhattan (or taxi-cab) geometry (see [61], page 162).

The aim here is to treat each search-path as a sub-cluster. We then annihilate any neutral sub-clusters at each level of initialization, and the search for the sub-clusters is performed for each syndrome $u$ from the set of all $L^2$ syndromes of the lattice regardless of whether it is trivial or charged. Based on the above definitions, we now summarise the search routine of an initialization level $L_{r,s}$ as follows. For each plaquette $u_j \in U$ (starting with $u_1$):

1. Choose an element $q_j \in Q_{r,s}$, and construct a search rectangle $T$;

2. Search for all possible sub-clusters $\tau_j \in T$ within $T$ systematically. If any sub-cluster $\tau_j$ is found to be neutral, then annihilate $\tau_j$ and stop the search. Then start step 1 with the next plaquette $u_{j+1} \in U$; Else

3. If no neutral sub-cluster were found, choose the next element $q_{j+1} \in Q_{r,s}$ and repeat steps 1 and 2; Else

4. If there are no remaining syndromes $q_j \in Q_{r,s}$, then the search has ended without finding a neutral sub-clusters for plaquette $u_j$. Start step 1 with the next plaquette $u_{j+1} \in U$.

The above procedure is repeated until all the plaquettes $u_j \in U$ have been searched. The overhead of this search procedure is proportional to the size of the search rectangle $|T|$, which is factorial in $r$ and $s$. More precisely, for each initialization level $L_{r,s}$, in the worst case scenario (where no neutral sub-clusters are found), the search takes $\alpha L^2$ steps, with the constant overhead $\alpha = (r+s)!/r!s!$. Although that seems to be inefficient (in the depth of search), the parameters $r$ and $s$ increase polynomially with the number of initialization levels, and hence for the first few levels the overhead $\alpha$ is small enough. As a
result, running the above procedure for the first few initialization levels is still a computationally feasible task. It is important to notice that for each plaquette $u_j$ the procedure stops once a neutral sub-cluster is found, and the worst case of not finding any neutral sub-clusters happens only when the dimension $d$ and the error rate $p$ are sufficiently high. The depth of searching for the neutral sub-clusters increases as the initialization levels increase in size. An initialization step is to depth $(r, s)$, denoted by $I(r, s)$, if it consists of running all the initialization levels in ascending order $I(r, s) = \{N_{1,0}, N_{1,1}, \ldots, N_{r,s}\}$. We propose an enhanced-HDRG decoder with depth $(r, s)$ that runs the initialization step $I(r, s)$ followed by the HDRG decoder described in Sec. 4.3.

The numerical estimates for the thresholds achieved by the enhanced-HDRG decoder for the first four initialization steps are summarized in Fig. (4.11). The thresholds for $I(0, 0)$ correspond to the
HDRG decoder without any enhancement. For the qubit and qutrit case we see that the thresholds decrease after initialization steps are introduced. This is because for these low dimensions, finding a neutral sub-cluster is very probable, and hence the initialization step is in fact too destructive. As a result the clusters are divided into a very sparse set of smaller clusters, and running the HDRG will end up connecting these sparse sets of clusters and causing more logical errors.

However, we start to observe an improvement in the thresholds above the qutrit case. Notice that for all the first listed prime dimensions \( d = 2, \ldots, 47 \), after some initialization step the thresholds start to decrease. This is also because after some depth of searching the initialization step becomes too destructive. In the limit of high \( d \), we see that a threshold just under 30% can be achieved. In addition, note that the shape of the curve indicates a potential increase in threshold with initialization step beyond \( I(2,1) \). We leave such investigations for future work.

Finally, in the limit of high \( d \), the saturating thresholds of the enhanced-HDRG decoder can also be explained by the syndrome percolation effect. We introduce the enhanced-syndrome-percolation threshold which is determined by simply running the initialization step \( I(r,s) \) followed by the syndrome percolation simulation described in Sec. 4.4.1. The numerical estimates for the enhanced-syndrome-percolation thresholds are indicated in Fig. 4.11 by the red curve. Our numerical analysis shows that the enhanced-HDRG decoder can reach the upper-bound of the red line by ignoring small size effects and considering large lattice sizes only.

4.5 Summary and Open Problems

In this chapter we have presented an efficient decoder for the qudit toric code based on the HDRG decoder of [25]. This decoder has the convenient feature of having a run-time complexity independent from the dimension of the physical qudits. This has allowed us to obtain numerical estimates of the threshold for any desired dimension. We have shown how the original decoder of [25] can be refined to obtain higher thresholds, at the cost of linear increase of decoding levels. Although this means that our refined version of the the HDRG decoder is slower (by taking many additional decoding levels), such a slow down disappears as the dimension increases. This is because the density of the syndrome increases
with increasing dimension, and hence both our refined version and the original HDRG decoder would only require the first few levels of decoding.

Under the IID generalised physical bit-flip noise model, our un-enhanced decoder achieves a threshold increasing with $d$, saturating around 18% in the limit of high dimension $d$. We have provided numerical evidence and this threshold is in fact tightly upper-bounded by the syndrome percolation threshold. To beat this upper-bound we have included an initialization step, that can boost the threshold to about 30% with computational feasible run-time overhead. There are many open problems that need to be addressed in a future investigation.

First, in the original HDRG decoder [25] the authors managed to prove the existence of a threshold for this decoder. Can we prove the existence of a threshold for our decoder given that the decoding levels increase linearly? In fact, it is not clear that we need this linear scaling for high decoding levels—one could consider the case where for the first few levels of decoding we adopt our refined decoding levels and then switch to the exponential scaling of [25]. The HDRG decoder does not seem to be suitable for correlated noise models. An open question is then, can we modify the distance measure somehow to account for correlated errors?

Finally, we have only considered the case of perfect decoding where we consider errors in the physical qudits only. For future work, we plan to consider a more realistic noise model where each element of the stabilizer measurement circuits in Fig. (4.3) is prone to errors. This means that the outcome of the stabilizer measurements are themselves faulty. For this case, we will have to create a 3D history of the stabilizer syndrome measurements. More precisely, we will have to record the changes (difference in outcome measurements modulo $d$) of the syndromes between time slices. The threshold that will be obtained from this simulation will be the actual fault-tolerant threshold below which qudits can be robustly stored by the qudit toric code.
Chapter 5

Summary and Outlook

Building a scalable quantum computer is one of the major challenges in modern physics. The main obstacle that face any physical realisation of a quantum computer is the problem of quantum decoherence, where due to the delicate nature of quantum systems, any unwanted interaction with the environment can destroy the coherence (or superposition) of the quantum states, causing an instant loss of any useful information stored. Despite this serious problem, over the past two decades the theory of quantum fault-tolerance was developed to combat quantum decoherence and to show how an error-free computation can be accomplished. This was proven by the threshold theorem, which asserts that arbitrary accurate and long computations can be performed in a fault-tolerant manner provided that the rate at which each computational element fails is below a certain threshold.

A typical quantum fault-tolerant scheme consists of two crucial components. First, it must include a fault-tolerant implementation of an error correction code to protect the information during all steps of the computation. Second, it must provide the means to achieve universal quantum computation. Arguably, the most promising fault-tolerant scheme known to date is that introduced by Raussendorf et al. \cite{132, 131} for the measurement-based cluster-state architecture \cite{129, 130, 128}—achieving a fault-tolerant threshold of about 1%. The two central components of this fault-tolerant scheme are the topological error correction codes\footnote{Note that although this scheme borrows many techniques from the topological computational model (including, for exam-} for robust protection against noise and magic state distillation for achieving
quantum universality. Our main focus in this thesis has been to investigate the advantages of using higher
dimensional quantum systems (qudits) instead of the conventional two-level quantum systems (qubits),
as candidates for fault-tolerant quantum computation. We have chosen the scheme by Raussendorf et al.
as the testbed in our qudit generalisation. Since the model of measurement-based quantum computation
generalises naturally to higher dimensions [172], what remains is the generalisation of magic state
distillation protocols and topological error correction, which is our contribution in this thesis.

In our investigation of higher dimensional magic state distillation we have considered two ap-
proaches which were independently presented in chapters 2 and 3. In chapter 2, we introduced a
numerical approach to study the distillation properties of any qudit stabilizer code [7]. We showed
how the generic distillation map of a distillation protocol can be evaluated when only the stabilizers of
the code are known. By numerically searching the state space as input states to the distillation map, the
distillable magic states (attractors of the distillation map) can be determined. We used this approach
to study the distillation capability of the five-qutrit code and identified, for the first time, new families
of magic states (the $H$– and $H^2$–type magic states) beyond the qubit case. We then showed how such
states can be converted into a more suitable form to perform a non-Clifford qutrit gate, thus achieving
universality. This approach has the drawback of being inefficient for large codes, but nevertheless, it is
very useful when little is known about the nature of magic states that a small code can distil, and thus it
was very convenient to us as a first investigation.

In chapter 3, we adopted a more analytic approach by studying the distillation properties of the
family of Reed-Muller codes in all prime dimensions [35]. In the qubit case, it was known that Reed-
Muller codes have the remarkable property of having a transversal non-Clifford gate. For example the
15-qubit code has a transversal $\pi/8$ gate—a property that plays a central role in its magic state distillation
performance [27]. Using this property as a guideline, we developed a generalisation of the $\pi/8$ gate to all
prime dimensions. By exploiting the transversality property we were able to employ techniques from
classical coding theory that allowed us to analytical evaluate distillation thresholds for various error
ple, the braiding concept to implement logical gates via code deformation [131, 21]), it is not actually topological in nature,
i.e. there are no non-Abelian anyons involved in the computation.
models and determine the yield of the protocol. In particular, we found a small five-dimensional code, $\mathcal{QRM}_5(1)$, which has a superior performance in comparison to many qubit protocols. With respect to depolarising noise, it achieves an error thresholds of 36.3%—the highest distillation threshold known to date. In addition, it has a very high yield ($\gamma^* = 2$)—outperforming its qubit counterpart by many orders of magnitude.

In chapter 4, we studied the higher dimensional toric code\(^2\) serving as a quantum memory [6]. In our study presented in this thesis, we assumed that the syndrome measurements are noise-free. We chose a very fast hard-decisions renormalization group (HDRG) decoder [25], and we refined its construction to improve its threshold performance. This decoder has a run-time complexity that is almost independent of the physical qudit dimensions of the code—a feature that allowed us to numerically estimate the threshold for any dimension of the qudit toric code. We saw that the thresholds obtained by this decoder increases as the qudit dimension increase, and reach a saturating value of about 18%. We discovered that this behaviour was due to a syndrome percolation effect, such that the percolation thresholds always upper bound the thresholds achieved by the HDRG decoder. To beat this upper bound, we introduced a special procedure (the initialization step) which can disrupt the percolation effect and can boost the threshold to about 30% for a sufficiently high qudit dimensions. In a future work, we plan to extend our investigation by applying our HDRG decoder to the more realistic 2D surface code—which is the same as the toric code, but without the periodic boundaries—in addition to allowing for noisy syndrome measurements. Given a fully realistic noise model, the thresholds that will be obtained in that study will be the actual ‘fault-tolerant’ threshold below which information can be stored for arbitrary long time\(^3\).

An important problem that needs to be addressed is the physical implementation of qudits. It is commonly known that many current physical realisations of qubits [156] are in fact multi-level quantum systems (with two sets of multi-level regimes that distinguish the two levels of a qubit). In the case of the Raussendorf \textit{et al.} qubit scheme, the computation is carried out on a 2D lattice with only local and nearest-neighbour (ferromagnetic Ising-type) interactions are required. Such a model can be poten-

\(^2\)Also known as the $\mathbb{Z}_d$ Kitaev’s code.

\(^3\)Note that because logical gates are performed via code deformation in the scheme of Raussendorf \textit{et al.}, the fault-tolerant threshold for the quantum memory that will be obtained is similar to that for the fault-tolerant computation.
tially realised in experimental setting where short-range interactions are readily available. Promising examples include cold atoms in optical lattices [68, 106, 107, 29, 80], trapped ions [19, 113], photons [102] and solid-state systems (such as quantum dots and superconducting circuits) [155, 164, 22]. For the remaining components of the scheme, small scale experiments have been recently demonstrated for magic state distillation (with NMR quantum processor [146]) and topological error correction (with an eight-photon cluster state [167]). In the case of qudit implementations, the work of Zhou et al. [172] showed the Hamiltonian needed to create a qudit cluster states is simply the 2D spin-$\frac{d-1}{2}$ Ising model. Higher spins Ising models are studied both theoretically and experimentally in condensed matter theory [168, 109, 79, 78, 153, 145, 38, 12, 54, 97]. We speculate that exploring such models can provide the key for an experimental realisation of the qudit scheme of Raussendorf et al.

Our study in this thesis can be extended in two ways. First, throughout we assumed that the qudit dimension is always a prime number. This was mainly to simplify the arguments by using the structure of finite fields in our construction of quantum codes that were used for magic state distillation. We predict that the generalisation to include dimensions that are prime powers should be straightforward as the same language of finite fields can be used (with some modifications to our definitions in chapter 1 [8, 9]). However, the generalisation for the remaining dimensions could prove to be more technical and would require a more careful investigation. Second, the noise models that we used to evaluate the error thresholds for magic state distillation and the qudit toric code were not physically motivated. Instead we considered the natural generalisation of the qubit depolarizing noise channel and the uncorrelated bit-flip noise model in our studies. In reality, noise models are more likely to be correlated and asymmetric with respect to bit- and phase-flip errors. In order to give a fairer comparison between the noise thresholds of qudit systems ($d > 2$) and those achieved in the qubit case, it would be perhaps more constructive to consider a noise model that is motivated by an experimental implementation of qudit systems. For example, we can consider an experiment implementation that involves a nuclear spin and electron spin system such as the one in [116, 13]. Without going into the experimental details, the system in this experiment is effectively a 20-dimensional qudit. However, a closer look reveals that in such a system the allowed operations are restricted and the noise involved is very specific. For instance, the 20-level
system is divided into two regions each containing 10-levels, and within each region only nearest-level transitions are allowed and across the two regions only certain transitions are allowed. If such aspects can be incorporated in our qudit model of computation, then the noise thresholds that will be obtained can be directly compared to those of qubit systems.

It is still far from clear what will be the winning physical implementation in the race to build a quantum computer, and what will be the key feature(s) that will make quantum computers a physical reality one day. We hope that this thesis has offered persuasive theoretical evidence that higher-dimensional systems have some intrinsic properties that give them advantage over two-level systems, and we hope that our results can serve as a motivation for more intensive investigations considering higher-dimensional systems as building blocks for fault-tolerant quantum architectures.
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