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Abstract

Over the recent decade, many different concepts of new emerging memories have been proposed. Examples of such include ferroelectric random access memories (FeRAMs), phase-change RAMs (PRAMs), resistive RAMs (RRAMs), magnetic RAMs (MRAMs), nano-crystal floating-gate flash memories, among others. The ultimate goal for any of these memories is to overcome the limitations of dynamic random access memories (DRAM) and flash memories.

Non-volatile memories exploiting resistive switching – resistive RAM (RRAM) devices – offer the possibility of low programming energy per bit, rapid switching, and very high levels of integration – potentially in 3D. Resistive switching in a silicon-based material offers a compelling alternative to existing metal oxide-based devices, both in terms of ease of fabrication, but also in enhanced device performance.

In this thesis I demonstrate a redox-based resistive switch exploiting the formation of conductive filaments in a bulk silicon-rich silicon oxide. My devices exhibit multi-level switching and analogue modulation of resistance as well as standard two-level switching. I demonstrate different operational modes (bipolar and unipolar switching modes) that make it possible to dynamically adjust device properties, in particular two highly desirable properties: non-linearity and self-rectification. Scanning tunnelling microscopy (STM), atomic force microscopy (AFM), and conductive atomic force microscopy (C-AFM) measurements provide a more detailed insight into both the location and the dimensions of the conductive filaments.

I discuss aspects of conduction and switching mechanisms and we propose a physical model of resistive switching.

I demonstrate room temperature quantisation of conductance in silicon oxide resistive switches, implying ballistic transport of electrons through a quantum constriction, associated with an individual
silicon filament in the SiO$_x$ bulk.

I develop a stochastic method to simulate microscopic formation and rupture of conductive filaments inside an oxide matrix. I use the model to discuss switching properties – endurance and switching uniformity.
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Chapter 1

Introduction to Digital Memories

This chapter provides an overview of digital memories. Different memory concepts are classified into several groups. The basic physical principles governing the processes of different memory types are briefly discussed. Typical memory properties of each type are compared.

The special focus is on resistive random access memories (RRAM) and, more specifically, on redox-based resistive random access memories (ReRAM).

RRAM is often seen as a special case of a general class of technologies that exhibit memristance[1] – a resistance that depends on the past history of the device (a “memristor”[2]). There is some controversy over the definition of memristor. RRAM is classified as a type of memristive system rather than a memristor. This is discussed later in the chapter. Memristors can be non-volatile memory elements, novel logic gates, or elements in neural networks.

There is therefore considerable interest in memristor/RRAM commercialisation as replacement for flash memory and other non-volatile memory systems.

As successive generations of NAND technology strive to boost performance, processing and physical limitations make it increasingly difficult to shrink device size and increase bit-count per cell without encountering power dissipation and speed problems.

RRAM offers a promising solution, requiring far fewer mask steps than existing flash technologies, with far higher areal densities. The International Technology Roadmap for Semiconductor (ITRS)
International Roadmap Committee report into emerging post-NAND memory technologies (2010) states: ". . . incentives for developing RRAM technologies include their low cost-per-bit, low-voltage (and low power dissipation) operation, high endurance, and their plausible suitability for integration in crossbar arrays stacked in multiple levels in 3D."[3]

Several RRAM technologies are currently under investigation, including phase-change materials (chalcogenides, perovskites, Ge sulphide and selenide), and, currently most promising, metal oxides (NiO, TiO, HfO$_2$) in which resistance is switched through the formation and destruction of conductive filaments. Work is moving rapidly from fundamental research to development. However, issues around understanding the switching mechanism, device reliability and processing remain critical. The consensus is that switching is predominantly due to the migration of oxygen vacancies under the application of external fields, although Joule heating plays an important role too. Much of the microscopic detail of the switching process is largely conjecture.

Memory Devices

Information storage represents a crucial step in passing human experience and knowledge in time and space. Number tracking evolved from the system of counting using small clay tokens to impressing a stylus into clay to first pen writings to printing via moveable parts and finally electronic printing. Similar scenarios occurred for sound and picture recording. In 2011 it was estimated that humankind has stored more than 295 billion gigabytes of data since 1986[4].

Generally speaking, electronic storage systems are classified into two groups – random access devices and mass storage devices. This is shown in Table 1.1 [5].

<table>
<thead>
<tr>
<th></th>
<th>Mass Storage Devices</th>
<th>Random Access Devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>Access unit</td>
<td>Matrix of conductor lines</td>
</tr>
<tr>
<td></td>
<td>Storage medium</td>
<td>Storage elements are at nodes</td>
</tr>
<tr>
<td>Addressing of Data</td>
<td>Positioning of the read/write unit and storage medium</td>
<td>Application of address signals (columns and rows)</td>
</tr>
<tr>
<td>Data exchange</td>
<td>Mechanical</td>
<td>Electronic access via matrix</td>
</tr>
<tr>
<td></td>
<td>Optical</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Magnetic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electric</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: Classification of electronic storage systems
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Random access devices are controlled in a parallel way, providing a faster access. They have a matrix organisation. Every memory cell is addressed by appropriately addressing two address lines – bit line and word line.

Mass storage devices are more suitable for storing larger amounts of data. In this case, access of data is sequential. This means that the operational speed is slower and it depends on the physical position of accessed data.

There is a clear trade-off between the operational speed and the overall storage capacity. Different types of memories are used for different purposes – from very fast, low capacity cache memories to much slower higher capacity permanent memories like hard disk drives.

Although there is a very clear difference between these two types there are many memory concepts sharing the properties of both. For example, solid-state memories (SSD) are addressed in the same way as hard-disk drives (HDD), but they have an internal matrix organisation like flash memories (an example of random access memory).

Classification of Matrix-based Memories

Different memory states are represented by different physical states of a memory unit. In most cases, these physical states are either different charge states or different resistance states.

Matrix-based memories are further classified into two types – random access memories (RAM) and read only memories (ROM). The first type is used as a main memory in semiconductor devices such as personal computers, mobile phones, portable electronics. The second type is used when the access time needs to be as short as possible. Memory capacity of ROM is lower compared to RAM. ROM is typically used for the instruction storage.

These two types of memories are further divided in several categories as shown in Figure 1.1.
Read Only Memory

Read only memory (ROM) is classified into two groups – re-programmable ROM and once programmable ROM.

In the case of once programmable ROM, the state of the memory is defined during the first programming step or the last fabrication step. In either case these states are permanent and they cannot be changed. When defining the memory state during the first programming step, the metal bridges at the nodes of the matrix are fused. Therefore either fused or intact nodes represent “0s” and “1s”. The matrix can also be defined during the last fabrication step – different mask layouts represent different states (mask-based ROM).

In case of re-programmable ROM the matrix's configuration can be changed. The process of reprogramming can be done either electrically – electrically erasable PROM (EEPROM), or by application of UV light that discharges all units – erasable PROMs (EPROM).
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Random Access Memory

When it comes to random access memory (RAM) there are two types of matrix organisation – passive matrix organisation and active matrix organisation.

Matrix memory organisation is shown in Figure 1.2. The rows of address lines (called word lines – WL) are perpendicular to the columns of address lines (called bit lines – BL). At the node of every intersection there is a memory unit/resistive switch (RS). In case of passive organisation there is no additional active switch. However the nonlinear element (NLE), usually a diode, in series to RS is used.

Figure 1.2: Memory crossbar array. (a) Passive memory matrix. (b) Active memory matrix. After [6].

Selecting a different WL and BL line accesses a single memory unit. Every cell that is located in the same WL or BL experiences a fraction of the addressing signal – even non-selected cells. To prevent an unintentional switching event (switching between two logic states – “1” and “0”), a well-defined method (threshold values) is required. Furthermore, during the reading process the occurrence of many parasitic current sneak paths is possible. If system is not well adapted, a faulty reading will occur.

A passive memory matrix allows a high device density (which is only limited by the size of a memory unit), low fabrication costs and the possibility of 3D architectures – stacking of multi layers in a 3D configuration. However, in the case of RRAM with passive matrix organisation, sneak currents through non-selected cells limit the maximum size of the matrix.

Active memory matrix, as an addition to a memory cell, includes an active switch. This active
switch is a selector device, usually a transistor (T), that overcomes the problem of sneak paths and fractional stressing of non-selected cells. Although this greatly helps in respect of the maximum size of an individual matrix, it comes at the cost of an additional element.

RAM is further classified into two groups – volatile RAM and non-volatile RAM.

In the case of volatile RAM the memory state is lost once the power supply is removed. For continuous retention of data an external power supply is required. There are two types of volatile RAM – static RAM (SRAM) and dynamic RAM (DRAM).

**Static Random Access Memory and Dynamic Random Access Memory**

SRAM uses a bistable latch configuration. The two stable states represent logical “1” or “0”. In contrast to dynamic RAM static RAM does not require a periodical refreshment of data. Still, data is lost when the power supply is removed – therefore SRAM is still classified as a volatile type of memory.

The typical cell consists of 6 MOSFET transistors, and has two stable states. The states are stored in four transistors – 2 cross-coupled inverters formed by transistors $M_1$ – $M_4$ as shown in Figure 1.3(a). Transistors $M_5$ and $M_6$ provide an access to the inverters.

In the case of DRAM, a capacitor charge is used to represent a memory state. Every bit state (zero or one) is represented by the charge of the capacitor (charged or discharged capacitor). To prevent loss of data caused by the constant discharging of capacitor (through the leakage current), the states of capacitors are periodically refreshed. This requirement for a refresh process defines DRAM as a dynamic type of memory. DRAM is very simple compared to other types of memories – it requires only one transistor and one capacitor per bit. Consequently the density of DRAM is very high – billions of bits can be fitted on a single chip.
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Figure 1.3: (a) SRAM memory cell. (b) DRAM memory cell.

DRAM is much faster than non-volatile types of memory (e.g. flash) – it operates on the nanosecond scale (to write or read a bit state), while flash requires at least tens of microseconds.

Although DRAM uses much smaller space than equivalent SRAM (capacitor and selector in the case of DRAM, compared to six transistors in the case of SRAM), SRAM is still used for fast memory like cache. The access time of SRAM is shorter than the access time of DRAM (approximately 50ns in case of DRAM and 10ns in case of SRAM).

Non-volatile RAM does not require a power supply for the retention of data. The most used type of non-volatile RAM is a flash memory.

There are still a few drawbacks of flash memory despite it being one of the most used memory types. These include slow access times compared to volatile RAM – either DRAM or SRAM, limited number of write-erase cycles (normally around 100,000), and in some cases limited random addressability. Due to these intrinsic drawbacks of a flash, many alternative approaches are being developed. Although the early results are promising (compared to flash or even SRAM), they are still not mainstream.

Non-volatile ROM can be classified into three groups based on main physical principle of data storage: charge-based RAM, resistive RAM and transistor-based RAM.
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The operation of charge-based RAM relies on different levels of charge stored in the memory cell. These states are non-volatile, as they do not require a power supply. A typical example is ferroelectric RAM (FeRAM).

**Ferroelectric Random Access Memory**

FeRAM uses a typical MOSFET structure. The main difference compared to a typical MOSFET is that the insulator between the gate and the transistor body is a ferroelectric. Different polarisation states of the ferroelectric represents different memory states. The amount of charge flowing into the device depends directly on the polarisation state. When an external electric field is applied dipoles inside the ferroelectric align themselves with the field that is produced by small shifts of electronic charge in the crystal structure. The dipoles retain their state even after the charge is removed.

During the reading process the ferroelectric is forced into a particular state. If the forced state is the same state as the ferroelectric was before, nothing will happen. If there is a change of the state a short current pulse will be generated due to re-orientation of atoms. The reading process is destructive and it is required to re-write the state after reading. These states are non-volatile. The switching speeds (around 150 ns) are much faster than the ones of typical flash. Although data retention is significantly improved in the last few years, the main issue with FeRAM is lower storage density and higher cost compared to high volume memories that are already on the market.

![Schematic representation of the conventional floating gate transistor – (a) Flash memory cell. (b) FeRAM cell. After[7].](image-url)
Nano-electro-mechanical Random Access Memory

Resistance-based RAM relies on different resistance states of the memory cell. There are many different types of RRAM. These include nano-electro-mechanical RAM (NEMS RAM or NRAM), magnetoresistive random-access memory (MRAM), phase change RAM (PC-RAM or PRAM), redox-based RAM (ReRAM), and organic RAM.

The memory state in nano-electro-mechanical RAM (NRAM) is represented by the position of carbon nanotubes (CNT). When nanotubes are in contact the resistance state is low, which represents the logic state “1” and when there is no contact the resistance is much higher, representing logic state “0”.

An NRAM memory cell is shown in Figure 1.5(a).

![Figure 1.5: (a) Basic memory cell structure. (b) Representation of memory state – OFF state (CNT are not in contact), ON state (CNT in contact). After[8].](image)

The carbon nanotubes are sandwiched between two metal electrodes. A small electric pulse is used to bring the nanotubes in contact or to separate them – as shown in Figure 1.5(b).

When two nanotubes are separated a short pulse greater than the read pulse will cause an electrostatic attraction between the CNTs, and they will be brought into contact. This represents the set operation (the transition from “0” to “1”). The nanotubes stay in contact due to Van der Waals forces. For the reset process (the transition from “1” to “0” state) a short reset pulse is used to generate a phonon energy high enough to separate them.

The density of NRAM is defined by the feature size of the electric contacts. The size of the CNT
is much smaller than this and does not contribute to the overall cell size. Consequently, only the lithography process limits the memory density. Theoretically, this means that NRAM density can surpass the density of DRAM while being non-volatile and performing similarly to SRAM (in terms of speed and power). The technology is still in development by company Nantero.[8]

Magnetoresistive Random Access Memory

A magnetisation state is used to represent the memory states of magnetoreisistive RAM (MRAM). The basic cell structure is shown in Figure 1.6.

![Figure 1.6: The structure of an MRAM cell with bit and word lines. After[9].](image)

The memory cell consists of two ferromagnetic plates separated by an insulating layer. One of the plates is fixed and the magnetic moment of the plate is permanently set. The magnetic moment of the second plate can be changed by an external magnetic field. The magnetic moments of the two plates can be either in parallel or in anti-parallel to each other.

These two cases represent the two memory states – “1” and “0”.

Every memory cell is sandwiched between two lines – BL and WL. An induced magnetic field is generated at the junction when a current passes through the lines. This field can change the polarisation state of the cell. The state of the cell is read by means of electrical resistance of the cell. An anti-parallel arrangement of two magnetic moments will provide a higher resistance of the cell.
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MRAM is still in the early stage of its development, but initial results indicate that MRAM can be as fast as SRAM. Since the 1990s MRAM has been a continuous subject of both industry and academic research. It is often seen as a “universal memory” to replace not only flash but also SRAM and DRAM.

Phase Change Random Access Memory

Many materials can be found in two distinct phases – amorphous and crystalline. They are commonly fabricated in either one or other phase, but there are some particular materials which exhibit fast transitions from one phase to the other. These materials exhibit a large electrical and optical contrast between these two phases with high stability in either of them, which makes them very interesting for memory-like applications.

The idea of media storage in phase-changing materials dates back to the 1960s with the preposition that chalcogenides might be used as the storage media. But this idea became more technologically viable only with the discovery of fast crystallisation in certain materials. The best results have been reported for Ge$_2$Sb$_2$Te$_5$ (GST), which is still the most used phase changing material[10, 11]. Optical data storage based on these materials already had a great success (e.g. Blu-Ray disks and other rewritable optical disks).

A Phase Change Memory (PCM) consists of cells which could either pass current, when they are in the ON state (crystalline state), or block the current when in the OFF state (amorphous state). By heating the cell via a tiny heater/resistor it is possible to change state either to amorphous or crystalline. Different voltage pulses control the material crystallisation – either to allow crystals to grow from the melted mass, or to prevent the growth. These processes happen at the localised area and they are very fast – a few nanoseconds. A schematic of a typical PCM cell is shown in Figure 1.7(a). Intense heating and abrupt cooling afterwards turns the material into the amorphous phase. Longer, weaker heating turns the material into the crystalline phase, as shown in Figure 1.7(b).

Although PCRAM can already be found in volume production[12] several challenges are still present. High temperature sensitivity of PCM is still the main drawback. Moreover, the existing commercial memories are proving to be more economical. Nevertheless due to other excellent properties (in particular the scaling prospect) it is expected that PCM will play an important role in the general memory market in the near future.
Organic Random Access Memory

Another type of RRAM is organic RAM. The basic unit cell is an organic material sandwiched between two electrodes. Organic RAM has already shown good memory properties. At least two stable memory states, good endurance, good retention, fast switching, good ON/OFF ratio have been reported[13, 14].

The main issue with organic RRAM is the still quite unclear physical picture of the switching process. Various organic materials have shown resistive switching when a voltage bias is applied[15]. These materials include small molecules, polymers and composites containing nanoparticles.

A few structures have been explored:

- Single organic layer sandwiched between the contacts;
- Multi-layer structures containing at least two types of organic material;
- Spin-cast polymer nanoparticles embedded in host material.

The main advantage of organic RRAM is its low fabrication cost, scalability and flexibility, while poor reliability is the main issue.

Once the physics behind the switching is better understood this particular technology might find its place in non-volatile memory market – especially in new flexible memory applications. At the moment organic RRAM is still in its early stages of development.
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Flash Memory

Data is stored in the gate of a selecting transistor in the case of transistor based RAM. Typical examples are flash memory and ferroelectric field effect transistors (FeFETs).

Flash memory, based on floating gate transistors, still dominates the non-volatile memory market. The basic flash memory unit is the floating-gate MOSFET transistor.

A schematic of a MOSFET transistor is shown in Figure 1.9. The floating gate (FG) is electrically isolated from the external control gate and drain and source. As there is no resistive connection between FG and the control gate, the charge stored in the FG remains the same for long periods of time. To modify the charge stored in the FG a high voltage is applied to the control gate. Charging or discharging of the FG occurs through Fowler-Nordheim tunnelling and hot-carrier injection mechanisms. Different amounts of charge stored in FG modify the threshold voltage and this represents different memory states.
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Ferroelectric FET Memory

Ferroelectric FET, similarly to ferroelectric RAM, uses ferroelectric material instead of the gate dielectric of a MOSFET.

In contrast to FeRAM, the reading process in a FeFET is not destructive. By application of an external field the polarisation of the ferroelectric can be changed. Two different polarisations represent two logic states, and different polarisation states yield different threshold voltages of the FET.

The FeFET is much faster, and operates at significantly lower voltages, than flash. A disadvantage of FeFET is low data retention – the 10 years limit, required for non-volatile memories, is still not reached.
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The Memristor

Although Leon Chua first introduced the name “Memristor” in 1971, the concept of electrically variable resistance is much older. In a recent commentary publication Leon Chua (with other authors) states: “The memristor is not an invention. Rather it is a description of a basic phenomenon of nature that manifests itself in various dissipative devices, made from different materials, internal structures and architectures. We end this historical narrative by noting that even though the memristor has seen its light of joy only recently in 2008, and has been recognized as the fourth circuit element along with the resistor, capacitor and inductor, it actually predates the resistor, which was formally published by Ohm in 1827, and the inductor, which was formally published by Faraday in 1831”.

Here is a brief historical background:

- In 1960, the device called the “Memistor” was introduced by Bernard Widrow from Stanford University. His device had three terminals and the conductance between the two terminals was controlled by the time integral of the current that goes into third terminal.

- In 1968, three years before Chua’s paper on “Memristors – The Missing Circuit Element”, a paper entitled “Switching phenomena in titanium oxide thin films” was published reporting similar results to these of the HP memristor work that came 40 years after, in 2008.

- In 1971, Leon Chua defined a “Fourth Circuit Element” calling it the “Memristor”.[2]

- In 1976, Leon Chua published another paper giving the mathematical generalisation of the model of the Memristor[17].

- In 1990, variable resistance was observed in tungsten oxide that can be electrically programmable[18].

- In 2000, research group from IBM’s Zurich Research Laboratory reported reproducible resistive switching in oxide thin films[19].

- In 2008, HP reported a direct link between resistive switching in their titanium oxide device and Chua’s model [20].

Between the initial work of Chua in 1971 and the HP report on titanium oxide based memristor in 2008 many papers have reported memristor-like behaviour, but only the HP report found a direct link between resistive switching in their device and Chua’s model. They found a link between the
resistance switching in two-terminal device and Chua’s mathematical model. Since this announce-
ment, the number of reports of memristors has increased dramatically. Globally, the number of
publications on memristors has jumped from $\approx 49$ in 2008 to $\approx 2400$ in 2013.

**Memristor Model**

In circuit theory there are three basic circuit elements and four circuit variables. The fundamental
circuit variables are current $i$, voltage $v$, flux $\phi$ and charge $q$.

Five well-understood relations relate these four fundamental variables, but there are six possible
combinations. Three basic circuit elements are defined as two-terminal devices relating the two
fundamental variables. In that respect, there is the resistor $R$, the capacitor $C$ and the inductor $L$.
They are defined by the following relations:

\[
\begin{align*}
    dV &= Rdi \\
    dq &= Cdv \\
    d\phi &= Ldi
\end{align*}
\]  

Variables are also related as

\[
\begin{align*}
    i &= \frac{dq}{dt} \\
    v &= \frac{d\phi}{dt}
\end{align*}
\]

Looking at symmetry in Figure 1.11 it is immediately obvious that there is one missing circuit
element to complete the symmetry. This element should relate charge $q$ and flux $\phi$. Chua predicted
that such element exists and he called it a memristor.
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Figure 1.11: Relations between fundamental circuit variables.

The memristor gives a functional relation between the flux and charge. The commonly used definition of a memristor is that it is a two-terminal circuit element in which the flux between the two terminals is a function of the amount of electric charge that has passed through the device [10].

The derivation of memristance is given by:

\[ \phi = f(q) \]  \hspace{1cm} (1.6)

\[ \frac{d\phi}{dt} = \frac{df(q)}{dq} \frac{dq}{dt} \]  \hspace{1cm} (1.7)

Voltage is given by:

\[ v(t) = \frac{d\phi}{dt} \]  \hspace{1cm} (1.8)

so

\[ v(t) = M(q)i(t) \]  \hspace{1cm} (1.9)

where

\[ M(q) = \frac{df(q)}{dq} \]  \hspace{1cm} (1.10)

where \( M \) stands for memristance and its unit is the same as for resistance. This value linearly relates voltage and current if the charge does not change. Consequently, memristance \( M \) becomes resistance in the case that it does not change.
Memristance is the fundamental property of the memristor. Resistance of a memristor decreases if the charge flows in one direction, and it increases if it flows in the opposite direction. When the charge flow stops, the memristor “remembers” the last resistance and it resides in that state until the charge flow starts again.

There are many physical systems that exhibit the same phenomenological behaviour as the memristor. These are not restricted on electrical systems only. The mechanical example of a memristor is a water pipe whose shape depends on direction of water’s flow.

Memristive systems are generally described by two equations:

\[ v = M(w, i)i \]  
\[ \frac{dw}{dt} = f(w, i) \]

where \( w \) is a set of state variables, \( M \) and \( f \) are function of time, and \( v \) and \( i \) are voltage and current [17].

The memristor is a passive circuit element, meaning it can only dissipate energy; it cannot store any energy. As a consequence, memristance must be non-negative. The \( \Phi-q \) curve needs to be monolithically increasing and the slope of the curve gives the memristance.

The main fingerprint of a memristor is the “pinched hysteresis curve” in the I-V characteristics. This pinched loop shrinks when the frequency of the input voltage increases. The memristor becomes a resistor once the frequency approaches infinity. When the input voltage is zero, the current passing through memristor has to be zero too (Figure 1.12). It is often said that “if a system exhibits such behaviour it is a memristor” [21], although there is some ongoing debate over this claim.

There is some controversy if certain types of devices exhibiting variable resistance are indeed memristors. Chua in his recent paper states: “Resistance switching memories are memristors” and “All 2-terminal non-volatile memory devices based on resistance switching are memristors, regardless of the device material and physical operating mechanisms. They all exhibit a distinctive "fingerprint" characterized by a pinched hysteresis loop confined to the first and the third quadrants of the \( v-i \) plane whose contour shape in general changes with both the amplitude and frequency of any periodic "sine-wave-like" input voltage source, or current source. In particular, the pinched hysteresis loop
shrinks and tends to a straight line as frequency increases. Though numerous examples of voltage \( v_s \) current pinched hysteresis loops have been published in many unrelated fields, such as biology, chemistry, physics, etc., and observed from many unrelated phenomena, such as gas discharge arcs, mercury lamps, power conversion devices, earthquake conductance variations, etc., we restrict our examples in this tutorial to solid-state and/or nano devices where copious examples of published pinched hysteresis loops abound. In particular, we sampled arbitrarily, one example from each year between the years 2000 and 2010, to demonstrate that the memristor is a device that does not depend on any particular material, or physical mechanism. For example, we have shown that spin-transfer magnetic tunnel junctions are examples of memristors. We have also demonstrated that both bipolar and unipolar resistance switching devices are memristors.”[19].

In a recent publication, Valov et al put a special emphasis on the distinction between memristors, memristive systems and resistive memories: “Recently, the serendipitous discovery of the link between redox-based nanoionic-resistive memory cells and memristors and memristive devices has further intensified the research in this field. Here we show on both a theoretical and an experimental level that nanoionic-type memristive elements are inherently controlled by non-equilibrium states resulting in a nanobattery. As a result, the memristor theory must be extended to fit the observed non-zero-crossing I-V characteristics.”[22]. In other words this brings the necessity for the revision of the original memristor theory to include the ReRAM. Demonstration of the internal voltage within the ReRAM clearly violates the memristor postulate as a passive circuit element.

The HP Memristor

In 2008, a research group working in HP Labs published the paper entitled “The missing memristor found”. Stanley Williams and his group were working on thin titanium oxide films. It was an MIM
structure consisting of a thin (a few nanometres in thickness) titanium dioxide film rich with oxygen vacancies sandwiched between two platinum electrodes.

Titanium dioxide is intrinsically an insulator, meaning it has a very high resistance. Making the oxide richer with oxygen vacancies increases the conductivity. Engineering the stoichiometry of the film, during the fabrication process, produces different profiles of oxygen vacancies. The oxygen vacancies behave as positively charged species. By applying an external voltage bias it is possible to drift the oxygen vacancies.

![Figure 1.13: Schematic of the HP memristor. After[23].](image)

In a simplified model, the whole oxide structure can be described as if it consists of two parts. One part is pure TiO$_2$, while the second part is titanium dioxide rich with oxygen vacancies, TiO$_{2-x}$. Rearrangement of oxygen vacancies defines the position of boundary between these two regions.

The first part TiO$_2$ is highly resistive while the second part TiO$_{2-x}$ is more conductive due to the presence of oxygen vacancies. When an external voltage is applied, positively charged oxygen vacancies will drift towards the negatively biased electrode changing the position of the boundary between two regions. The resistance of the whole film will change. If the oxygen vacancies are moving towards the left electrode the overall resistance will increase, as the boundary will be pushed further towards the left electrode. Similarly, if the vacancies are moving in the opposite direction the resistance will decrease.

The direction of vacancy drift is controlled by the external voltage, thus the resistance of the device is controlled by voltage. When the external voltage is turned off the device keeps the same resistance, as the boundary between the two parts does not move.

The HP device can be mathematically described as:

\[
M(q) = R_{\text{off}} \left(1 - \frac{R_{\text{on}}}{\beta} q(t)\right)
\]  \hspace{1cm} (1.13)
where $\beta = \frac{D^2}{\mu_D}$, $\mu_D$ is the average drift velocity, $D$ is the thickness of the oxide film, $R_{\text{off}}$ and $R_{\text{on}}$ are two states of ON and OFF resistance and $q(t)$ is the charge passing through the device.

Redox Based Random Access Memories

A local redox process governs the resistive switching in redox based RAM (ReRAM).

This redox process is triggered by an external voltage bias. Depending on whether the process is thermally or electrically driven there are several different types of ReRAM.

Both thermal and electrical effects are always acting simultaneously, but typically only one of them dominates. The three main types of redox RRAM are: electrochemical metallization cells (or conductive bridge) ReRAMs (ECM), valence change ReRAMs (VCM) and thermochemical ReRAMs (TCM).

Phenomenological Description of ReRAM

Resistive switching is the main phenomenon seen in these devices. A thin insulating film can reversibly change its electrical properties – from an insulating state to a conducting state under the application of an external electrical stimulus. At least two stable states are achievable – normally called the high resistive state (HRS), or OFF state, and the low resistive state (LRS), or ON state. In many cases more than two stable states are observed[24, 25].

The basic memory unit is a two-terminal device consisting of two conducting electrodes and the switching thin film sandwiched inbetween. This is shown in Figure 1.14.

When the two electrodes are biased, the thin film can change its resistance. This change of resistance can be very large – typically several orders of magnitude. The initial transition from the insulating to the conducting state is called electroforming. After electroforming, the device can be cycled between the two stable states (LRS and HRS). This is achieved by applying appropriate voltage pulses. The pristine device, device before the electroforming, is typically more resistive than the HRS.

In many cases electroforming requires higher voltage than the switching process. This process can
be seen as the controlled breakdown of an insulator.

During the electroforming, a conductive filament is produced inside the insulating film (in case of filamentary ReRAM). The formation of the filament is demonstrated by in situ transmission electron microscopy measurements[26] and conductive atomic force microscopy measurements[27]. Also it is found that the conductivity of the LRS does not scale with the electrode size. Typically, there is only one dominant filament and the switching affects only that single filament[28]. During the switching process, only a small fraction of the filament is changing.

The voltage level required for the electroforming process depends on the thickness of the film[29]. This is expected, as the electroforming is (in principle) a soft breakdown of the film. Breakdown occurs when the threshold electric field is achieved, thus it is thickness dependent.

The further growth of the formed filament is thermally driven due to the high local Joule heating. External current compliance is generally required during electroforming to prevent an extensive local heating and permanent damage to the film. The following switching process is not thickness dependent, as the switching, after the initial electroforming, occurs at localised point on the filament.

Another, less common type is interface-type switching. In this case the conductivity of LRS depends on electrode size. The switching is driven by the formation of a tunnel barrier or Schottky barrier across the whole interface between the contact and the switching layer[30, 31].
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Transitional metals such as TiO$_x$[32], VO$_x$[33], NiO$_x$[34], CuO$_x$[35], ZnO$_x$[36], ZrO$_x$[37], HfO$_x$[38], TaO$_x$[39], WO$_x$[40], and SrTiO$_x$[41] are the most used switching materials, though other materials including organic materials have also been used. Even SiO$_x$[42, 43], which is best known for its good insulating properties, has shown good resistive switching properties.

We can differentiate two types of switching regarding if the electrodes play an active role in the switching events. If the electrodes play an active role in the switching process it is the extrinsic type of switching and the ECM is the typical example of this type. If the electrodes do not play an active role in switching (but they can still affect the switching properties) is referred to as intrinsic switching. VCM and TCM are two typical examples of this type.

In oxide ReRAM devices, there are two commonly reported switching modes: unipolar and bipolar mode. This is shown in Figure 1.16.

In case of the unipolar mode, the resistance change occurs irrespective of bias polarity, whereas in the case of bipolar mode it is necessary to use opposite polarities. Certain materials have shown the coexistence of both types of switching[44].
The transition from one state to the other is commonly called the set process if the transition is from the OFF to the ON state, and the reset process if the transition is from the ON to the OFF state.

In the case of unipolar switching a current compliance is used during the set process to prevent the hard breakdown. During the reset process the current compliance is removed (to allow the high current to pass at the lower voltages) and a transition to the HRS is achieved. In some cases the reset voltage is higher than the set voltage (though the opposite is more typically observed) and therefore the current compliance is not required.

Figure 1.16(LHS) shows the sequence of device operation in the unipolar mode. For this mode only one polarity is used. I will focus on positive polarity in this description. Starting from the higher resistance state (OFF state), there is a very low current passing through the device (part of the I-V curve noted with the part “1”). After the threshold voltage (set voltage) is reached there is a sudden current jump to the level of current compliance (part “2”). Sweeping the device back to the origin does not switch the device back to the higher resistance state, but device stays in the lower resistance state (ON state) (I-V curve would follow the part “3” which is the level of current compliance). To reset device back to the higher resistance state the current compliance is removed and device is swept from the origin. After the certain current level is reached (at the reset voltage) device switches back to the higher resistance state (part “4” and “5”). This sequence can be repeated many times and device can be switched from one to the other resistance state.

In the case of bipolar switching the set and the reset are obtained in the opposite polarities and a certain device asymmetry is required. This asymmetry can occur during the electroforming process, or it can be achieved by using different materials for the two electrodes. The current compliance is still typically required during the set process (to prevent the hard breakdown).

Again starting from the higher resistance state, device is swept in the negative bias (part “1” in Figure 1.16(RHS)). Similarly to unipolar switching, after certain threshold voltage is achieved, device switches to the lower resistance state and current jumps to the current compliance level (part “2”). Sweeping the device back to origin does not switch the device back to the higher resistance state (part “3”). In the case of bipolar switching to switch the device back to the higher resistance state the opposite polarity (compared to the polarity of the set process) is used. In this case that is the positive polarity. Device is swept to the set voltage in the positive polarity without the current compliance (part “4”). After the reset voltage is achieved, device switches back to the higher resistance state (parts “5” and “6”). To switch the device back to the lower resistance state the
sequence is the same (begining with the parts “1”).

In practical applications of the resistive switching memories, transitions are induced with the short pulses rather than with the voltage sweeps.

Two different processes dominate these two types of switching. If the electric field is the dominant factor in the switching process, it can be described as an electrochemical. Electric field causes the drift of the charge species (oxygen ions and vacancies) inside the switching film. In this case bipolar switching is observed. If the Joule heating (generated by the passing current) is the dominant factor of the switching process, it can be described as a thermochemical. Oxygen ions and oxygen vacancies move along a temperature gradient. In this case unipolar switching is observed. Three voltage pulses are used for the device operation in either case. A read voltage pulse is used to read the device state; a set voltage pulse is used for the transition from HRS to LRS; a reset voltage pulse is used for the transition form LRS to HRS.

Requirements for ReRAM as Non-volatile Memory

There are a few general requirements for all non-volatile memories, and this includes ReRAM as well. The requirements are resistance ratio between the states, endurance and retention.

- The set voltage should be in the range of a few hundred mV to a few V. It should not be too low (less than 100mV) in order to be compatible with scaled CMOS. The upper limit of set voltage gives ReRAM an advantage over other non-volatile memory types. Flash normally operates at much higher voltages (>10V) compared to typical ReRAM (a few V).

- The set process should be fast enough to outperform flash. The typical set pulse is shorter than 30ns. This is on a par with DRAM and much faster than flash (typically around 10μs). Very fast set processes of around 300ps have been demonstrated[45].

- Ideally, reading voltage should be 10 times lower than the writing voltage to prevent an unintentional change of the memory state and to still be appropriate for the circuit design (detection by sense amplifiers). Reading current should not be less than 100nA for easy and fast detection. Reading time should be at least fast as the set time, and preferably faster.

- The resistance ratio between the states should be at least 10. This allows a cost-effective design of the reading amplifiers.
• Endurance should be on a par with flash – typically at least $10^3$, although higher endurance is normally required. Higher endurance on a par with DRAM or SRAM ($10^{12}$) has already been reported [39].

• Data retention of 10 years under a thermal stress of 85°C is a typical requirement for non-volatile memories.

• High density is needed to be competitive with the aggressive scaling of the present memory technologies.

A crosspoint (crossbar) structure provides the best scaling prospect. Passive crossbar memories consist of two layers of the perpendicular electrodes with the active switching material between the crosspoint. This is shown in Figure 1.17.

![Crossbar array structure](image)

Figure 1.17: Crossbar array structure. Two layers of perpendicular lines with the switching material inbetween.

Any memory unit can be addressed by applying an appropriate voltage across the two perpendicular arrays.

In the ON state the selected unit gives enough current to be read/sensed by the current amplifier. To obtain a non-destructive reading two lines are biased with the total voltage difference smaller than the threshold set voltage. Lines are typically biased with opposite polarities and the same voltage level. During the reading perpendicular lines are biased with $-V_{\text{red}}/2$ and $+V_{\text{red}}/2$, where $V_{\text{red}}$ is the reading voltage ($0 > V_{\text{red}} > V_{\text{set}}$, where $V_{\text{set}}$ is the set voltage).
A similar process is used in case of writing and only selected cell is affected while common-line cells remain in the same state.

In conventional active memories a selector device is integrated together with the memory cell. The selector is usually a transistor and the scaling of the whole structure is limited by the transistor scaling. In contrast to transistor scaling, where two critical dimensions are present and an aggressive scaling is not possible, ReRAM systems provide scaling in just one dimension (the thickness of the switching layer). The whole structure can be stacked in the third dimension providing much higher density if a high temperature process is not required during the fabrication.

Nonlinearity of the ReRAM unit is crucial for implementation of passive crossbar memories; it decreases sneak currents passing through the semi-selected devices. Nonlinearity is typically achieved by putting a diode in the series with the memory unit.

Apart from these solutions (integration of an external diode or engineering some nonlinearity of the active material), an interesting approach not requiring nonlinearity in the ON state is proposed. This approach is called complementary resistive switching (CRS) and the main idea is to use two bipolar resistive units connected in anti-series [46].

Four different states are possible: both units are in the HRS; both units are in the LRS; the first unit is in the LRS and the second unit is in the HRS; the first unit is in the LRS and the second unit is in the HRS. To prevent a leakage current one of the memory units is always in the HRS. The drawback of this approach is higher complexity and the destructive manner of the reading process.

Logical state “0” is represented by the state in which the first unit is in the HRS and the second unit is in the LRS. Logical state “1” is represented by the state in which the first unit is in the LRS and the second unit is in the HRS.

In order to write the state “0”, positive voltage bias larger than \( V_{th,2} \) is applied \( (V_{th,2} = |V_{th,set}| + |V_{th,reset}|) \), where \( V_{th,set} \) is the set voltage and \( V_{th,reset} \) is the reset voltage of the individual unit. If the CRS is already in the state “0”, nothing will happen. The first unit is in the HRS and the negative bias (note that the first unit is inverted with respect to the second unit) does not change its state, while the second unit is in the LRS, and thus the positive bias does not change its state either. If the CRS is in the state “1”, positive voltage larger than \( V_{th,1} \) will switch the second unit to the LRS and the CRS will temporarily be in an all-ON state (both units are in the LRS). When the voltage increases above \( V_{th,2} \), the first unit switches to the HRS so the CRS changes its state.
Writing the state “1” is equivalent to writing the state “0” by applying the negative voltage bias larger than $V_{th,4}$ (where $|V_{th,4}| = |V_{th,2}|$).

In order to read the state, positive bias bias larger than $V_{th,1}$ (where $V_{th,1} = V_{th,set}$) and smaller than $V_{th,2}$ is applied. If CRS is in the state “0”, a small current at the output is detected as the first unit is in the HRS and the states do not change. If CRS is in the state “1”, positive voltage bias larger than $V_{th,1}$ and smaller than $V_{th,2}$ switches the second unit to the LRS and a large current is detected (as both units are in the LRS). This indicates the logical state “1” for CRS. It is necessary to recover CRS to the state “1” because the state of the second unit is changed. Negative voltage bias larger than $V_{th,4}$ is applied and CRS is recovered to the state “1”. This approach is shown in Figure 1.18.
Figure 1.18: (a) Bipolar memristive element A with a Pt/solid electrolyte/Cu stack. (b) I-V characteristic of memristive element A. The resistance can be toggled between the LRS and HRS by exceeding $V_{\text{th,SET}}$ and $V_{\text{th,RESET}}$. (c) Bipolar memristive element B with a Cu/solid electrolyte/Pt stack. (d) I-V characteristic of memristive element B. (e) CRS resulting from the combination of memristive element A and B. (f) I-V characteristic of a CRS. (g) Measured I-V curve. After[46].
ReRAM has the potential to become not just the alternative to flash or DRAM but to become a universal memory. Universal memory would need to combine all the good characteristics of all types of memories including non-volatility, high endurance (higher than $10^{12}$ cycles), sub-nanosecond writing speed, long retention time (>10 years) and nanometre dimensions. Although most of these characteristics are already reported, high-density memory requires high yield and small variation in switching behaviour. The required level is still not achieved.

**Electrochemical Metallization Cell Memory**

Electrochemical metallization cell (ECM) memories are also called Conductive Bridge RRAMs.

The main part of the memory cell is electrochemically active metal electrode, usually Ag or Cu. The other electrode is chemically inert – such as Pt, Ir, TiN, Au, W. Thin insulating layer is sandwiched between two electrodes. This layer is typically either a solid electrolyte such as Ag$_2$S, Cu$_2$S or an insulator such as WO$_3$, GeS, SiO$_2$. The thickness of the insulating layer is typically a few tens of nm, but can range from 5nm to several hundreds of nm. The basic principle of operation is shown in Figure 1.19.

In the pristine state the cell shows high resistivity. There is no metallic material from the active electrode present in the insulating layer. During the forming and the SET process a positive voltage is applied to the active electrode. After the application of an electrical bias the process of anodic oxidation occurs. Metallic cations are formed at the site of the active electrode and they begin to propagate into the insulating layer under the electric field. When cations reach the passive electrode the chemical reduction takes place and the filament growth starts. The filament grows from the passive electrode towards the active electrode. Once the filament bridges the two electrodes the low resistive state is reached as much higher current can pass through the conductive filament. Further growth of the filament is controlled by the external current compliance.

Typically, only one complete filament is produced as the voltage immediately drops when the first contact is made and current compliance is reached. Nevertheless, the formation of several filament seeds is possible during the formation process. The presence of grain boundaries and accumulated defects within the insulating layer serves to facilitate the formation of a filament. The radial growth of the filament is controlled by the current compliance and different resistivity levels can be achieved. This means that multi-level operation is possible by controlling the filament growth.
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Many different processes can occur during the reset. Once the electric conduction is sufficiently high a large current passes through the narrow filament producing local Joule heating. This Joule heating will be most pronounced at the narrowest point – presumably near the active electrode. High Joule heating leads to the rupture of the filament through temperature assisted atom diffusion. Once the rupture occurs and a gap is produced the electrochemical process dominates the rest of the reset process.

Figure 1.19: Typical I-V curve and basic principle of operation of ECM. (a) OFF-state; (b), (c) Set process; (d) ON-state; (e) Reset process. Taken from [5].

Valence Change Memory

A VCM memory cell consists of an active electrode, a mixed ionic-electronic layer and an Ohmic passive electrode. In the case of VCM the active electrode does not provide a diffusion of metallic ions to form the filament, but rather provides an active site where the switching takes place.

Material with low oxygen affinity is used for the active electrode (e.g. TiN, Ir, Pt). Transition metal oxides like TaO_x, TiO_x, WO_x, HfO_x are the most popular choice for the switching layer. These transition oxides are typically non-stoichiometric and oxygen deficient. Fully oxidised layers can also
be used and an electroforming process is used to produce an oxygen deficient conduction channel. Low work function materials with high oxygen affinity are used for the Ohmic electrode.

The basic principle of operation, together with a characteristic I-V curve, is shown in Figure 1.20.

![This figure is removed from the original version due to copyright restrictions.]

Figure 1.20: Typical I-V curve and basic principle of operation of VCM. (a) OFF-state; (b) Set process; (c) ON-state; (d) Reset process. Taken from [5].

The electroforming step is crucial for most VCM systems. The forming voltage is typically significantly higher than the set voltage. Electroforming is a local reduction of the insulating layer. Both voltage polarities can be used. During the forming a high local temperature is generated due to the significant currents and large voltages. This temperature can cause local morphological changes or a phase transition of the material (e.g. formation of oxygen deficient Magnéli phase in case of $\text{TiO}_2$).

After electroforming, a conductive n-type channel is produced. The following switching process takes place near the active electrode (the electrode with the lower oxygen affinity). A tunnelling barrier is typically present between the conductive filament and the active electrode. By varying the barrier height it is possible to achieve different resistance states. During the set process oxygen ions are removed from this region - consequently tunnelling and thermionic current is increased and
barrier height is reduced. During the reset process oxygen ions are moved back into the region. This increased the barrier height and the overall resistance of the VCM cell.

Thermochemical Memory Cells

The thermochemical memory cell (TCM) is dominated by the thermochemical process in contrast to ECM and VCM where the electrochemical process is the dominant one. Another difference to ECM and VCM is that TCM is operated in the unipolar mode – the polarity of both set and reset is the same. A temperature gradient affects the local stoichiometry through a local redox processes.

Many different materials are used for the switching layer, most often NiO, Al₂O₃, CoO, CuO, TiOₓ, Fe₂O₃, ZrOₓ. Even SiO₂ is used as the switching material in TCM. The same material is used for both electrodes as there is no need for asymmetry as in case of ECM and VCM. The reason for this is that oxygen ions and oxygen vacancies diffuse along the temperature gradient and the position of the switching point can be at the arbitrary place along the filament – not necessary near the interface. A typical I-V curve with physical principle of switching is shown in Figure 1.21.

A dramatic current increase is observed due to thermionic breakdown. An increase in the local temperature leads to permanent material change and formation of a conductive filament.

Current compliance is required to prevent the hard breakdown and nonreversible transition to LRS. Current compliance is removed in the reset process. This allows a higher current to pass at much lower voltages, leading to a partial rupture of the filament and recovery of the HRS. The conductivity of the HRS is usually larger than the conductivity of the pristine device as the filament is not completely dissolved and current can still flow through the part of the filament.

The set process is similar to the electroforming process, but it typically occurs at lower voltages. Current compliance is needed to prevent the hard breakdown just as in case of the electroforming. During the forming/set process a reduction of oxidation states occurs. Most transition metal oxides show much lower resistivity in the lower oxidation states.
Silicon dioxide (silica) is one of the most abundant materials on the planet Earth – silicon and oxygen together account for 75% of earth’s crust. In nature it can be found in crystalline or amorphous form – sandy areas are a good source of silicon dioxide (e.g. beaches, deserts). Also it can be found as quartz in the Earth’s crust.

Silicon dioxide has a very wide spectrum of applications, especially in electronics and photonics, such as in manufacturing of semiconductor devices. In its quartz form, silicon dioxide has piezoelectric properties and it is used in the TV and radio industry for reception and transmission of signals. Silica is used for production of all kinds of glass. It is used in the food industry as an additive to powdered food as a flow agent.

The native oxide of silicon is an extremely stable compound, stable both in water and at elevated
temperatures. It is an excellent electrical insulator, and for many years it has been used as insulating layer in MOSFETs. Silicon dioxide forms a very good electrical interface with its silicon substrate. Silicon dioxide is one of the most widely used materials in the CMOS industry.

Reports of resistive switching in defective SiO$_2$ date back to the 1960s[47], and the so-called soft breakdown of silicon oxides has been of interest for some time as a model to understand oxide failure in silicon microelectronics. However, the underlying physics of resistive switching in silicon oxide is relatively poorly understood.

Although one of the earliest reports of resistive switching in thin films is about resistive switching in thermally grown silicon dioxide, silicon dioxide is not the most popular choice for resistive switching material. Far more popular are transition metal oxides such as HfO$_x$, TiO$_x$, Ta$_2$O$_5$, NiO.

Silicon dioxide (or silicon oxide) was regarded as a passive, insulating element and for applications in RRAMs it is used either in ECM systems or doped with metallic species during the fabrication process. When used in ECM systems it supports the diffusion of metallic ions from the active electrode and does not play an active role in switching. Only recently has the idea of using silicon oxide as an active material for resistive switching been reinvestigated.

Typically, a Cu active electrode is used in silicon oxide based ECM. The switching is attributed by the formation and dissolution of a Cu filament within the silicon dioxide matrix[48]. An Ag active electrode is used in the case of amorphous silicon[49]. Similarly, amorphous silicon supports the diffusion of Ag ions to form the conductive filament. The silicon dioxide matrix may itself be doped with metallic ions, the diffusion of which can modify the resistivity of the matrix[50].

However, in CMOS processing diffusion of metallic ions is undesirable, as this could potentially endanger the operation of surrounding electronics. The intrinsic resistive switching of silicon oxide is therefore a more appealing mechanism. Such a system was first demonstrated by Yao et al.[51] in 2010, who reported a switchable silicon conductive path formed on the vertical surface of a silicon-rich silica pillar. No metals were present in the device, and the authors reported intrinsically unipolar switching. The switching process was attributed to the voltage-driven formation of silicon nano-crystals (NCs) in the surface of the silicon oxide. These nano-crystals will eventually produce a conductive filament that is able to support current flow. Very promising switching properties were reported: high ON/OFF ratios ($>10^5$), fast switching (sub-100 ns), and good endurance ($10^4$ write-erase cycles). Figure 1.22[51] shows device schematics and characteristic I-V curves together with programming pulsing.
Interestingly, I-V curves are different to typical I-V curves reported either in the case of bipolar or unipolar switching. Switching is intrinsically unipolar but current compliance is not used and the reset voltage is higher than the set voltage, in contrast to more conventional unipolar switching. These early results are very promising as they fulfil many of the requirements for non-volatile memories.

However, the operation of such a device is possible only under vacuum due to the oxidation of silicon conductive pathways on the device surface under ambient conditions. The authors reported no evidence of high contrast controllable resistive switching in continuous films of silicon oxide: instead, silicon nano-filaments at vertical surfaces of mesa structures were proposed as the switching elements and any exposure to oxygen leads to oxidation and rupture of conductive filament.
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In this thesis, resistive switching in the bulk silicon oxide is examined. This switching is not restricted to vacuum operation or to the surface of the active material.
Chapter 2

Experimental Techniques and Sample Preparation

This chapter provides an overview of the experimental techniques and the sample preparation procedure.

Electrical Characterisation

Electrical Probe Station

The equipment that we used for the I-V characterisation is the Keithley 4200-SCS Semiconductor Characterisation System. It consists of a characterisation probe station, an analyser module and the appropriate software (Keithley Interactive Test Environment). The characterisation probe station has four probes and a highly conductive sample platten. Two probes were used to generate I-V and I-t curves. Electrical characterisation was done in ambient conditions.
Impedance Spectroscopy

Impedance spectroscopy is a technique used to characterise electrical properties of materials. The sample is biased with an alternating voltage source, and the sample impedance is measured as a function of source frequency.

Impedance, in general terms, is defined as a complex ratio of the applied alternating (AC) voltage and the passing current. Impedance \( Z \) as a function of input frequency is plotted in the complex plane, called Cole-Cole plot. These are impedance plane plots (see Figures 2.1(b) and (e)). Admittance (inverse of impedance) plane plots are commonly used together with Cole-Cole plots (see Figures 2.1(c) and (f)). These plots can be related to the microstructure properties of the measured material. The overall resistivity can be modelled as an equivalent circuit consisting of resistors and capacitors connected in series and parallel (see Figures 2.1(a) and (d)). When plotted on a Cole-Cole plot, the curve shape of impedance can consist of several semi-circles indicating different equivalent circuits. By fitting the curve shape with a particular model it is possible to obtain the values for resistors and capacitors in the circuit. This is used to determine if there is only one or several conduction paths. This can be further related to bulk or grain boundary properties of the material.

Figure 2.1: Parts (a) and (d) show two common RC circuits. Parts (b) and (e) show their impedance plane plots and (c) and (f) their admittance plane plots. Arrows indicate the direction of increasing frequency. After [52].
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Structural Characterisation

Scanning Tunnelling Microscopy

In 1986 the Nobel Prize in physics was awarded to Gerd Binning and Heinrich Rohrer for their invention of scanning tunnelling microscopy (STM) in 1981. Since its innovation, STM was an important tool for characterisation of surface structures. The breakthrough of this technique is its ability to study surface properties with atomic resolution.

The basic concept of the STM is quantum tunnelling of electrons between a sharp microscope tip and the investigated surface (the tip that we used is a platinum-rhodium or tungsten needle). The scanned surface must be conductive. A voltage is applied between the surface and the tip. When the needle tip is sufficiently near to the surface the electrons are able to tunnel through the vacuum (ambient - air in our case) barrier in between (typical distances are around 1nm). This current is called tunnelling current and it is based on quantum-mechanical tunnel effect. When the tunnelling current starts to flow and a tunnelling contact is established, the tip is moved across the surface by piezoelectric scanning unit. The scanning unit is typically capable to scan the areas in range of a few nm up to several µm. The scan provides a microscopic image of the spatial variation of the tunnel current.

STM can reveal informations about the atomic-scale structures that must correspond to electrical states. These are the states from which electrons can tunnel into the tip or into which the electrons can tunnel from the tip. The electrons can tunnel across the potential barrier (between the tip and the sample) even when the electron’s energy is lower than the barrier height. The corresponding tunnelling probability is proportional to $e^{-kz}$, where $z$ is the tip-sample distance and $k$ is a decay constant. Furthermore $k = \left[ 2m \left( W_b - W \right) / \hbar \right]^{0.5}$, where $m$ is electron mass, $W_b$ is the potential barrier and $W$ is the energy of the tunnelling electron.

When applied bias is small (a few V), only electronic states very near the Fermi level (a few eV around Fermi level) are excited and tunnel across the barrier. Tunnelling also requires that there is a corresponding empty level of the same energy in which the electron can tunnel to. This implies that the current can be related to the density of available or filled states in the sample. Tunnelling current depends on the number of electrons between the Fermi level and a few eV in the sample, and the number of corresponding free states at the tip (in the case when the electrons tunnel from the sample into the tip). The tunnelling current increases with the number of available states.
Electrons in the tip tunnel into empty states in the sample when the applied bias is positive, while for the negative bias, electrons tunnel out of occupied states in the sample into the tip. This is shown in Figure 2.2.

![Figure 2.2](image)

**Figure 2.2**: Electrons whose energy states range between $W_F$ and $W_F + eV$ contribute to the current. The figure shows the cases of (a) a negative voltage applied to the sample and (b) a positive voltage applied to the sample. After [5].

There are two main modes of operation. In the constant-current mode the current is held constant, and as the tip moves across the surface it must move up and down, following the surface topography. In this way atomic resolution can be achieved. A precise vertical motion of the tip is achieved with piezoelectric cylinders. In the constant-height mode the tip height is held constant and the current is monitored. As the tunnelling current is exponentially dependent on the distance this mode gives us very high sensitivity and thus single atoms can be resolved.

The STM equipment consists of a very sharp tip, piezoelectric motors and the feedback loop. In the first mode of operation, when the tip is driven across the surface, the feedback loop allows the tip to move parallel to the surface. In the second mode the feedback loop is slowed down, thus the tip is held at a constant height. This mode is only applicable if the monitoring surface is flat, otherwise there is the possibility of tip and surface collision.
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Atomic Force Microscopy

In 1986, Calvin Quate and Christophe Gerber invented atomic force microscopy (AFM) several years after the STM was invented. Similar to STM, the AFM measures the interactions between the moving tip and the surface. The interaction is measured at very short distances (0.2nm to 10nm). The tip is attached to a mechanical cantilever-type spring. Piezoelectric elements enable very precise and controlled scanning. An image is gathered from the map of the detected forces (ranging from $10^{-13}$ to $10^{-6}$ N) at each point of the surface. The cantilever is commonly made of silicon or silicon nitride and when the tip is sufficiently close to the surface there is a deflection of the cantilever according to Hook’s law. These deflections can be used to control surface-tip distance on an atomic level. A laser beam monitors the cantilever deflection; the reflected laser beam from a cantilever is
detected by a photodiode array, which directly gives the deflection.

At the very short distances (typically a few angstroms) there is a very strong repulsive force between the tip and the surface. Origin of this force is exchange interaction that occurs when the electronic orbitals are overlapped at atomic distances. In this case it is said that the tip and surface are in contact.

The dominant interaction at longer distances is Van der Waals interaction/force. Other interactions, more evident at much longer distances, include electrostatic, capillary and magnetic forces.

Van der Waals forces lead to an attractive interaction between the tip and the sample surface. This interaction can be described as the interaction between the time-dependent dipole moments of the atoms in the surface and atoms at the tip. Although the centres of gravity of electronic charge density and charge of nucleus overlap when averaged over time, the separation of centres of gravity spatially fluctuates in every moment. This means that the atoms’ dipole moments fluctuate. The dipole moment of the first atom can induce a dipole moment in the neighbouring atom and this dipole moment acts back at the first atom. Fluctuating dipole moments produce the dipole-dipole interaction. Generally this interaction is proportional to $z^{-6}$ for the small distances and $z^{-7}$ for the larger distances.

Similarly to STM, the distance dependence of the Van der Waals interaction is used to achieve a high resolution of AFM. However this dependence is much weaker compared to the exponential dependence of the tunnelling current in the case of STM. This means that the sensitivity of AFM
is lower than in the case of STM.

There are three main AFM modes of imaging. The main difference between these modes is the tip-sample distance during the scanning process.

The first mode is the contact mode. In this mode the cantilever is moving across, feeling the forces from the surface. These forces are repulsive forces dominantly. By keeping the force constant (deflection of the cantilever) it is possible to obtain the image of the sample surface topography. Advantage of this mode is fast scanning. However soft samples are not suitable for this mode as they can be damaged during the scanning.

The second mode is called the tapping mode. In this mode piezoelectric motors are used to cause the cantilever to oscillate at its resonant frequency above the sample. During these oscillations, tip is touching (“tapping”) surface of the sample. Oscillating amplitude is kept constant by keeping the constant tip-surface interaction. In this way the surface topography is obtained. This mode is more suitable for softer samples that are easily damaged (i.e. biological samples). Disadvantage of this mode is slower operational mode.

The third mode is called the non-contact mode. In this mode cantilever is kept completely above the surface. Similarly as for the tapping mode, the cantilever oscillates at the resonant frequency. The forces between the tip and the surface change the resonant frequency. A feedback loop can hold the surface-tip distance constant. Advantage of this mode is extremely low forces "felt" by the tip (typically $10^{-12}$ N), which significantly increases the tip lifetime. Disadvantage of this mode is lower resolution compared to two other modes.

In case of AFM, a sample does not need to be conductive in order to be scanned. AFM is used to study many different types of samples including metals, plastics, glasses, semiconductors and biological samples. However the resolution of AFM is typically lower compared to STM. One of the reasons for this is the fact that the AFM tips are not atomically sharp. There is always an artifact of tip geometry when the scanned features are approaching the dimensions of the used tip (typically less than 10nm).

Conductive atomic force microscopy (C-AFM) is a special type of AFM which uses a conductive tip coating (e.g. Pt or Ir) on a conventional silicon tip. There are 2 output channels; the first gives a deflection of the tip (same as for the AFM) and the second gives a tip current. The current is flowing through the metal-coated tip of the microscope and the conducting sample (typically from a
few pA to a few hundreds of nA). Negative voltage is applied to the sample and electrons flow from the sample to the tip. Electrons tunnel similarly as for the case of STM. As the tip moves across the surface, AFM topography is obtained on the first output channel by vibrating the tip (it is possible to scan in contact mode too), while on the second output channel the current map is acquired. In this way it is possible to study the correlation between spatial features and their conductivity. C-AFM also enables spectroscopic measurements of the sample. It is possible to obtain I-V curves at any studied position on the sample. The main advantage of C-AFM over standard electrical measurement techniques is the high spatial resolution (i.e. C-AFM measurements on polycrystalline thin films can identify differences in the conductivity between grain boundaries and the interior of the grains). For the less conductive samples C-AFM is more suitable compared to STM. Scanning can be initiated even when the current does not flow between the tip and sample.

Figure 2.6: Schematic of conductive atomic force microscope (C-AFM)

Transmission Electron Microscopy

Transmission Electron Microscopy (TEM) is another microscopy technique widely used in nanotechnology. A beam of electrons interacts with an exposed sample. The sample needs to be thin enough for electrons to pass through it (typically 50nm or less).

The transmitted beam of interacting electrons is collected and this yields the image of the specimen. Due to the small de Broglie wavelength of an electron TEM can provide much greater resolution compared to light microscopes. State of the art TEMs are able to resolve atomic scale. A TEM operates similarly to a light microscope, but instead of visible light it uses electrons. Schematic of TEM microscope is shown in Figure 2.7.

TEM can be divided into three components: the illumination system, the lens system and the
imagining system. The illumination system consists of the electron gun (which produces the beam of accelerated electrons) and the condenser lenses. Electrons are accelerated to energies in the range of 20keV to 1MeV. Condenser lenses focus the beam of electrons with a selected diameter. The lens system consists of several electron lenses. Electron lenses focus the parallel rays of electrons at the constant focal length. The typical spot size is smaller than 3µm. This is the part where the beam interacts with the sample and where the creation of the images and the diffraction patterns take place. The imaging system uses additional lenses to magnify the images. These are focused on the viewing screen (CCD or TV cameras).

![Figure 2.7: Schematic of TEM system. Taken from [53].](image)

This figure is removed from the original version due to copyright restrictions.

There are several different TEM operation modes. The most common mode is the bright field imaging mode. An image is generated in such a way that the regions of higher atomic density appear dark, while less dense regions appear brighter. In this mode the information is gathered directly by absorption of electrons in the sample. In the case of the dark field imaging mode the unscattered beam is excluded from the image. This produces the images in which the specimen is usually bright while the background is dark (as the beam is not scattered in this region).

Another operation mode is the diffraction mode. In this mode the objective aperture is placed in the back focal plane. The specific reflection can be selected, and only the electrons with the selected
reflection are projected. In this way only the parts of the sample that cause the specific reflection will be shown in the image. This also produces the diffraction patterns, which could yield important information about the structure of the specimen. If the specimen is the single crystal particle a regular area of spots is produced, while if the specimen consists of randomly oriented crystalline particles a ring pattern is formed.

Sample Preparation

There have been four generations of devices fabricated up to date.

The first generation was made as a simple MOS capacitor, where the bottom Si substrate serves as a bottom electrode and Ohmic contact. Indium Tin Oxide (ITO) was used for deposition of top electrodes. The second generation of devices was also made in MOS design with the difference that the top electrode was n-type poly Si. The purpose of this is to avoid any possible (regardless how unlikely) presence of metallic species within the switching silica layer. The third generation was made to the identical process as the first generation, only the content of excess silicon in the active silicon oxide layer is varied, as well as the thickness of the active layer. Finally, the fourth generation was made in the more popular MIM design in which TiN is used for both top and bottom electrode.

1st, 2nd and 3rd Generation

Devices contain thin SiO$_x$ layers sandwiched between a p-type silicon wafer and n-type top electrodes (a range of electrode sizes was used – from 1.5 mm × 4 mm to 125 μm × 125 μm). We investigated two configurations.

The first and third generation were made with indium tin oxide (ITO) top electrodes, deposited at room temperature. The second generation was made with n-type polycrystalline silicon top electrodes requiring a 950°C anneal to optimize conductivity. The device structure is schematically shown in Figure 2.8.

The active layer is identical in all three generations.

Layers were grown on p-type B-doped Si substrates by magnetron co-sputtering. Two confocal
cathodes were used: SiO$_2$ and Si. The whole process was done under a pure Ar plasma. By applying the RF power it is possible to precisely control the thicknesses of layers and also to incorporate Si in wanted concentrations in these thin layers.

The layers were annealed for 1 hour in nitrogen at 900°C or 500°C. Thicknesses were measured using spectroscopic ellipsometry. X-ray photoelectron spectroscopy (XPS) is used to obtain the composition of the samples. We used a Perkin-Elmer PHI-5500 instrument (using Al Ka radiation). Samples were sputtered with an Ar$^+$ ion beam at 4keV.

For the second generation, 185nm of n-type silicon (phosphorous doped, resistivity 10m$\Omega$cm) was deposited on top of the SiO$_x$ layer by Low Pressure Chemical Vapour Deposition (LPCVD). After growth, samples were annealed at 950°C for 30 minutes in nitrogen to activate the dopants and achieve a final resistivity of 1m$\Omega$cm. After a buffered HF dip to remove surface oxide, 100nm of chrome was sputtered onto the front side, photoresist spun on, and the sample exposed with a chrome-on-glass mask (see Figure 2.8(c)). The mask contained a number of different electrode
sizes – from 1.5mm × 4mm to 125µm × 125µm. The photoresist was developed, and then the exposed chrome etched. Removal of the remaining photoresist was followed by a buffered HF etch and the samples were etched in a TMAH, 25% solution at 60°C, for 40sec. Finally, the chrome was etched, and the samples rinsed and blow-dried in N₂.

For the first and third generation 70nm-thick ITO layers were deposited by sputtering, followed by photolithographic contact definition using the same mask. The ITO layer was etched using hydrochloric acid. Chrome-gold Ohmic contacts were provided on the back sides of all wafers by evaporation (10nm Cr, followed by 100nm Au).

So for the first three generations, an asymmetric structure (n-type top electrodes – n-Si or ITO; p-type substrate) allows us to define two regimes in our MOS structure. Applying a negative potential to the top electrode allows higher currents to flow (negative bias), while a positive potential results in lower currents (positive bias).

4th Generation

For the fourth generation of devices the more common MIM design was used. Boron doped p-type silicon wafers with pre-processed thermal SiO₂ were used. The thickness of the thermal oxide was 4µm. For the bottom electrode the uniform layer of TiN was deposited by sputtering. The thickness was around 100nm. Deposition was done at room temperature. The active layer of silicon rich silicon oxide was deposited similarly to that in the first three generations with magnetron co-sputtering. The thickness was kept constant at around 30nm. Deposition temperature was 250°C. The excess silicon was around 11%. The top layer of TiN was identical to the one used for the bottom electrode. Standard lift-off was used to define the top contacts. One set of samples in this generation was annealed at 600°C and the second one was not annealed.
Chapter 3

Resistive Switching in Active Silicon Oxide

In this chapter the focus is on resistive switching in silicon oxide. The measurement results are divided into two groups. The first group presents the structural properties of the silicon oxide and the second group is focused on the electrical and switching characterisation of the devices.

Electrical Characterisation

The first generation of samples is described in the sample preparation section. These samples are made in MOS configuration. The thickness of the oxide layer for the first generation of devices is 35nm. These samples have Indium-Tin Oxide (ITO) top contacts.

The thickness of the active silicon oxide layer in the second generation of devices is 37nm (for the results shown in this chapter). These samples have n-type poly silicon top contacts.

The thickness of the oxide layer in the third generation is 22nm, and the top contacts are made of ITO. The first three generations all used p-type silicon substrate as the bottom electrode.

The fourth generation of samples is made in MIM design where both contacts are made of 100nm thick TiN. The thickness of the active layer is 30nm.
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Current-voltage Characteristics

Bipolar Switching Mode

Before any switching is possible the device needs to be electroformed. This electroforming is done only once with the pristine device. The device is swept to high voltage (up to 30V). During the sweep several current peaks are observed and the whole I-V curve is unstable. Once a high voltage is reached, (typically >20V for devices thicker than 25nm), the device switches to a low resistive state (LRS), after which the curves become much smoother. This is shown in Figure 3.1.

![Figure 3.1: Electroforming process prior to resistive switching. Blue line is a double sweep curve (from 0V to 30V and from 30V to 0V) Obtained from a device from the 1st generation.](image)

A structural change occurs during the electroforming process, most likely a local reduction process (removal of oxygen from silicon oxide). The low resistive state after the electroforming is stable, and the device remains in this state after the voltage bias is removed. In the case of MOS design (generations I,II and III) the electroforming process is done in the positive bias and no current compliance is needed. The reason why there is no need for current compliance comes from the fact that p-type Si substrate behaves as a self-compliance. The maximum current is limited by minority carriers (electrons) in the substrate. For MIM design, however, the current compliance is needed.

After the electroforming process, the device can be switched between two states – high resistive state (HRS) and low resistive state (LRS).
Figure 3.2 shows a typical I-V curve from a 1st generation device. Hysteresis is evident in both positive and negative bias.

In the positive bias (top electrode biased positively with respect to the silicon substrate), the high resistive state (HRS/OFF) switches to the low resistive state (LRS/ON) at a threshold voltage (black line in the positive bias). This is the set process. Reducing the voltage below threshold does not switch the device to its initial state, and much larger currents flow (grey line).

Resistance contrast between the two states is up to six orders of magnitude in devices studied to date; four to five orders are typical. Transitions between states are abrupt (faster than the sampling time of our measurement) and do not depend on voltage sweep speed. The results shown are obtained with an acquisition time of around 15ms per point (the maximum resolution of our equipment), which is equivalent to a sweep rate of 3.33 V s⁻¹ with 300 points sampled.

After switching, the device stays in the LRS until a negative bias (silicon substrate biased positively in respect to the top electrode) is applied and certain critical voltage is reached at which a sudden current drop is observed. This is the reset process. This sequence can be repeated many times.

The ON current does not show a clear tendency to scale with contact size (we tested this with 3 contact sizes of 125µm × 125µm, 250µm × 250µm and 500µm × 500µm), suggesting carrier transport via individual conductive pathways. We note that both ON read current and reset current
CHAPTER 3. RESISTIVE SWITCHING IN ACTIVE SILICON OXIDE

could be increased if much larger contacts are used (2mm × 2mm or larger). In this case it is likely that a number of parallel conduction paths or conductive network is formed.

Set and reset voltages can vary from the values shown in Figure 3.2, depending on the history of the devices (duration and magnitude of the last applied voltage bias). However, short voltage pulses of ±15V or greater almost always trigger switching in healthy devices. These switching processes are repeatable and the states are stable for at least 120 hours at room temperature.

This is the bipolar mode of programming. Opposite polarities are used for the set and the reset processes. Physically this type of memory falls within the class of Valence Change Memories.

In such memories, during the electroforming process a local reduction process occurs forming the conductive channel. This conductive channel/filament is likely to consist of oxygen vacancies that can drift when electric field is applied. The switching site is likely to be near one of the interfaces between the filament and the electrode. At the interface a tunnelling barrier can form and the effective height of the barrier will define the resistance state. After the filament is formed, the negative bias will push the oxygen vacancies from the interface between the substrate and the filament. After the oxygen vacancies are repelled from this side the local redox process can occur. This results in increase of the barrier height and the HRS is achieved.

Positive bias will push the oxygen vacancies back towards the substrate and the tunnelling barrier will be reduced again. This results in reduction of barrier height and recovery of the LRS.

This is the convectional description of switching process of Valence Change Memories, but many variations are possible. Specific particularities about our system will be discussed in the next chapter.

In some cases it is possible to return the device to a partially OFF state (HRS) with an intermediate resistance after the reset process, as shown in Figure 3.3. This behaviour is even more pronounced with second and fourth generation of devices.

We note that the set process is also achievable under negative bias, but its occurrence is less likely (and normally occurs only for larger contacts) than in the case of positive bias. This is consistent with the model of Valence Change Memories in which the active side is more likely to be formed near the interface with the electrode with lower oxygen affinity. In our case the oxygen affinity of the p-type silicon substrate is lower than the oxygen affinity of the ITO electrode.
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Figure 3.3: I-V characteristics with the reset process to intermediate state (line 4). Obtained from a device from the 1st generation.

The second generation devices with the top n-type poly Si show similar switching behaviour. A typical I-V curve is shown in Figure 3.4.

Figure 3.4: I-V characteristics for a device with a poly-Si top contact. Obtained from a device from the 2nd generation.

In the case of devices with top poly-Si contacts the reset process occurred less frequently than for devices with top ITO contacts. Also the endurance of these devices was much lower. This can be attributed to an additional annealing step at 950°C required to maximize the conductivity of the n-type poly-Si layer. This is likely to produce high density of silicon nanoinclusions within the film as a result of phase separation, allowing strong conductive filaments to form. Consequently higher currents are induced during the switching process and additional structural changes could occur.
leading to permanent damage of the sample.

Figure 3.5 illustrates sequential cycling between high and low resistance states (device programming) for a 1st generation device. For the results shown in Figure 3.5 a programmed sweep mode was used with a sweep speed of around 50ms per point (the maximum resolution of our equipment in this mode). The applied voltages were: +20V (set), -20V (reset), and +2V (read). In the best devices programming can be achieved using 10V pulses as short as 90ns (the limit of our equipment resolution – for these measurements a stand-alone pulse generator was used, rather than the Keithley 4200).

Figure 3.5: Switching cycles using voltage pulses of +20, -20, and 2 V for setting, resetting and reading, respectively. Obtained from a device from the 1st generation.

Reset current in these devices can be up to 100mA (typical is around 10mA, and in the best devices this can be lower than μA), which is still sufficiently low for memory applications. The read operation uses approximately an order of magnitude less current in the ON state. The variations in reset current are likely an effect of non-homogeneous film deposition.

The devices of generation 3 exhibit even lower programming voltages and currents. This is shown in Figure 3.6.

Figure 3.6 shows a typical I-V curve for bipolar switching between two states (using a thinner sample – a device from the 3rd generation). Programming voltages around 3.5V initiate resistive switching. In this switching regime, devices are not swept to voltages higher than ±7V, in order to retain low voltage and current operation. The set process occurs from as low as 3V, depending on the
Figure 3.6: Typical I-V curve in bipolar mode. Obtained from a device from the 3rd generation.

previous negative sweep; we note that the set voltage is highly dependent on the device history (specifically the negative sweep). However, keeping sweep voltages in the range of ±7V provides low switching voltages with a narrow and stable distribution. Lower programming voltages and currents are obtained compared to sample of the 1st generation.

Figure 3.7(a) shows sequential cycling (device programming). A programmed sweep mode was used with a sweep speed of around 50ms per point (the equipment resolution in this mode). Applied voltages were +20V (set), -10V (reset), and -1V (read).

Another important requirement for ReRAM is narrow distribution of resistance within a single level. Figure 3.7(b) shows resistance distribution in both states. Note that the wider distribution in the HRS is probably affected by the extremely low current level read in HRS (current level close to the resolution of the equipment).
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Figure 3.7: (a) Device cycling between HRS and LRS state. The resistance state is shown after every cycle. (b) Resistance distribution in LRS (ON) and HRS (OFF) calculated from 100 cycles. Results obtained from a device from the 3rd generation.

Unipolar Switching Mode

Most metal oxides exhibit either bipolar or unipolar switching. The main driving force for bipolar switching is electric field that causes the drift of ions inside the matrix. In case of unipolar switching the more dominant factor is thermal energy. Joule heating generated by high current causes high local temperatures.

We have found that silicon oxide exhibits the co-existence of both types of switching.
We can further differentiate two types of unipolar switching. In the case of conventional unipolar switching current compliance is needed; the set voltage is larger than the reset voltage. Figure 3.8 shows this type of unipolar switching.

![Image of unipolar switching graphs](image)

**Figure 3.8**: Results obtained from a device from the 3rd generation. (a) Unipolar device switching with low current compliance (1μA). (b) Unipolar device switching with higher current compliance (100μA).

Figures 3.8(a) and 3.8(b) show unipolar switching in the same devices. The black curves, labelled ‘set’, show the transition from HRS to LRS. For stable switching in this mode, current compliance (CC) is needed, in contrast to bipolar operation. Without the current compliance hard breakdown can occur, or the device can exhibit multiple transitions between the two states. These multiple transitions suggest competition between set and reset processes reported previously. High Joule heating tends to reset the device to the HRS, while the high field tends to set it in the LRS. This effect can be seen clearly in Figure 3.8(a) (blue curve) once the current compliance is removed: several transitions between different resistive states occur before the device finally fully resets at around -8V.

In Figures 3.8(a) and 3.8(b) the current compliance is set to 1μA and 100μA, respectively. The reset current is 20-60 μA (reset starts at 20μA and the device fully resets at 60μA) for a current compliance of 1μA, and 4.2mA for CC of 100μA. This proportionality between the current compliance and the reset current has been observed previously for a number of ReRAM systems, and is described in the work of Ielmini[54]. We note here that unipolar switching shows a wider distribution of set and reset voltages than is the case for bipolar switching. This is expected, due to the higher currents (and consequently temperatures) involved in Joule heating-driven transition processes in this mode: the shapes of the formed conductive filaments are likely to differ significantly from one switching cycle to another.

The second type of unipolar switching is if the set voltage is lower than the reset voltage. For this type of switching there is no requirement for current compliance.
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Figure 3.9: Untypical unipolar switching (250mm × 250mm contact size). Results obtained from a device from the 1st generation.

Figure 3.9(a) demonstrates unipolar switching of the device under negative bias. Both set and reset processes can be seen, with reset occurring once the current has reached a critical value. The switching process is thus inherently unipolar.

Figure 3.9(b) shows unipolar programming of a device, showing that it is possible to repeatedly set and reset the resistive states using one polarity of voltage pulse. However, it should be noted that only a small number of devices exhibited stable switching in this mode. This is likely to be related to competition between the two processes, and the window between the set and the reset voltage is relatively small in this case.

For the devices of the fourth generation with MIM design only the unipolar switching mode is observed. This is a consequence of the inert type of the both electrodes and the symmetric design. The switching (both set and reset processes) is thermo-chemically driven. This is the TCM type of ReRAM. The typical I-V curves are shown in Figure 3.10.

Figure 3.10: I-V curves obtained from a device from the 4th generation (MIM design).
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Multi-level and Gradual Switching

Multi-level bipolar switching is demonstrated in Figure 3.11(a) for a 3rd generation device. The initial set process from HRS to LRS can be followed by a second transition to an even lower resistive state, providing at least three stable states. In negative bias, two reset processes occur, reversibly switching the device in two steps to the HRS. As the window for set transitions is usually wider than that for the complementary reset transitions, we use two different levels of positive voltage pulses to set the device either to the first LRS or the second LRS.

Figure 3.11(b) shows three-level programming with three different voltage pulses. We used a +12V pulse to set the device to the first LRS, +20V to set it to the second LRS (either from the first LRS or the HRS), and -10V to reset the device to the HRS either from the first or the second LRS. 4V was used for stable non-destructive reading.

![Figure 3.11](image)

Figure 3.11: (a) I-V characteristics showing multi-level switching. (b) Three-level pulse programming. Results obtained from a device from the 3rd generation.

The LRS states are stable, as in the case of two-level programming, with a contrast between states of around one order of magnitude. Reading at negative voltages (e.g. -1V) can provide a higher contrast, although the correspondingly higher reading current can slightly modify the first LRS.

In the case of bipolar switching, in addition to abrupt changes in device resistance, we also observe a more gradual change shown in Figure 3.12 by sequentially sweeping the device to positive voltages with a current limit set. Starting in the LRS (after an initial sweep to switch the device from HRS to LRS), we performed three sequential sweeps in positive bias. For the first one we set the current compliance to 100μA; subsequent sweeps were performed without a current limit. Three I-V curves were obtained.

The gradual modification of device resistance can be observed during the reset process. Figure 3.13 shows the gradual reset process during unipolar switching. Starting from the LRS and sweeping the
Figure 3.12: Gradual increase in LRS conductivity with subsequent positive sweeps.

device to progressively higher voltages without setting the current compliance many different stable resistance states can be achieved. The final reset process is usually more abrupt, after which no more transitions can be seen.

Figure 3.13: Gradual modification of device resistance during the reset process. Results obtained from a device from the 4th generation.
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Temperature Dependence

The nature of the filaments formed after the unipolar or bipolar switching modes are different, so in the analysis of the temperature dependence we differentiate these two modes.

Figure 3.14 shows conduction dependence on temperature in both LRS and HRS (from a 1st generation device) for the case of the bipolar mode. The result shows typical semiconductor behaviour (resistance decreases with increased temperature), suggesting no metallic conduction in the LRS. Temperature increase does not affect the HRS enough to be sensed by our equipment. Contrary to this, systems exhibiting metallic filament conduction show a decrease in the LRS conduction with increasing temperature.

![Figure 3.14: LRS and HRS dependence on increasing temperature in bipolar switching. Results obtained from a devices from the 1st generation.](image)

When devices are heated up to 200°C during test, the conductance in the LRS shows a reversible increase, confirming the non-metallic nature of the conduction path. As the current is determined by the conductive pathway rather than the availability of carriers from the substrate, we conclude that the pathways are either silicon or oxygen vacancies precation paths, rather than diffused metal ions from the ITO top contact, or from contamination of the active layer.

The result can also suggest that the filament created in bipolar mode consists of a channel that is not fully formed and that significant conduction increase can occur through a thermally activated hopping process.
In the case of the unipolar mode a much weaker dependence on ambient temperature is observed (see Figure 3.15). This suggests that the nature of filament formed after the unipolar switch is different to the one formed after the bipolar switch.

Figure 3.15: LRS and HRS dependence on increasing temperature in unipolar switching. Results obtained from a device from the 4th generation.

In the LRS a small overall increase in the conductance is observed. This increase is much lower than in the case of bipolar switching. Also, it is apparent that in case of unipolar switching the I-V curve is much more linear compared to bipolar switching. In the HRS there is no strong temperature dependence up to 150°C. This suggests that the conduction mechanism is not thermally activated in case of unipolar switching. The filament created in unipolar mode is much more homogeneous (compared to the filament produced in bipolar mode). In this more homogeneous filament, the potential barrier seen by the tunnelling electrons reduces as the band offset between the conduction bands of the silicon nanoinclusions and the substoichiometric oxide shrinks, and hence the resulting I/V curve becomes more linear.
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Current-time Characteristics

Figures 3.16(a) and 3.16(b) show current-time graphs under constant voltage biases of -8V and -10V for the 2mm × 2mm contact: it is evident that formation (set) and destruction (reset) processes act in opposition.

![Figure 3.16: Current-time graphs under a constant voltage bias of (a) -8V and (b) -10V. Results obtained from a device from the 1st generation.](image)

In the case of larger contacts, it is likely that multiple conduction paths are formed, resulting in increased reset negative voltage and current. Clear transitions between two states can be seen with rapid current drops (up to 10%) followed by slower, exponential increases. Recovery speed is proportional to the applied voltage: the average time constant decreases from 10sec to around 0.5sec on changing the bias from -8V to -10V. Higher negative voltages reset the device without repetitive transitions to the LRS. However, the LRS is stable if the bias is lower than 6V.

We distinguish two conditions: high field and low current (positive bias) in which pathway formation is favoured, and high field and high current (negative bias) in which destruction dominates. We therefore propose a switching mechanism based on competing field-driven formation and current-driven destruction of conductive pathways.

Impedance Spectroscopy

Impedance Spectroscopy reveals different conduction mechanisms in LRS and HRS, and is used to examine the nature of a conducting path.

In the HRS, a single arc suggests an equivalent circuit model with a single parallel capacitor and resistor \( R = 2.81 \times 10^6 \Omega, C = 2.61 \times 10^{-12} F \).
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This high resistance is governed by the bulk properties of the SiO$_x$ layer. However, in the LRS, two clear arcs are seen, suggesting additional parallel resistances and capacitances appearing in series. This is consistent both with formation and destruction of conductive pathways, and with previous studies of carrier transport in such films. The latter can be modelled as shown in the inset of Figure 3.17(b) ($R_1 = 1.68 \times 10^6 \Omega$, $C_1 = 1.72 \times 10^{-10} F$, $R_{eq} = 2.28 \times 10^8 \Omega$, $C_{eq} = 3.03 \times 10^{-10} F$ (equivalent capacitance of series capacitors)).

![Figure 3.17: Cole-Cole plots with equivalent circuits under 1V in (a) HRS and (b) LRS. Obtained from a device from the 1st generation.](image)

The imaginary part of the impedance remains negative at frequencies between 1Hz and $10^7$Hz, suggesting no inductive behaviour. Inductance would be typical for metallic filaments, which is not the case for our devices from the 1st generation.

Nonlinearity and Self-rectification

As discussed in the introduction, two highly desirable properties of resistive switching devices are self-rectification and non-linearity. These allow prevention of faulty device reading due to leaky current paths in passive crossbar arrays without the requirement to add a diode in series with each ReRAM element, as is the case for most metal oxide-based systems.

Non-linearity is usually defined as $\frac{I(V_{red})}{I(V_{red}/2)} \gg 2$. In the case of bipolar switching in our devices we can obtain a ratio of up to 10. This is shown in Figure 3.18(a). This ratio decreases as resistance in the LRS decreases, which is consistent with the trap-assisted tunnelling model (this model will be described in the Chapter 5) in which the current-voltage relation is highly non-linear. With growth of a conductive filament, non-linearity decreases as the silicon sub-oxide gaps are filled with more oxygen vacancies (silicon nano-inclusions). Continual growth of the conductive filament into the more continuous form causes a reduction in non-linearity. While conductive filaments formed after the unipolar switch are more continuous, and hence show poor non-linearity, excellent self-rectifying
behaviour is observed.

In Figure 3.18(b) we can see that the difference between currents flowing in positive and negative bias is around two orders of magnitude for a read voltage between 0.5V and 1V. Similar behaviour has been previously reported for unipolar resistive switching in hafnium oxide\[55\], and it is believed that the formation of a Schottky barrier at one of the interfaces (ITO/SiO\(_x\) or SiO\(_x\)/Si) is the cause.

**Structural Characterisation**

**AFM and STM Characterisation**

It is well established that films grown by sputtering often exhibit columnar or granular growth. Boundaries between adjacent columns can extend through the whole thickness of the film, effectively connecting the top and bottom of the active layer.

Atomic force microscopy (Figure 3.19(b)) of sample surfaces indicated periodic 5-10 nm high circular dome shaped surface features that varied in diameter from 10 to 50 nm. STM of these structures showed high conductivity at the edges of the features, and low conductivity at the centre (Figure 3.19(c)). Such pathways are around 5-30 nm in diameter, suggesting that devices may be scaled down to nanometer dimensions to achieve very high levels of integration. Figure 3.19(a) shows I-V measurements of the two regions, highlighting the difference in conductivity. Figure 3.19(d) is a schematic of the film structure, showing columnar structures with silicon nanoinclusions nucleating at column boundaries. Such structure is consistent with both AFM and STM results. These results have been reproduced in around 15 different scan areas.
Placing the atomically sharp STM tip above a column edge and applying the appropriate voltage allows us to switch the material between HRS and LRS. Figure 3.20 shows results obtained using the STM tip on a portion of the sample without a top electrode, demonstrating resistive switching between two distinct resistive levels. Note that in this case a voltage of only -1.8V triggers the set transition.
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Figure 3.20: I-V curve obtained with STM spectroscopy showing resistive switching between two distinct states. Obtained from a device from the 1st generation.

C-AFM Characterisation

Conductive Atomic Force Microscopy (C-AFM) is used in order to examine the shape and size of the filaments produced after the electroforming process. Measurements were taken using a Veeco Dimension 3100 AFM.

The filament produced after electroforming is typically very small and tracking an individual filament is a challenging task. The size of the smallest top contact is 10\(\mu\)m \(\times\) 10\(\mu\)m. Tracking a nanometre-scale filament (after the removal of the top contact) on that scale is practically very hard. Instead we used a contactless area of the wafer to electroform the filament. We probed the wafer with a 1\(\mu\)m \(\times\) 1\(\mu\)m probe tip. To be able to mark the area where the filament is formed we intentionally induced damage to the wafer during electroforming. Extensive heating (due to high current) generates enough heat to leave a visible mark on the wafer. Note that this procedure results in hard breakdown.
and the device cannot be switched back to the HRS. Nevertheless, this gives useful information about the filaments that are formed at these extreme conditions (without current compliance).

Figure 3.21: Top image: AFM scan of burned area. Bottom image: C-AFM of the same area. Obtained from a device from the 4th generation.

Figure 3.21 shows the burned area of the wafer where the filament is formed. The damaged wafer area is spotted in the AFM scan as a bump of about 670nm in height. The corresponding C-AFM scan shows the area with increased conductivity. Many individual areas are observed and many different filaments might be formed. This is likely the effect of tip’s irregular shape and irregular contact with the sample.
To better examine the filament shapes and sizes we performed additional AFM and C-AFM scans over a smaller area.

In figure 3.22 it is quite obvious that the areas of increased conductivity are much more localized than the areas where the wafer is damaged.

After we further decrease the scanned area the AFM scan starts to lose its form and it is hard to distinguish the edges of damaged areas. However, C-AFM starts to reveal more details about the filaments.
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Figure 3.23: Left image: Further zoomed AFM scan (1µm × 1µm). Right image: C-AFM of the same area.

Figure 3.24: Left image: Further zoomed AFM scan (340nm × 340nm). Right image: C-AFM of the same area.
Eventually it is possible to measure the dimension of filaments. Most filaments are smaller than 10nm. To further confirm this we took I-V curves from the areas of high and low conductivity. The I-V curve in Figure 3.25(c) corresponds to an area of low conductivity – an area without filaments – and the I-V curve in Figure 3.25(d) corresponds to an area with the formed filament. In the latter case current achieves the compliance level above 100mV, while in the first case there is no increase in current above the noise level.

**TEM Characterisation**

An important insight in the microstructure of the prepared samples can be obtained with the Transmission Electron Microscopy (TEM) technique. The main problem that might arise doing precise measurements with these techniques is a poor contrast between Si and SiO$_2$. Consequently, it is very challenging to observe Si nanoclusters in an SiO$_2$ matrix. Normally, only Si-nanoclusters that are crystallised are observable. For the tested devices the highest used temperature is 900°C.
This temperature is still below the threshold temperature for crystallisation of Si-ncs in thick films. The thinner films normally require higher temperatures for crystallization. This effect is shown in Figure 3.26 where nanoclusters are observable only in thicker sample annealed at 1100°C. TEM measurements are done in collaboration with Dr Sebastien Cueff.

Figure 3.26: Transmission electron microscope images of samples deposited at 500°C for two different thicknesses. (a) 50 nm and (b) 1,400 nm. In “thin” film (a) no Si-nc was detected throughout the whole area of the sample, while in “thick” film (b) numerous well-crystallised Si-ncs are seen with diameter as high as 5nm. Results are taken from PhD thesis of Dr Sebastien Cueff [56].

It is also found that there is an inhibition of the agglomeration and formation of Si-nanoclusters near the substrate. The possible reason for this phenomenon is the proximity of substrate and resulting mechanical stress of the matrix. This is visible from the results obtained with Dark Field TEM (Figure 3.27) where amorphous Si nanoclusters could be detected.
The directional arrangement of Si nanoclusters (Figure 2.31) suggests that the film grown by sputtering exhibits a columnar structure. Note it is observed that there is the lack of silicon inclusions near the silicon substrate. In region to around 50nm from the substrate there is a very few silicon inclusions. This is likely the consequence of the mechanical stress produced between the silicon oxide film and the silicon substrate. However, this does not mean that the smaller inclusions (not observable by TEM) cannot be present in this area.
Chapter 4

Quantum Conductance in Silicon Oxide ReRAM Devices

Mesoscopic Electron Transport

The conventional treatment of electron transport in conductor relies on the Boltzmann model. The origin of resistivity is the scattering between the electrons and ions. Electrons thermally move inside the conductor. Moreover, every conductor has a certain number of impurities (lattice imperfections) that further increase the resistivity.

Nevertheless, in the nanometre-scale conductors the Boltzmann model is not valid. Systems in which the Boltzmann model is not appropriate are called mesoscopic systems. Many different conditions can lead to unsuitability of the Boltzmann model. Generally, if the length of the sample is comparable to the electron elastic mean free path the standard treatment of electron transport is not appropriate. In metals the Fermi wavelength is defined as the de Broglie wavelength of the electron at the Fermi energy ($\lambda = 2\pi/k_F$, where $k_F$ is Fermi wave vector). In metals if the Fermi wavelength of electron is comparable to the dimension of the metal conductor than the Boltzmann model is also not appropriate.
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Introduction to Quantum Conductance

Quantum wires (QW) are conductors with widths that are comparable with the Fermi wavelengths of the electron. In the case when the length of the QW is much larger than the elastic mean free path many scattering events will occur as electrons are passing through the wire. On the other hand, if the length of the wire is smaller than the elastic mean free path, the wires are called quantum point contacts (QPC). In this case there are no scattering events apart from the boundary scattering at the edges of the wire.

Somehow counterintuitively, in the case of QPC a finite, non-zero resistivity is still observed. Experiments show that when the ambient temperature is down to a few Kelvins the overall resistance of the ballistic QWR is quantised in steps of $G_0$, where $G_0 = \frac{2e^2}{h}$.

Introduction to Quantum Conductance in RRAM Devices

Of particular interest, especially in the field of quantum information processing, are those systems that exhibit quantised conductance at room temperature.

One common example is that of a MEMS switch opening a metal-to-metal micro-contact until a sub-micrometre metallic bridge is formed between the electrodes (Poulain et al.[57]). Crossbar structured nanodevices have also demonstrated quantised conductance through the formation of atomic point contact switches. For example, Terabe et al.[58] report a quantised conductance atomic switch (QCAS) consisting of fixed $\text{Ag}_2\text{S}$-coated Ag wires and Pt wires. Switching arises from the formation and annihilation of a point-contact atomic bridge, via the reversible growth of a silver nanoprotrusion formed at the surface of $\text{Ag}_2\text{S}$ at the crossing point between the two wires. Similarly, Wagenaar et al.[59] demonstrated quantisation of conductance in $\text{Ag}_2\text{S}$ thin films using a Scanning Tunnelling Microscope (STM) Pt tip in contact with the thin film. In the context of resistive switching systems, microcrossbar structured AgI electrochemical metallisation (ECM) cells studied by Tappertzhofen et al.[60] exhibited multilevel resistive switching where, in the low resistive state, discrete resistance changes suggested a single atomic point contact. More generally, metal oxide-based RRAM devices also show quantisation of conductance in nanoscale conductive filaments.
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Conduction Quantisation in Silicon Oxide RRAM

Reports in the literature of quantum conductance in RRAM devices variously mention quantisation in integer or half-integer multiples of $G_0$.

There is a need to reconcile these results, to understand which devices exhibit half-integer quantisation, and to relate this to the physics of the resistance switching process. We observe quantum conductance in silicon oxide-based ReRAM devices in which multilevel conductance steps are separated by half-integer multiples of $G_0$.

Conductance steps are likely to be associated with individual conductive filaments, as is the case in metal oxide systems. However, the more complex carrier transport in these devices, along with the inherent nonlinearity of semiconductor system (silicon and silicon oxide), suggests the origin of the half-integer quantisation in these and other ReRAM devices.

Prior to switching, devices must undergo an electroforming step. This serves as an initial nucleation of filaments within virgin material. By applying an appropriate voltage across a fresh device, filament growth is initiated and the device switches from an essentially insulating state (IS) to a low resistance state (LRS). A subsequent reset of the device changes it to a high resistance state (HRS) with a resistance lower than that of the initial virgin material. Further set/reset processes cycle the material between the HRS and LRS. Note that the conductivity of the filament formed after switching is strongly dependent on the compliance limit set during the electroforming step[54]. Figure 4.1 shows an initial electroforming event for one of our devices, which occurs at around -5.5V. The lower threshold voltage compared to the devices from the 1st generation is the effect of the thinner active layer (16nm compared to 35nm).
Figure 4.1: Electroforming of device conduction, followed by resistive switching. The device is initially in a high resistive state (HRS – blue line). Increasing the voltage produces a transition to a low resistance state (LRS) at around 5.5V, at which point a filament has formed. Subsequent reset operations do not return the device to its initial state, suggesting that the set/reset transition does not involve the complete destruction of the conductive filament.

As discussed in the previous chapter, devices shown schematically in the inset of Figure 4.2, consist of a thin (16nm) silicon-rich silica (SiO_x) layer sandwiched between a p-type silicon substrate and an n-type polycrystalline silicon top contact. These are the devices from the 2nd generation.
Figure 4.2: Unipolar switching of a device. (a) Magenta line: initial voltage sweep, with a current compliance (CC) limit of 5mA, showing a transition from OFF to ON state at -4V. Green line: subsequent voltage sweep of the ON state, with current compliance removed. Arrows indicate the direction of voltage sweep. Inset: Device schematic cross-section. (a-I) Schematic showing the formation of a continuous conductive filament within the oxide matrix, corresponding to the low resistive state of the device. (a-II) Schematic showing a break in the filament, corresponding to the high resistive state of the device. (b) Current-voltage characteristics of multiple conduction states during sequential voltage sweeps of a single device. These conduction states are separated by half-integer multiples of $G_0$ as noted in the G-V plot in inset. Inset: corresponding conductance-voltage graph. (b-I, b-II, b-III) show schematics of the growth in filament thickness during successive voltage sweeps to progressively higher voltages.
Devices exhibited both bipolar and unipolar resistive switching. Here the focus is on unipolar operation in which transitions between resistive states all occur for the same polarity of applied voltage. After an electroforming step (similar to the process discussed in the previous chapter), an initial High Resistive State (HRS) switches to a Low Resistive State (LRS) at a threshold voltage typically around -4V (Figure 4.2(a)) by the reversible formation of a conductive filament within the insulating film.

STM measurements of the diameter of filaments at the top of the oxide layer show them to be in the range of a few nanometres to tens of nanometres (as discussed in the previous chapter) – well within the range for which quantum effects should be observable.

The filaments are formed by the diffusion of oxygen vacancies under the application of an external electric field between top and bottom electrodes, resulting in a single continuous or semi-continuous conducting filament bridging the two electrodes. Filamentary resistive switching occurs at a weak (narrow) point, which is likely to be close to one or other of the electrodes. Such point presents a quantum constriction, leading to one-dimensional confinement of carriers during transport, and consequent quantisation of conductance.

After switching the device to a LRS a sequence of voltage sweeps is applied to progressively higher voltages, during each of which multiple current jumps were seen, as shown in Figure 4.2(b). These jumps are much smaller than the transition between the HRS and LRS, which can be around five orders of magnitude. The overall conductance slightly increased with each consecutive sweep.

This may be due to a progressive thickening of the conductive filament, as illustrated schematically in Figure 4.2. As the voltage is swept to progressively higher and higher values, more and more oxygen ions are removed from the region surrounding the filament, uncovering a larger volume of conductive tissue. This is illustrated in Figure 4.2(b-I) by thickening of the filament (represented in red).

We gradually increased the maximum voltage bias until no further abrupt changes were detected, corresponding to a fully formed conductive path with no further filament thickening.

During these scans around one thousand abrupt conduction steps were recorded, and the distribution of their conductances plotted in Figure 4.3(b).
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Figure 4.3: Quantised conductance steps. (a) Current-voltage and (inset) conductance-voltage curves for a device showing linear behaviour in the voltage range between -4.5V and -6.1V (expanded in the inset). Several level conductance plateaux can be seen at half-integer multiples of $G_0$. Note the deviation from linearity in the $G$-$V$ curve above 6.1V and $G=7.5G_0$. (b) Histogram of conductance changes during ~1,000 conductance steps. Clear peaks are evident at half-integer multiples of $G_0$, which have been fitted with a series of Gaussian distributions as a guide to the eye (dotted lines).

The histogram can be fitted with a set of normal distributions with peaks positioned at half-integer multiples of the quantum conductance unit $G_0$, confirming the signature of ballistic carrier transport in a one-dimensional constriction.
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Reproducibility of G-V Curves

Seventy individual devices were measured, for each of which a number of I-V curves was recorded. Some curves yielded more steps than others, but data from all curves were aggregated in order to generate the histogram shown in Figure 4.3(b). Example curves from nine different devices are shown in Figure 4.4 to give an indication of the device-to-device variation in conductance jumps. In Figure 4.4 we reproduce G-V curves for nine representative devices. Despite the variation between individual curves, statistical analysis of conductance data from these, and 61 further devices, yields the histogram shown in Figure 4.3(b).

![Figure 4.4: Representative conductance-voltage curves from nine different devices. Data for the conductance histogram came from such measurements performed on 70 samples. Despite the variation in individual curves, clear conductance steps are apparent, which, when statistically analysed, exhibit quantised steps.](image)

Nonlinear Components of the Conductance

The nonlinear conductance curves in Figure 4.2(b) suggest contributions from both linear and nonlinear conduction channels, the former of which exhibits quantisation. The degree of linearity of device response depends strongly on the strength of the conductive filament – those supporting higher currents tend to be more linear, in keeping with our previous observations.
In the case of unipolar switching of SiO$_x$, when sufficient current flows through the filaments their behaviour becomes more Ohmic, suggesting the formation of a highly conductive phase of silicon, or of a mini-band in the silicon oxide band gap associated with dangling bonds or oxygen vacancies; devices become progressively more linear as the voltage is swept to even higher voltages. The observation of a conductive phase of silicon is supported by TEM data from Yao et al.\cite{61}, who suggest on the basis of high-resolution Transmission Electron Microscopy studies that local Joule heating can transform the silicon filament into a highly conductive Si-II/Si-XII phase that has a much lower resistivity than that of bulk silicon. The formation of a dangling bond related mini band is supported by results from Wang et al.\cite{62}. Whichever is the case, it is clear that the Ohmic contribution to conductance comes from a conductive material phase whose linearity depends on the past history of applied voltages.

Figure 4.3(a) shows current-voltage (I-V) and conductance-voltage (G-V) results from a highly linear device. In this case the steps in the G-V curve occur clearly at half-integer multiples of $G_0$ for applied voltages between -4.5V and -6.1V. Above this the curve becomes nonlinear.

These results imply that device conductance may be expressed as a sum of linear and nonlinear terms:

$$I(V) = NG_0V + f(V)$$

where $f(V)$ represents a nonlinear background current through semiconducting tissue. This background conduction does not significantly change during successive voltage sweeps. Instead, a set of discrete, quantised jumps in the linear component is observed. We may suppose that the Ohmic contribution to conductance comes from a highly conductive filament core, while the nonlinear component may arise from an interface region around the filament within which phase separation of the conductive channel has not fully progressed.

Figure 4.5 shows two conductance-voltage curves ($G_1$ and $G_2$) measured sequentially on the same device. Curve $G_1$ exhibits an abrupt change in conductance of $5/2G_0$ at a threshold voltage of around 6.6V. The subsequent voltage sweep ($G_2$) shows the device has moved to a lower resistance state. Note that the both curves are highly nonlinear; we may therefore model the device conductivity as parallel linear and nonlinear components, with the linear component due to a highly conductive filament core, and the nonlinear component due to conduction through semiconducting tissue surrounding the core. A subtraction of the two curves ($G_2-G_1$) yields a change only in the linear component, as switching will affect only the conductive filament core, and should have little effect on the surrounding semiconducting tissue. In case of Valence Change Memory (VCM) or...
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Thermochemical Memory (TCM) systems such as that described here, switching occurs at a highly localised region of the conductive filament – it is not a case of the whole filament being disrupted[5]. Instead, only a fraction of the filament at a weak point is altered (red section in Figure 4.2). Such a weak point is likely to be at one of the electrodes. An increasing nonlinear component is also observed for metallic nanocontact break junction devices in which the conductance quantisation is analysed at room temperature[63]. In this case it was reported that the nonlinear component is almost independent of the nanocontact conductance and more pronounced at the higher voltages, much like in our system.

For an ideal system, the result of the $G_2 - G_1$ subtraction (for the results in Figure 4.5(b)) would be a step of magnitude $5/2G_0$. However, at low voltages there is considerable nonlinearity in the G-V curve due to silicon band bending, as has been previously described in the work of J. Suñé at al.[64]. Nevertheless, for voltages between 3.5V and 6.5V there is good agreement with the expected result (Figure 4.5(a) red line), confirming that switching affects primarily the largely Ohmic highly conductive filament core. An equivalent circuit of the overall cell resistance is shown schematically in Figure 4.5(c). It is a parallel of the nonlinear component ($R_{\text{nonlin}}$) that arises from background conduction of semiconducting tissue surrounding the conductive filament core and switching resistance $R_{\text{switch}}$. 
Figure 4.5: (a) Conductance-voltage curves ($G_1$ and $G_2$) taken sequentially for a single device, showing an abrupt transition of $5/2G_0$ at around 6.6V. Subtracting these curves produces a step of $5/2G_0$, demonstrating the deconvolution of the linear switching component from the overall nonlinear conductance. (b) Schematic of filament, showing the quantum constriction close to one of the electrodes. $R_{\text{switch}}$ is the resistance of the quantum constriction, and $R_{\text{nonlin}}$ represents the background nonlinear resistance of semiconducting tissue surrounding the highly conductive filament core. (c) Equivalent electrical circuit of the schematic shown in 4.5(b).

Low Temperature Measurements

To further examine conduction in the ON state low temperature measurements down to 77K were performed. If the overall conduction consists of two components – linear (Ohmic) and non-linear (semiconducting) – the semiconducting component will be significantly decreased at 77K as free carriers are frozen out. Figure 4.6 shows current-voltage curves taken at 77K and at room temper-
In contrast to conduction at the room temperature, that at 77K is largely linear for voltages greater than -2.25V, and the overall conduction given by the gradient corresponds closely to one quantum of conductance \( G_0 = 7.75 \times 10^{-5} \text{S} \); the slightly higher measured value \( 8.1 \times 10^{-5} \text{S} \) can be explained by residual free carriers at 77K.

Note also that when the sample was cooled from room temperature to 77K the overall current measured at a bias of -5V, decreased from 1.87mA to 0.23mA. The overall decrease in the conductivity (by a factor of approximately 8) is too small to be related to strongly temperature-dependent conduction mechanisms such as Poole-Frenkel emission or Thermionic emission where current density \( J \propto \exp \left( -c/T \right) \), or to be related to conduction through an intrinsic semiconductor in which the concentration of carriers depends on temperature as \( n \propto \exp \left( -E_g/2kT \right) \), where \( E_g \) is the silicon band gap.

However, if the filament is a highly conductive Si-II or Si-XII phase, as suggested by Yao et al. [61], or a dangling bond related mini band, as suggested by Wang et al. [62], such a result is to be expected as the filament core would behave metallically and have significant conductivity even at low temperatures.
The unipolar switching mechanism in these devices is thermochemical in that Joule heating is required to reset devices, and local temperature plays a role in increasing the mobility of oxygen ions and/or oxygen vacancies during the set process. Consequently, we have not observed set/reset processes or current jumps at low temperatures (e.g. 77K).

**Theoretical Model – Nonlinear Quantum-Point Transport Mode**

The switching behaviour depicted in the I-V characteristics of the low resistance state (LRS), can be explained within the framework of Landauer theory for mesoscopic systems.

The very high degree of lateral confinement of carriers within the quantum constriction (Figure 4.7(a)) produces a set of discrete one-dimensional sub-bands in the conduction band of the constriction, through which electrons flow.

This is illustrated schematically in Figure 4.7(b). When the spacing between the sub-bands is greater than $k_B T$ and the applied bias is greater than the sub-band energy spacing (and therefore also greater than $k_B T$), steps are seen in the resulting conductance/voltage characteristics. As the width of the constriction increases, more conduction modes are allowed; for each additional mode the conductance of the device jumps by one unit of $G_0$.

To account for the observed half-integer $G_0$ plateaux we modify the preceding argument by considering the nonlinear quantum-point conduction model. We first assume that voltage drops equally at both sides of the quantum constriction shown in Figure 4.7(a). Importantly, a prerequisite for the observation of quantum conductance is for electron transport through the constriction to be ballistic, in which case no voltage is dropped within the constriction. Instead, an applied field generates a difference in chemical potentials between the left and right electron reservoirs. Following the finite-bias Landauer approach, the influx of electrons from each electrode is expressed in terms of the transmission probability of the constriction, the number of available conduction modes (sub-bands) and the Fermi distribution.
Figure 4.7: The effect of a quantum constriction on conductance. (a) Schematic diagram of the quantum constriction at the heart of the filament. (b-I) Illustration of the dispersion curve of the first four electronic sub-bands at the edge of the constriction. (b-II) The first three sub-bands at the centre of the constriction where the confinement is stronger, causing a spacing-out of the subbands. (c-I) Situation in which the difference in chemical potential between the L and R reservoirs is small, and hence the L- and R-going electron modes both fall within the same sub-band. (c-II) Larger difference in chemical potentials (e.g. a higher bias), causing the L- and R-going modes to fall into different sub-bands.
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The current coming from the left electrode (reservoir) is:

\[ I_L = \frac{2e}{h} \int_{-\infty}^{\infty} T(E)N(E)f(E - \frac{1}{2}eV)dE \] (4.2)

where \( T \) is the transmission probability, \( N(E) \) is the number of sub-bands in the constriction, \( f(E) \) is the Fermi distribution and \( V \) is the bias voltage. Similarly, the current coming from the right electrode is:

\[ I_R = \frac{2e}{h} \int_{-\infty}^{-eV/2} T(E)N(E)f(E + \frac{1}{2}eV)dE \] (4.3)

We approximate the transmission probability for electrons above the energy minimum of the sub-band to one, and that of the electrons with energy below this to zero. Adopting the zero temperature limit, currents from both sides are:

\[ I_R = \frac{2e}{h} \int_{-\infty}^{0} \sum_i H(E - E_i)dE = \frac{e^2}{h}N_RV = \frac{1}{2}G_0N_RV \] (4.4)

\[ I_L = \frac{2e}{h} \int_{-\infty}^{0} \sum_i H(E - E_i)dE = -\frac{e^2}{h}N_LV = -\frac{1}{2}G_0N_LV \] (4.5)

where \( N_R \) and \( N_L \) are the numbers of occupied sub-bands accessed from the right and left sides, respectively, and \( H(E) \) is the Heaviside unit step function. The total current is:

\[ I = I_R - I_L = \frac{1}{2}(N_R + N_L)G_0V \] (4.6)

If \( N_R + N_L \) is an odd number quantised plateaux at half integer multiples of \( G_0 \) will be observed rather than the usual integer values. In general, therefore, we can say that systems in which the difference in chemical potentials between the two electron reservoirs is small only integer quantisation of conductance will be seen.

In case of these device, the voltage bias across the device prior to the observation of conductance steps is much higher than that reported in metal oxide based ReRAM devices. In this case the chemical potential of the left reservoir (\( \mu_L \)) can rise above the energy \( E_{N+1} \) while that of the right reservoir (\( \mu_R \)) will still be between \( E_N \) and \( E_{N+1} \), where \( E_N \) and \( E_{N+1} \) are minimum energies for the \( N \)th and \( (N+1) \)th sub-bands.
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This is shown in Figure 4.7(c-II). When there is an odd number of conduction modes transporting current in only one direction, half-integer $G_0$ plateaux are observed. Miranda et al.[65] have provided a similar theoretical treatment for the electron transport in CeO$_x$-based resistive switching devices. Early reports of the nonlinear quantum point transport mode can be found in work of Glazman and Khaetskii[66], Xu et al.[67], and Patel et al.[68]

**Distinction between the Half-integer and Integer Quantisation RRAM Systems**

The model (eq. 4.2 – 4.5) allows us to reconcile the various reports of integer- and half-integer quantisation of conductance observed in RRAM devices in the literature.

Both are reported, with half-integer quantisation being variously ascribed to non-unity transmission probabilities, absorbed and adsorbed defects on metallic filaments, and scattering. There is thus some uncertainty surrounding the origin of half-integer quantisation – an uncertainty that needs to be resolved.

It is clear from the preceding discussion that the key quantity governing the type of quantisation seen is the difference in chemical potentials between the two reservoirs ($\Delta\mu$).

At this point we can consider in more detail the mechanism by which conductive filaments are formed during resistive switching. Broadly, there are two classes of resistive switching devices in which quantisation of conductance is reported: electrochemical metallization (ECM) and valence change memory (VCM) as discussed in Chapter 1. In the former, conductive filaments form by the diffusion into the switching matrix of metal ions from one or other of the metallic electrodes. In the latter, application of an external field to the switching layer induces a redox reaction, resulting in the migration of oxygen vacancies within the active matrix, revealing a filament of conductive tissue connecting the two electrodes. In a sense, we may thus describe ECM switching as extrinsic to the switching medium, while VCM is intrinsic.

In these devices, unipolar switching can be assigned to a third class of mechanism: thermochemical (TCM). In this case, although the initial HRS-LRS transition is driven by a redox reaction similar to that of VCM, the reset process is one of Joule heating – hence thermochemical. Nevertheless, we may still classify the switching as intrinsic.
We now return to the issue of integer and half-integer quantisation of conductance – specifically, how this relates to the filament switching mechanism. Here we note the metallic nature of the filament in ECM devices. In the majority of reports of conductance quantisation in RRAM devices the filament is silver, and in all of these cases integer quantisation is seen. This is consistent with the impossibility of maintaining a large difference in chemical potential between the electron reservoirs in the case of a highly conductive filament. On the other hand, most VCM systems exhibit half-integer quantisation, implying that filaments formed by valence change mechanisms can sustain a large $\Delta \mu$ between the reservoirs. This is to be expected if we consider the formation of VCM filaments to be more stochastic than that of those resulting from ECM.

The latter are driven by the sequential aggregation of metallic cations around an initial nucleation site on one electrode. Field driven diffusion of metal ions results in a continuous metal filament bridging the electrodes. However, in VCM devices the growth of filaments is more uneven, and the resulting conductive pathway is an admixture of metal cations and oxygen vacancies.

This is reflected in the higher resistivity reported for VCM devices – they do not generally require the setting of current limits during switching, in contrast to ECM devices that sustain much higher currents and hence are prone to breakdown if the current is not restricted. Figure 4.8 is a schematic representation of conductive filaments in ECM and VCM switching, emphasising the intermixing of cations and oxygen vacancies in the latter.
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Figure 4.8: Schematic representation of conductive filaments formed in ECM (electrochemical metallisation) and VCM (valence change memory) systems. LHS: in electrochemical memory systems the conductive filament is a continuous metallic pathway formed by the diffusion of metal ions from an active electrode (for example, Ag) into the dielectric layer. RHS: in the case of valence change memories, diffusion of oxygen vacancies and associated redox reactions within the dielectric layer result in a more mixed filament, typically with a higher resistivity than that of ECM systems.

Table 4.1 summarises the literature reports of conductance quantisation in resistive switching devices. We note that the early reports of switching in amorphous silicon and in vanadium pentoxide did not specify switching mechanism, and the determination of filament type was unclear in both cases.

Nevertheless, we can surmise that $\text{V}_2\text{O}_5$ is a VCM material, in line with other transition metal oxides, which is consistent with the observed half-integer quantisation of conductance. In the case of a-$\text{Si}:\text{H}$, although there is undoubtedly some contribution from metallic diffusion from the electrodes, it is likely that this is not the full story, given the complexity of the a-$\text{Si}:\text{H}$ system. We can reasonably suppose that a more mixed filament is responsible for half-integer quantisation in this case as well, as indeed reported by the authors. In the case of hafnium oxide, the authors show linear conduction with high currents, which they ascribe to the formation of thick metallic filaments. This, again, is consistent with the observed integer quantisation of conductance.
Table 4.1: Literature reports of quantised conductance in resistive switching systems, showing the division into those systems that show integer and half-integer $G_0$ quantisation. $V_0$ refers to oxygen vacancies.

<table>
<thead>
<tr>
<th>System</th>
<th>Switching</th>
<th>Filament</th>
<th>Quantisation level</th>
</tr>
</thead>
<tbody>
<tr>
<td>metal/a-Si:H/metal [60]</td>
<td>-</td>
<td>?</td>
<td>$\frac{1}{2}G_0$</td>
</tr>
<tr>
<td>$V/V_2O_5/V$ [70]</td>
<td>-</td>
<td>?</td>
<td>$\frac{1}{2}G_0$</td>
</tr>
<tr>
<td>Nb/ZnO$_x$/Pt [71]</td>
<td>ECM</td>
<td>Nb or $V_0$</td>
<td>$G_0$ or $\frac{1}{2}G_0$</td>
</tr>
<tr>
<td>ITO/ZnO$_x$/ITO [71]</td>
<td>VCM</td>
<td>$V_0$</td>
<td>$\frac{1}{2}G_0$</td>
</tr>
<tr>
<td>W/CeO$_x$/SiO$_2$/NiSi$_2$ [65]</td>
<td>VCM</td>
<td>$V_0$</td>
<td>$\frac{1}{2}G_0$</td>
</tr>
<tr>
<td>Ag/Ta$_2$O$_5$/Pt [72]</td>
<td>ECM</td>
<td>Ag</td>
<td>$G_0$</td>
</tr>
<tr>
<td>Ag$_2$S or Cu$_2$S (vacuum gap) [58]</td>
<td>ECM</td>
<td>Ag</td>
<td>$G_0$</td>
</tr>
<tr>
<td>Ag/Ag$_2$S/Pt (STM tip) [59]</td>
<td>ECM</td>
<td>Ag</td>
<td>$G_0$</td>
</tr>
<tr>
<td>Pt/AgI/Ag [60]</td>
<td>ECM</td>
<td>Ag</td>
<td>$G_0$</td>
</tr>
<tr>
<td>Ag/GeS$_2$/W [73]</td>
<td>ECM</td>
<td>Ag</td>
<td>$G_0$</td>
</tr>
<tr>
<td>Pt/HfO$_2$/Pt [74]</td>
<td>VCM</td>
<td>$V_0$ or metallic</td>
<td>$G_0$</td>
</tr>
</tbody>
</table>
Conclusion

Studying the quantisation of conductance in filamentary resistive switches offers an insight into the ultimate scaling limits of RRAM, as quantisation can only be seen when the diameter of the narrowest point of the filament (the quantum constriction) is smaller than the Fermi wavelength of the electron in the medium. Assuming the conductive filament in our devices to be silicon, the upper limit on the filament diameter is therefore between 35nm and 112nm. This is consistent with our previous STM results that demonstrated the nanometre-scale size of conductive regions in a switched SiO$_x$ film.

In conclusion, these results demonstrate room temperature quantisation of conductance in silicon oxide resistive switches, implying ballistic transport of electrons through a quantum constriction, associated with an individual silicon filament in the SiO$_x$ bulk.

Because filaments are formed by a valence change process they are less conductive than if they were metallic, and therefore the resulting large $\Delta\mu$ between the electron reservoirs ensures that conductance steps are half-integer multiples of $G_0$.

This model enables to resolve a puzzle in the literature over the origin of half-integer quantisation. It predicts which resistive switching systems will exhibit integer or half-integer quantisation, the former being principally metallic ECM devices, the latter predominantly VCM with correspondingly higher resistivity.

Furthermore, unlike similar reports of quantisation in metal oxide materials, which are purely linear, in the case of tested devices conductance results can be deconvolved into parallel linear and non-linear terms. We associate these with conduction via conductive silicon nanofilaments in parallel with current flow through semiconducting tissue, perhaps surrounding the conductive nanofilament. These measurements can thus provide useful information on the microscopic structure of the switching layer.
Chapter 5

Phenomenological Model of Resistive Switching in Silicon Oxide

Introduction

In this chapter we propose the phenomenological model that governs the resistive switching. The model is based on the basic physical picture of the main ReRAM switching types – more specifically VCM and TCM systems. Differentiation is made between the bipolar and unipolar switching modes.

Conduction mechanism analysis provides an useful insight of the nature of LRS and HRS. In light of results demonstrated in Chapter 4, a multi-channel conduction model based on quantum point contact theory is suggested.

Conduction Mechanism

The ideal insulator should have zero conductance, but thin layers (order of 10-100 nm) are not ideal and have small conductance. This conductance highly depends on both the temperature and the
applied electric field. An estimate of electric field strength through the insulator is expressed by the basic relation with respect to applied voltage and layer thickness:

$$E_i = \frac{V}{d}$$  \hspace{1cm} (5.1)

where $V$ is the applied voltage across the insulator and $d$ is the insulator thickness.

This equation also assumes that the oxide charges are negligible and that the flat-band voltages and the semiconductor band bending are small in compare to the applied voltage. The next table summarizes the basic conduction mechanisms in insulators together with their dependence on the temperature and voltage. This dependence is very useful for the analysis of the experimental results with the aim of specific mechanism identification.
### Process Expression Voltage and temperature dependance

<table>
<thead>
<tr>
<th>Process</th>
<th>Expression</th>
<th>Voltage and temperature dependance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tunnelling</td>
<td>$J \propto E_i^2 \exp \left(-\frac{4\sqrt{2}\pi^2 (q\phi_B)^{3/2}}{3qhE_i}\right)$</td>
<td>$\propto V^2 \exp \left(-\frac{b}{V}\right)$</td>
</tr>
<tr>
<td>Thermionic Emission</td>
<td>$J = A^* T^2 \exp \left[-\frac{\left(\phi_B - \sqrt{qE_i/\pi\epsilon_i}\right)}{kT}\right]$</td>
<td>$\propto T^2 \exp \left[\frac{q}{kT} \left(a\sqrt{V} - \phi_B\right)\right]$</td>
</tr>
<tr>
<td>Poole-Frenkel Emission</td>
<td>$J \propto E_i \exp \left[-\frac{\left(\phi_B - \sqrt{qE_i/\pi\epsilon_i}\right)}{kT}\right]$</td>
<td>$\propto V \exp \left[\frac{q}{kT} \left(2a\sqrt{V} - \phi_B\right)\right]$</td>
</tr>
<tr>
<td>Ohmic</td>
<td>$J \propto E_i \exp \left(-\frac{\Delta E_{ac}}{kT}\right)$</td>
<td>$\propto V \exp \left(-\frac{c}{T}\right)$</td>
</tr>
<tr>
<td>Ionic Conduction</td>
<td>$J \propto \frac{E_i}{T} \exp \left(-\frac{\Delta E_{ac}}{kT}\right)$</td>
<td>$\propto \frac{V}{T} \exp \left(-\frac{d'}{T}\right)$</td>
</tr>
<tr>
<td>Space-charge-limited</td>
<td>$J = \frac{9\epsilon_i\mu V^2}{8d^3}$</td>
<td>$\propto V^2$</td>
</tr>
</tbody>
</table>

Table 5.1: Basic conduction mechanism in insulators.\[75]\n
- $A^*$ – effective Richardson constant (related to thermionic emission)
- $\phi_B$ – barrier height
- $E_i$ – electric field in insulator
- $\epsilon_i$ – insulator permittivity
- $m^*$ – effective mass
- $d$ – insulator thickness
- $\Delta E_{ac}$ – activation energy of electrons
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- $\Delta E_\text{ai}$ – activation energy of ions
- $a, b, c, d'$ – constants

Under high field, tunnelling is the most common mechanism for conduction through insulators. This tunnelling is driven by the quantum mechanical effect that the electron wave function can penetrate through a finite potential barrier. As we can see in the table 5.1 it has a strong dependence on the voltage, but it is also independent of the temperature.

Tunnelling could be direct tunnelling where electron is tunnelling through the complete width of barrier, or Fowler-Nordheim tunnelling where electron tunnels only through a part of the barrier width (i.e. a trapezoid potential).

Thermionic emission (Schottky emission) is the process where flow of charge carriers is induced by heat. This emission occurs when the thermal energy given to carriers is larger than the potential energy of barrier resisting the carrier flow. The Poole-Frenkel mechanism is driven by emission of trapped electrons into the conduction band. Thermal excitation is responsible for the release of electrons from the traps.

Ohmic behaviour typically occurs at high temperatures and low fields. Thermally excited carriers hop from one isolated state to the other. The dependence on temperature is exponential.

For the case of DC ionic conduction conductivity is decreased when an electric field is applied. The reason for this is that the ions cannot readily be injected into or extracted from the insulator. Over time carriers will build up near the interfaces (metal-insulator and conductor-insulator), so the potential distribution will be distorted. When the external field is removed a large internal field still remains, causing the ions to flow back to their equilibrium positions. Evidence for this is the hysteresis behaviour in I-V curves.

Current flow also occurs when the carriers are injected into an insulator that does not contain compensating charges. This current is called space-charge-limited and it is proportional to the square of the applied voltage.
Figure 5.1: Energy-band diagrams showing different conduction mechanism: (a) direct tunnelling, (b) Fowler-Nordheim tunnelling, (c) thermionic emission, (d) Poole-Frenkel emission.[75]

It is important to note that the different conduction mechanisms are not totally independent from each other. It is possible that different conduction mechanisms are present under different conditions (temperature and voltage range) within a single insulator. The most commonly reported conduction processes for ReRAM devices are Poole-Frenkel, Fowler-Nordheim and Trap assisted tunneling (TAT). These three are described in more details in the following section.

Figure 5.2: Band model of an ITO/SiO₂/Si structure demonstrating injection and conduction mechanisms in electroluminescent SiO₂. (1) Fowler-Nordheim tunnelling, (2) Trap-assisted tunnelling (TAT), (3) Hopping or Poole-Frenkel conduction, (4) free movement in the SiO₂ conduction band including scattering events, (5) charge trapping, (6) impact ionization or trap assisted impact ionization.[76]
**Fowler-Nordheim Tunnelling**

Tunnelling is the most common conduction mechanism if a high electric field is applied. It is the result of a quantum process in which the electron wave function can penetrate through a potential barrier.

Tunnelling has strong dependence on the applied field, but it is independent of temperature. Generally there are two ways of tunnelling - direct tunnelling and Fowler-Nordheim tunnelling. The difference is that for direct tunnelling, the carriers will tunnel through the complete width of barrier, in contrast to Fowler-Nordheim where the carriers only travel through the partial width of the barrier. Fowler-Nordheim tunnelling relies on a trapezoidal potential barrier, the width of which depends exponentially on the applied field. It is the most common and dominant conduction mechanism in MOS structures, especially for those with thicker oxide layers. When electrons (or more generally - carriers) get to the insulator they are free to move either in conduction or valence band. The expression connecting the current density and the electric field in the layer is:

\[
J_{FN} = C_{FN} E^2 \exp \left( -\frac{4}{3} \frac{\sqrt{2m^*}}{q\hbar} \frac{(q\phi_B)^{3/2}}{E} \right)
\]  

(5.2)

The most convenient way to check this mechanism is to plot experimental I-V characteristic in the form of \( \ln \left( \frac{E}{J_{FNS}} \right) \) versus \( \frac{1}{E} \). This representation is called a Fowler-Nordheim plot. Values of the effective mass of the electron are usually known (for SiO₂ it is \( m^* = 0.42m \)) and by fitting the data to a straight line we are able to extract values for the barrier height. The simple condition for the tunnelling is that the product of electric field and layer thickness is larger than the barrier height.

---

Figure 5.3: Fowler-Nordheim tunnelling across the MOS structure.
Poole-Frenkel Conduction Mechanism

It is possible to conduct carriers through insulators without tunnelling. In semiconductors with a high density of structural defects (often the case in deposited insulators) carriers are not free to move as is the case with the Fowler-Nordheim conduction. These structural defects cause additional energy states near the band edges (traps). Traps are responsible for the capture and emission processes, which restrict current flow. The Poole-Frenkel conduction mechanism treats electrons that are trapped in localized states. The electrons can eventually gather enough energy through thermal fluctuations to be able to leave the localized state and move to the conduction band. If this happens, the electrons will travel through the material as long as they do not get stuck in another localized state. Normally the rate of this excitation of electrons to the conduction band is not high at room temperature, but if a high electric field is applied, electrons would not need as much thermal energy to be excited. The total energy is obtained from both the thermal energy and the applied electric field. The conduction mechanism is driven by the standard expression for the drift current:

\[ J = qn\mu E \]  

(5.3)

where \( q \) is a charge of an electron, \( n \) is the number of electrons per cubic centimeter, \( \mu \) is mobility of electrons and \( E \) is an applied electric field.

The difference is that the carrier density is dependent on the depth of the trap and it is related to the applied electric field as:

\[ n = n_0 \exp \left( -\frac{q}{kT} \left( \phi_B - \sqrt{\frac{qE}{\pi \varepsilon}} \right) \right) \]  

(5.4)

This will give the final expression relating the current density and the electric field.

\[ J_{PF} = qn_0\mu E \exp \left( -\frac{q}{kT} \left( \phi_B - \sqrt{\frac{qE}{\pi \varepsilon}} \right) \right) \]  

(5.5)

where \( \varepsilon \) is a dielectric constant of the material.

A modification of this formula could be made taking into account the non-ideality factor. This modification involves the constant \( m \) that can take values between 1 and 2. This factor is similar to the ideality factor that appears in the case of the diode current. It depends on the fabrication
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process and semiconductor material.

\[ J_{PF} = qn_0 \mu E \exp \left( \frac{-q}{kT} \left( \phi_B - \sqrt{\frac{qE}{m^* \pi \varepsilon}} \right) \right) \]  \hspace{1cm} (5.6)

\[ \text{ds} \]

Figure 5.4: Poole-Frenkel conduction mechanism – lowering of the potential barrier due to the applied electric field.

Trap-assisted Tunnelling

Fowler-Nordheim tunnelling is based on a one-step tunnelling process. However, it is possible that defects inside the insulator layer allow the tunnelling processes to consist of two or even more steps. This process usually happens when the traps are introduced by stress. The stress can be caused by high electric fields applied across the layer (as in case with the erasing and writing cycles in EEPROMs). Quantum tunnelling is exponentially dependent on the barrier width. This means that the probability for carriers to go over the energy barrier is lower for the thicker samples. Nevertheless, in the presence of traps this energy barrier could be split in two paths. Carriers would sequentially tunnel across the thinner barriers, and thus the probability of conduction would be greater. Generally the TAT process could go in two ways – elastic and inelastic TAT process (meaning with and without energy loss). In highly stressed materials it is common to have more than one oxide trap which will lead to more than a two step process.

Several theoretical models have been proposed for the trap assisted tunnelling. A simplified TAT expression relating tunnelling current density with trap barrier height has been proposed and shown.
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Figure 5.5: Energy band diagrams showing the two cases of Trap Assisted Tunnelling – elastic/without energy loss and inelastic/with energy loss.

\[ J_S \propto \exp \left[ -\frac{8\pi \sqrt{2qm^*}}{3hE} \phi_t^2 \right] \]  

(5.7)

where \( m^* = 0.42 \) is the electron effective mass, \( h \) Planck’s constant and \( \phi_t \) the trap barrier height. The value for the trap barrier height can be extracted from the above equation.

Conduction Mechanism Results

To better understand the switching mechanisms and differences between the two switching modes (bipolar and unipolar) in our devices we performed an analysis of the conduction mechanism in both modes.

The conduction mechanism in bipolar switching mode is analysed first. The bipolar switching is shown in Figure 5.6. Results are obtained from the devices of the 1st generation.

Most probable conduction mechanisms (most commonly reported) are: Ohmic conduction (only in the case of LRS), Poole-Frenkel emission, Schottky emission and Trap Assisted Tunnelling. Other possible conduction mechanisms such as direct tunnelling do not show good fit with our results.
Fowler-Nordheim tunnelling does provide some reasonable fits but only in the much higher electric field regimes (near the hard breakdown threshold voltage – not shown here). It is also apparent that the curves are highly non-linear, which discounts Ohmic conduction.

Poole-Frenkel emission is field enhanced thermal emission from trap to trap in the oxide material.

\[
J_{PF} \propto E \exp \left[ - \frac{q}{kT} \left( \phi_B - \frac{qE}{\pi \varepsilon^2} \right) \right]
\]  

(5.8)

where \( J_{PF} \) is current density, \( E \) is electric field across oxide material, \( k \) is Boltzmann constant, \( T \) is temperature in Kelvins, \( \phi_B \) is barrier height, \( q \) is electron charge and \( \varepsilon \) is the dielectric constant.

Schottky emission represents thermal excitation of electrons over the potential barrier to the conduction band.

\[
J_S \propto \exp \left[ - \frac{q}{kT} \left( \phi_B - \frac{qE}{4\pi \varepsilon^2} \right) \right]
\]  

(5.9)

The third conduction mechanism we explore is Trap Assisted Tunnelling. It is possible that inside the insulator layer the tunnelling process comprises two or even more steps (through two or more defects). Silicon nanostructures could take the role of defects in this case. Inclusions may be formed in the silicon oxide matrix after the phase separation induced by the post annealing treatment.

\[
J_S \propto \exp \left[ - \frac{8\pi \sqrt{2qm^*}}{3hE} \Phi_T^2 \right]
\]  

(5.10)

where \( m^* \) is electron effective mass, \( h \) is Planck constant and \( \Phi_T \) is trap barrier height.
Using the above relations it is possible to extract the values for relative dielectric constant in the case of Poole-Frenkel/Schottky fit and the values for trap barrier height in the case of Trap Assisted Tunnelling. Figure 5.7 provides fits for all three conduction mechanisms in both LRS and HRS.

![Figure 5.7: Data (red and green) and fitting lines (black).](image)

Table 5.2 shows the fitting results obtained for each fit in two different states (LRS and HRS) and two polarities. In the case of Poole-Frenkel conduction mechanism and Schottky emission the dielectric constant is extracted, while in the case of trap assisted tunnelling the trap barrier height is extracted.

Notwithstanding that a reasonable curve fit can be found for the Poole-Frenkel conduction mechanism, the obtained values for relative dielectric constant are much higher than those theoretically expected for both silicon dioxide (dielectric constant 4) and pure silicon (dielectric constant 12). This suggests that Poole-Frenkel hopping can possibly happen but with some difficulty or in combination
Table 5.2: Fitting results of conduction mechanism analysis.

<table>
<thead>
<tr>
<th>Bias</th>
<th>HRS</th>
<th>LRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poole-Frenkel hopping</td>
<td>Positive ε&lt;sub&gt;R&lt;/sub&gt; = 23</td>
<td>ε&lt;sub&gt;R&lt;/sub&gt; = 6.3</td>
</tr>
<tr>
<td></td>
<td>Negative ε&lt;sub&gt;R&lt;/sub&gt; = 42</td>
<td>ε&lt;sub&gt;R&lt;/sub&gt; = 21.5</td>
</tr>
<tr>
<td>Schottky Emission</td>
<td>Positive ε&lt;sub&gt;R&lt;/sub&gt; = 3.7</td>
<td>ε&lt;sub&gt;R&lt;/sub&gt; = 53.3 (0.46) high field (low field)</td>
</tr>
<tr>
<td></td>
<td>Negative ε&lt;sub&gt;R&lt;/sub&gt; = 7.3</td>
<td>ε&lt;sub&gt;R&lt;/sub&gt; = 0.59</td>
</tr>
<tr>
<td>Trap Assisted Tunnelling</td>
<td>Positive θ&lt;sub&gt;t&lt;/sub&gt; = 0.40eV</td>
<td>θ&lt;sub&gt;t&lt;/sub&gt; = 0.42eV</td>
</tr>
<tr>
<td></td>
<td>Negative θ&lt;sub&gt;t&lt;/sub&gt; = 0.85eV</td>
<td>θ&lt;sub&gt;t&lt;/sub&gt; = 0.22eV</td>
</tr>
</tbody>
</table>

with some other conduction mechanism.

The Schottky emission fit provides much closer dielectric constant values to those theoretically estimated. For the HRS the value of 3.7 is close to the known value of 4 for silicon dioxide, which suggests that in HRS the conduction is mainly governed by direct emission from electrodes to the conduction band of silicon oxide.

Trap assisted tunnelling shows very good fits for the LRS state. The obtained values of 0.22eV and 0.42eV for the trap barrier heights are similar to those reported in DiMaria’s work[78] (0.4eV). For the HRS, a good fit is obtained under the high electric field. High field allows tunnelling across a much thicker oxide layer, which is equivalent to a higher trap barrier height. The obtained value is 0.85eV. According to these results we postulate the following conduction mechanism. In the LRS, the silicon nanoinclusions are connected by conduction paths formed after the removal of oxygen. In the HRS after the rupture of the conduction path, the main conduction mechanism is thermal excitation of electrons over the interface barrier from contacts to silicon oxide conduction band – Schottky emission. This can occur in parallel with Poole-Frenkel emission. Trap assisted tunnelling can also play an important role in the HRS under stronger fields. A schematic of this mechanism, together with energy band diagrams is shown in Figure 5.8.
As noted in Chapter 3, in addition to the abrupt changes in device resistance during bipolar switching, by sequentially sweeping the device to positive voltages with a current compliance limit set, we can also observe the more gradual change shown in Figure 5.9. In this case, three distinct I-V curves were obtained and analysed. The inset of Figure 5.9(a) clearly shows that the three curves are non-linear, which discounts Ohmic conduction. Other conduction mechanisms, such as Poole-Frenkel
and hopping do not provide a good fit. The obtained values from Poole-Frankel fit and equation, for the dielectric constants, are 59, 111, and 254 for the first, the second and the third sweep respectively. Again these values are drastically larger than the known values for dielectric constants of both silicon dioxide and pure silicon (4 and 12).

The trap assisted tunnelling model best describes carrier transport in the case of bipolar switching. Similar behaviour is observed in hafnium-oxide ReRAM devices[79]. Our physical interpretation of this result is that carrier transport occurs via tunnelling between silicon nanoinclusions within the SiO$_x$ layer, the silicon nanoinclusions taking the role of traps. It is possible to extract the value for trap barrier height from equation.

![Figure 5.9: (a) Three different I-V curves obtained after three sequential sweeps. (b) TAT fits in the high resistive state and different low resistive states after gradual bipolar conduction increase.](image)

The fitting curves for the initial HRS and the three consecutive sweeps in the LRS are shown in Figure 5.9. The extracted values for trap barrier heights are 1.06eV, 0.63eV, 0.46eV, and 0.41eV for the HRS and the first, second, and third LRS, respectively.
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Figure 5.10(a) shows a gradual increase of barrier height as a function of device resistance. In the case of the unipolar switching mode, the LRS conduction can be fitted with either an Ohmic model (Figure 5.10(b)) or trap assisted tunnelling with a much lower trap depth of 0.11eV; I-V results are not sufficient to distinguish between the two mechanisms. HRS conduction after the unipolar switch again shows the best fit with the trap assisted tunnelling model.

Figure 5.10: (a) Gradual increase of barrier height as a function of device resistance, (b) Ohmic and TAT (inset) fits in LRS after unipolar switch.

These results suggest that, in the case of unipolar switching, the conductive filament is more continuous (the inter-inclusion regions are far more silicon-rich), and might, in the case of Ohmic conduction, be formed out of a continuous metallic phase of silicon, as recently reported by in situ TEM results of conductive Si filaments at the surface of SiO$_x$[61].

Switching Model

We note that silicon-rich silica is a metastable material that readily segregates into silicon and silicon dioxide[80, 81]. It contains a high concentration of oxygen vacancies[82], which can be driven by high temperature annealing and consequent diffusion of vacancies and silicon to form silicon nanoclusters. In the initial stages of annealing, sub-nanometre clusters nucleate at oxygen vacancies[83], increasing in number and growing by Ostwald ripening at longer times and/or higher temperatures as silicon diffuses.

We propose that voltages applied across our devices drive oxygen vacancy migration, producing a field-driven phase separation of the active layer[84]. This separation is enhanced by structural defects such as nano-scale cracks or inclusions[81]. Significantly (as described in Chapter 3), films grown by sputtering typically exhibit columnar or granular growth[85]. Boundaries between adjacent growth columns constitute structural defects that can nucleate phase separation. The rate of nucleation, as
well as the number density and size of silicon nanoinclusions produced by the migration of oxygen vacancies will increase with applied field until a critical point, at which percolation pathways can be formed along the column boundaries (corresponding to the set process). Current transport in case of bipolar switching mode is dominated by trap assisted tunnelling, suggesting that conductive pathways through our material are not continuous filaments, but instead a sequence of separate but neighbouring silicon nanoinclusions (analogous to aggregated oxygen vacancies).

![Figure 5.11](image_url)

Figure 5.11: Schematic of one cycle process. (a) Pristine state before applying the electric field, showing as-grown silicon nanoinclusions nucleated at oxygen vacancy sites. (b) LRS after the chain/filament formation, showing extra silicon nanoinclusions produced by field-driven migration of oxygen vacancies. (c) Annihilation process due to electric field (in case of bipolar mode) or Joule heating (in case of unipolar mode). (d) Silicon and oxygen distribution at the weak point.

We emphasise that the material is a sub-oxide of silicon with a smaller band gap than stoichiometric SiO$_2$, resulting in a lower barrier height – intermediate between the conduction band offset of the Si/SiO$_2$ interface (3.3eV) and zero. Bearing in mind that we consider the conductive pathway as being formed of a chain of oxygen vacancies and silicon nanoinclusions, the larger trap depth in HRS can be ascribed to a reduction in the stoichiometry of the sub-oxide gaps in the conductive pathway.

The low barrier height of traps (found from the TAT fit) is typical for conduction through oxygen vacancy defects. Such a low value is understandable if we assume that transport is through a semi-continuous array of adjacent silicon nanoinclusions in a sub-oxide matrix. The stoichiometry of the interinclusion matrix varies with applied field and Joule heating. The proposed process is shown schematically in Figure 5.11.
Figure 5.12: Schematic of filament growth and gradual lowering and modification of barrier height.

Although two switching modes (bipolar and unipolar) are likely have a common root, we still make a few distinctions. This is also suggested by the different conduction mechanism for the two modes.

The embedding of more and more oxygen vacancies in the conductive filament causes a gradual
decrease in the trap depth with consecutive voltage sweeps. The main driving force in bipolar switching is the drift of oxygen vacancies under the influence of the external electric field to form or dissolve the conductive filament. This process is schematically shown in Figure 5.12(a).

On the other hand, the LRS conduction taking place after the unipolar switch can be fitted with an Ohmic model (Figure 5.10(b)) or trap-assisted tunnelling with a much lower trap depth of 0.11eV. These results suggest that, in the case of unipolar switching, the conductive filament is more continuous, and might, in the case of Ohmic conduction, be formed out of the metallic phase of silicon reported by in-situ TEM results of conductive Si filaments at the surface of SiOx[61]. This is a thermal effect as the consequence of the higher current passing during the unipolar switching mode. The difference between the two switching modes is shown in Figure 5.13.

Figure 5.13: Schematic representation of (a) bipolar switching by the vertical drift of oxygen vacancies under the applied field, and (b) unipolar switching, including thermally activated conductive filament dissolution due to radial diffusion.

We note that full unipolar switching has not been seen for all devices studied. We relate this with the position of the weak (switching) point.
Rather than the conductive filament being semi-continuous through the film, we suppose that there is a region located close to the top or bottom of the film that is depleted of silicon nanoinclusions. Such structure has been reported in metal oxide films containing conductive nanofilaments in which the initial electroforming step generates an excess of vacancies close to the anode[86]. As a result, a highly resistive region forms close to the interface. As shown in Figure 5.14, two configurations of the high resistance state are possible in this case, dependent on the polarity of the electroforming step. Configuration 1 shows a switching point near the ITO/n-type poly silicon – SiO$_x$ interface; configuration 2 shows it near the SiO$_x$ – substrate interface. Arrows show the movement direction of oxygen ions under the applied field. In the first configuration the set process occurs more easily in the negative bias as oxygen ions move downward and oxygen vacancies (silicon nanoinclusions) are left in the insulating (switching) gap, making it more conductive. Similarly, for the second configuration the positive bias will more effectively initiate the set process. It is known that the silicon/silica interface is more favorable for the formation of oxygen vacancies[87] and thus more porous – consequently, in our system the second configuration is more plausible.

![Figure 5.14: Different positions of switching point due to depletion of oxygen vacancies close to one interface](image)

We note that previous reports of resistive switching in SiO$_x$ have proposed a redox process[87], though at the time little direct supporting evidence was available. However, it is well known that oxygen vacancies can be highly mobile in oxide matrices, and recent detailed work on resistive switching in metal oxides proposes a key role for oxygen vacancies in the formation of conductive
filaments. Although Joule heating is the main driving force for the reset process in the case of unipolar switching, the electric field undoubtedly plays an important role, especially in the case of bipolar switching. As the oxygen vacancies behave as positively charged species, vacancies will be pushed toward the substrate during the set process (positive bias), recovering the broken path. In the reset process (negative bias) energy from the high local Joule heating overcomes the binding energy of vacancies, and the electric field consequently pushes them toward the top electrode, rupturing the conduction path.

**Multi-channel Conduction Using Quantum Point Contact Theory**

As discussed in Chapter 4, the overall conduction can be divided into two parts – a linear part that comes from the filament’s core, and a nonlinear part that comes from background semiconductor tissue. The next model was developed by Prof Enrique Miranda, from the Universitat Autònoma de Barcelona, Spain. In collaboration with our group and me, Prof Miranda has expanded the model to account the main ideas presented in the Chapter 4. The main change with respect to the model developed in [88] is that it accounts for the two components of the conductive filament.

I provided the experimental data and Prof Miranda has tested his hypothesis by fitting the data. First, Prof Miranda’s model will be described and then the fitting results will be presented.

**Model Description and Fitting Results**

A simple analytic model for electron transport through filamentary-type structures is proposed. The model is based on a mesoscopic description and is able to account for the linear and nonlinear components of conductance that arise from both fully and partially formed conductive channels spanning the dielectric film. Channels are represented by arrays of identical scatterers whose number and quantum transmission properties determine the current magnitude in the low and high resistance states. Proposed model reproduces both the experimental current-voltage (I-V) characteristics and also the normalized differential conductance \( \frac{d\ln(I)}{d\ln(V)} \) – \( V \) curves of devices under test.
Several reports [89, 71, 90, 91] have pointed out that the filaments exhibit conductance values close to the quantum conductance unit $G_0 = \frac{2e^2}{h}$ (or $G_0/2$), where $e$ is the electron charge and $h$ is Planck’s constant. This is a well-known feature of atomic-sized constrictions[92]. This phenomenon is also demonstrated in Chapter 4.

As described in Chapter 4, the conduction can be written as $I(V) = N G_0 V + f(V)$, where $N$ is an integer or half-integer number and $f(V)$ a nonlinear function of the applied voltage. While the constant conductance term is attributed to a highly conductive filament core (see Figure 5.15(a)), $f(V)$ is assigned to electron transport through a region around the core in which the conductive channel has not fully formed (see Figure 5.15(b)). In Prof Miranda’s model, $f(V)$ is consistent with these ideas, with the support of experimental results from the devices from the 4th generation.

Figure 5.15: a) Schematic showing a filamentary leakage current path in the low resistance state (LRS) of the device composed of fully (core region) and partially (cloud of defects or vacancies) formed channels. b) Schematic showing a break in the filament within the oxide matrix, corresponding to the high resistive state (HRS) of the device. c) and d) Arrangement of scatterers along the electron transport channels associated with cases a) and b), respectively. The green and red arrows represent the transmission probability of fully- and partially-formed channels, respectively. $S_i$ is the number of scatterers along the channel $i$.

The devices were initially electroformed with a maximum voltage ramp to around 7-8 V. The subsequent unipolar set process was typically a single abrupt jump in current at voltages around 3-4 V. This is shown in Chapter 3, in Figure 3.10.
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Using the finite-bias Landauer approach for mesoscopic systems[92] and the additive property of the transmission probability for a series combination of identical scatterers[93], the current that flows through a multichannel conductive structure (see Figures 5.15(c) and 5.15(d)) can be expressed as:

\[
I(V) = \frac{2e}{h} \sum_i \int_{-\infty}^{\infty} \frac{\left[ f(E - eV_i/2) - f(E + eV_i/2) \right]}{1 + S_i [(1 - t(E)/t(E))]}
\]

(5.11)

where the sum runs over the total number of channels that constitute the filament; \(E\) is the energy; \(f\) the Fermi function; \(S_i\) the number of scatterers along the channel \(i\); \(V_i\) the voltage drop across the channel \(i\), and \(t(E)\) the transmission probability for an individual scatterer.

In this model, which simulates the filament as a bunch of monomode nanowires, two types of channels coexist: fully and partially formed. By a fully formed channel we mean a perfectly transparent \((t(E) = 1)\) conduction channel with \(S_i = 0\), whereas by a partially formed channel we mean a nanosized bridge with \(S_i > 0\), and therefore \(t(E) < 1\).

This approach is also compatible with the presence of isolated channels located far from the main constriction since no specific requirement about the spatial arrangement of the current pathways is made. Note that in eq.(5.11) the current is calculated assuming that the applied bias is symmetrically distributed at both sides of the constriction, but asymmetrical conduction structures can be modeled as well[94]. For simplicity, it is also assumed that the phase-relaxation length is much shorter than the distance between the scatterers[93]. Similar one-dimensional filamentary structures with scatterers have been the subject of numerous publications in the past[95, 96, 97] and it has been shown that a complete understanding of electron transport through these structures requires a quantum approach[98, 99, 100]. The scatterers are assumed to be described by inverted parabolic barriers of height \(\Phi_0\). These parabolic barriers could represent the potential bottlenecks between two neighbor atoms.

In this case, \(t(E)\) reads:

\[
t(E) = \left( 1 + exp \left[ -\alpha (E - \Phi_0) \right] \right)^{-1}
\]

(5.12)

where \(\alpha\) is a constant related to the longitudinal shape of the barrier, and more specifically to the second derivative of the potential profile[101]. Eq.(5.11) can be easily integrated in the zero-temperature limit so as to give the approximate expression:

\[
I \approx G_0 \left[ NV + \frac{2}{ea} exp(-\alpha \Phi_{eff}) \sinh \left( \frac{eaV}{2} \right) \right]
\]

(5.13)
where \( N \) is the number of formed channels. The effective barrier height \( \Phi_{\text{eff}} \) in eq.(5.13) is given by the expression:

\[
\Phi_{\text{eff}} = \Phi_0 - \ln \left( \sum_i S_i^{-1} \right)^{1/\alpha} \tag{5.14}
\]

\( \Gamma = \sum_i S_i^{-1} \) is called the configuration factor of the constriction, which reflects the particular arrangement of scatterers that constitute the filament. It depends on number of individual scatters within the single channel (\( S_i \) is the number of scatters along the channel \( i \)).

As a very simplistic view of the problem, the first term of eq.(5.13) is associated with the core of the constriction (LRS), whereas the second term, which we identify with \( f(V) \), corresponds to the current flowing through the cloud of partially formed filaments surrounding the central region (HRS).

According to eq.(5.13), in the absence of a core region (see Figure 6.2(d)), the gap in the constriction can be represented by a single scatterer with an effective barrier \( \Phi_{\text{eff}} \), which simplifies the conduction problem enormously. As expected, eq.(5.14) reveals that, while the presence of scatterers diminishes the current flow by increasing the potential barrier height, the generation of parallel current paths acts in the opposite manner.

Figure 5.16 illustrates some fitting results using eq.(5.13). Notice that log-linear and log-log axes are used to highlight the agreement and deviation of the experimental data from the theoretical model. Remarkably, \( \Gamma \) is necessary to justify the low effective barrier heights used in eq.(5.13), which otherwise would be incompatible with a tunnelling process.
Figure 5.16: Typical current-voltage characteristics with multiple reset events. \( N \) is the number of formed channels and \( \Phi_{\text{eff}} \) the effective barrier height in eqs.(5.13) and (5.19). The symbols are experimental data, the red solid line corresponds to the model using eq.(5.19), while the green dot-dashed line was calculated using eq.(5.13). The blue dashed line is the I-V characteristic for a monomode ballistic conductor.
For the sake of simplicity a constant value $\Phi_0 = 1 eV$ is considered and its statistical spread is neglected [91]. In Figure 5.16, the conduction characteristic for a monomode ballistic conductor $I = G_0 V$ has been included for comparison.

Figure 5.17 shows several hysteretic I-V loops (0V → $V_{\text{max}}$ → 0V with increased maximum voltage $V_{\text{max}}$ from 1 V to 1.5 V). Contrary to what is observed in Figure 5.16, no jumps are detected in the I-V curve, which indicates the progressive generation of new scatterers or, equivalently, the modification of $\Phi_{\text{eff}}$. As proposed in [88], the dynamic behaviour of $\Phi_{\text{eff}}$ as a function of the applied voltage determines the transition from HRS to LRS and vice-versa.

The model described here makes no reference to this issue but $\Phi_{\text{eff}}(V)$ can be incorporated into the model as a coupled equation as is done for memristive systems [1].

In order to achieve further insight into the electron transport mechanism proposed above, the nonlinear term in eq.(5.13) is further discussed. According to this framework, the conductance of an individual scatterer, $g_s$, can be calculated as [93]:

$$g_s(E) = G_0 \frac{t(E)}{1 - t(E)} = g_0^s \exp(\alpha E)$$  \hspace{1cm} (5.15)

where $g_0^s = g_s(E = 0) = G_0 \exp(-\alpha \Phi_0)$ is the conductance at the equilibrium energy $E = 0$.

Hence, the conductance of the constriction $G_C$ which arises from the bunch of partially formed
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Expression (5.16) stems from the scatterers in series and the additive property of the transmission probability already used in eq.(5.11). Consequently, the average conductance of the constriction \( \langle G_C \rangle \) reads:

\[
\langle G_C(V) \rangle = \frac{1}{\epsilon V} \int_{-\epsilon V/2}^{+\epsilon V/2} G_C(E) dE = G_0 \exp(-\alpha \phi_{eff}) \sinh \left( \frac{\alpha}{2} V \right)
\]

(5.17)

where the function \( \sinh(x) \) is defined as \( \sinh(x)/x \). Substituting eq.(5.17) into eq.(5.13) and taking into account the \( N \) formed channels, we obtain:

\[
I(V) = (NG_0 + \langle G_C \rangle) V
\]

(5.18)

which expresses the total current as a combination of the core current contribution and that associated with the nearby cloud of scatterers. Notice that as the scatterers become transparent (\( \alpha \ll 1 \) in eq.(5.17)), \( \langle G_C \rangle \approx G_0 \) is a constant and the linear behaviour of the I-V curve is recovered.

Remarkably, even though eq.(5.13) can be formally rearranged as eq.(5.18) without invoking \( \langle G_C \rangle \), the latest formulation did not include the contact conductances, as eq.(5.13) implicitly does, and which arise from the mismatch of the energy states occurring at the connections between the metal reservoirs and the channels[93]. This coincidence is a consequence of the approximation \( t(E) \approx S^{-1}_i \exp[\alpha(E - \phi_0)] \) used to obtain eq.(5.13). In order to improve the fitting results in the HRS low-bias region (see Figures 5.16(a), 5.16(b), 5.16(c) and 5.16(d)) the correction factor \( V_0(V) = \text{Atanh}(BV) \) can be introduced into eq.(5.13) as:

\[
I \approx G_0 \left\{ N V + \frac{2}{\epsilon V} \exp(-\alpha \phi_{eff}) \sinh \left[ \frac{\epsilon V}{2} (V - V_0) \right] \right\}
\]

(5.19)

where \( A \) and \( B \) are fitting constants. Note that this additional potential drop \( V_0 \) is not required for the formed channels.

A similar expression for the effective potential drop has been used before in other RS devices to deal with the semiconducting behaviour of the bottom electrode[65], but no clear explanation in the present context has been found yet.
A dependence of the effective barrier height on the applied voltage cannot be ruled out. Expression (5.19) is chosen this way because it satisfies $V_0(V = 0) = 0; V_0(V \ll 1)$ is a linear function of $V$, and $V_0(V \gg 1)$ is a constant which does not affect the exponential dependence of the HRS current in the high-bias range. The fact that the voltage correction factor is unnecessary to fit some HRS I-Vs (see Figures 5.16(d), 5.16(e), 5.17(a) and 5.17(b)) indicates that the faster roll-off of the experimental current for $V < 1V$ is related to particular features of the filaments and not to an essential limitation of the model. Notice that if eq.(5.19) is used, a lower $F_{eff}$ is required to compensate for the lower effective applied bias.

Finally, with the aim of analyzing in more detail the experimental I-V curves, the normalized differential conductance $g(V)$ is used. For the two limiting cases we are dealing with, using eq.(5.13), $g(V)$ reads:

$$g(V) = \frac{d\ln(I)}{d\ln(V)} = \frac{V}{I} \frac{dI}{dV} = \begin{cases} 
1 & N \gg 1 \\
\frac{a^2}{2} V \coth \left( \frac{a^2}{2} V \right) & N = 0 
\end{cases}$$

(5.20)

which is independent of $F_{eff}$, and therefore of the configuration factor $\Gamma$.

This is illustrated in Figure 5.18 for three cases of particular interest: Figure 5.18(a), Figure 5.18(b), and Figure 5.18(c) correspond to Figure 5.16(c), Figure 5.16(e), and Figure 5.17(a), respectively. In Figure 5.18(a), the results using eqs.(5.13) and (5.19) are compared. In Figure 5.18(b), departures from $g(V) \approx 1$ in the LRS case would indicate the presence of a nonlinear conductance term. In Figure 5.18(c), the set of I-V hysteretic loops is represented.

The only free parameter is $\alpha$. Notice also that in all the cases $g(V \ll 1) \approx v1$, regardless of the conduction mode. This linear behaviour of the I-V characteristic is a well-known feature of RS devices[102] that our model captures nicely.
Figure 5.18: Normalized differential conductance-voltage characteristics for three cases of particular interest: a) corresponds to the I-V curve shown in Figure 5.16(c), b) corresponds to the I-V curve shown in Figure 5.16(e), and c) corresponds to the I-V curves shown in Figure 5.17(a). Notice that the correction factor $V_0$ (eq.(5.19)) is only used in the first case. The blue dashed line is the g-V characteristic for a monomode ballistic conductor.
In summary, a simple analytic model for the I-V characteristics is proposed. The model relies on the theory of mesoscopic conductors and considers the filamentary electron transport pathways within the dielectric film as chains of scatterers whose transmission properties collectively determine not only the magnitude of the current (low and high resistance states) but also its functional dependence on the applied voltage (linear or exponential). The stochastic nature of the atomic arrangement that forms the constriction (configuration factor) is overridden by assuming an effective tunnelling barrier.
Chapter 6

Stochastic Simulation of Resistive Switching in Oxide RRAM

Introduction to the Stochastic Model

The intrinsic nature of the switching process is stochastic. Each switching cycle produces a different configuration of the conductive filament. In the case of redox-based RAM the formation and the rupture of the conductive filament occurs through the rearrangement and movement of oxygen ions and oxygen vacancies. The shape, size and geometry of the filament play a crucial role in determining the switching properties of the device. The properties of the pristine device also affect the nature of the formed filaments. The stochastic nature of the filament formation/rupture presents an additional challenge in analyzing and optimizing the device properties. In this chapter, a stochastic self-consistent model is developed to simulate the formation, set and reset processes on microscopic level. The model is based on resistor breaker network[103] and percolation theory[104]. It is possible to simulate the processes occurring during the switching events.
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Model Description

Before I proceed with the model description, a brief reminder of the basic physical picture behind the switching process is provided.

The electroforming step is crucial for most ReRAM systems. The forming voltage is typically significantly higher than the set voltage. Electroforming is a local reduction of the insulating layer triggered by drift or diffusion of oxygen ions. Both voltage polarities can be used. During the forming a high local field is generated due to the large applied voltages. This electric field can cause local morphological changes or a phase transition of the material (e.g. the formation of an oxygen-deficient Magnéli phase in the case of TiO2).

After electroforming, a conductive n-type channel (filament) is produced. Subsequent switching processes take place at the localised part of the filament. A tunnelling barrier is typically present between the two parts of the conductive filament. By varying the length of the gap (barrier height) it is possible to achieve different resistance states.

During the set process oxygen ions are removed from this region - consequently tunnelling and thermionic current is increased and barrier height is reduced. During the reset process oxygen ions are moved back into the region. This increases the barrier height and hence the overall resistance of the ReRAM cell.

In some cases, once a conductive filament has been established, further increasing the applied voltage (without the current compliance) beyond a certain threshold results in a high current flowing through the filament that is sufficient to raise the local temperature through Joule heating to the point at which the filament is disrupted. Temperature-driven migration of oxygen vacancies out of the filament break the current path and return the oxide to a high resistive state. In such a case unipolar switching is seen, in which field-driven filament formation and current-driven filament disruption occur in the same polarity. The reason for this is that oxygen ions and oxygen vacancies diffuse along the temperature gradient and the position of the switching point can be at the arbitrary place along the filament.

A typical I-V curve with physical principle of switching is shown in Figure 6.1. In VCM systems (bipolar switching), oxygen ion drift is dominated by the influence of electric field, while in the case of TCM systems (unipolar switching) the diffusion of oxygen ions is primarily caused by local Joule
heating. Current compliance is required to prevent the hard breakdown and irreversible transition to LRS. Current compliance is removed in the reset process. This allows a higher current to pass at much lower voltages, leading to a partial rupture of the filament and recovery of the HRS. The conductivity of the HRS is usually larger than the conductivity of the pristine device as the filament is not completely dissolved and current can still flow through the part of the filament. The set process is similar to the electroforming process, but it typically occurs at lower voltages. Current compliance is needed to prevent the hard breakdown just as in case of the electroforming. During the forming/set process a reduction of oxidation states occurs. Most transition metal oxides show much lower resistivity in the lower oxidation states.

Figure 6.1: Schematic of the switching process in intrinsic filamentary resistive switching. Application of an appropriate voltage with a current compliance limit to the pristine device (I) forms the oxide (II) into a low resistive state (LRS) (III) by moving oxygen ions to one of the electrodes, generating a conductive filament bridging the two electrodes as oxygen vacancies are left behind. Removing the current compliance and applying a suitable voltage then disrupts the filament (IV) through thermally-assisted migration of oxygen, retuning the device to a high resistive state (HRS) (V) – note this is generally less resistive than the initial pristine state because only a section of the filament is disrupted. The device may then be returned to the low resistive state on the application of a suitable voltage with a current compliance limit set to avoid overheating (VI).
In this model, the formation and the rupture of the conductive filament are modeled through the movement of oxygen ions and generation of oxygen vacancies. The conductive filament consists of oxygen vacancies. The overall conductivity of the memory cell is dependent on size and shape of the filament.

Movement of oxygen ions is described by the general probabilistic equation [105]:

\[ P_a = f \exp \left( -\frac{E_a - \Delta \varphi_1}{k_B T_{loc}} \right) \]  

\( P_a \) is the probability of ion hopping between the two sites, \( f \) is vibration frequency of the oxygen, \( E_a \) is the activation energy, \( \Delta \varphi_1 \) represents the modification of the activation energy due to the potential difference between two sites, \( k_B \) is Boltzmann’s constant and \( T_{loc} \) is the local temperature.

Figure 6.2 is a schematic representation of the different hopping processes. At the lattice site two states are possible: oxygen state (pink in figure) and oxygen vacancy state (blue in figure).

Apart from the lattice sites, interstitial sites can exist. Every interstitial site can accommodate an oxygen ion. In Figure 6.2 a pink circle represents an oxygen at the lattice site, while a blue circle represents an oxygen vacancy, a blank orange circle represents an unoccupied state at interstitial site, and a green circle represents an occupied state (oxygen ion) at an interstitial site.

Hopping of the oxygen ions can occur through different processes. Hopping of an oxygen ion from an oxygen state on the lattice site is followed by the generation of an oxygen vacancy. This transition is only possible if there is an available state to accommodate the incoming ion.
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Generally, the transition probabilities are modified by the decrease/increase of the transition barrier due to the applied voltage bias and by the change of the local temperature.

Process 1 represents the hopping of an oxygen ion from the oxygen state to the next oxygen vacancy state. A new oxygen vacancy will be generated while the old oxygen vacancy will be annihilated through the recombination of oxygen ion and oxygen vacancy. This process is modeled with equation 6.1 where the activation energy is \( E_a \). If there is an adjacent interstitial site that is unoccupied the oxygen ion can move to that site and that represented by process 8, modeled with an activation energy of \( E_b \) which is usually smaller than \( E_a \) (interstitial site being closer to the hopping oxygen ion).

The equivalent ion hopping processes from the interstitial sites are represented by process 2 (ion hopping through the interstitial sites) or process 3 (the recombination process of ion and oxygen vacancy).

As the electrodes are usually considered as the source/drain of oxygen ions the process of the exchange of oxygen between the electrodes are represented by processes 4, 5, 6 and 7. Finally, if there is an occupied interstitial site near the oxygen vacancy the recombination process occurs (process 9).

To generate the I-V characteristics we adopted the random circuit breaker model\[103\] shown in Figure 6.3. This model assumes that between any two sites there is a resistor with one of the two specific values. These two resistor values represent the microscopic equivalent of the HRS and LRS resistance values, so \( R_1 \ll R_2 \). \( R_1 \) stands for the lower resistance value; this value models the resistance between the two oxygen vacancies, while \( R_2 \) stands for the much higher resistance value and models the other configurations including resistance between two oxygen states or oxygen state and oxygen vacancy.

When the percolation path of oxygen vacancies between the two electrodes is formed, the LRS is achieved. If the path is broken the HRS is recovered. These simulate the set/formation and reset processes.

Figures 6.4 shows the chart of the main steps in the simulation. The input in the simulation is a preconfigured distribution of oxygen vacancies. This is the pristine state of the device.

In the second step the current map and the potential map are calculated. The local currents are
potentials are calculated using mesh current method. There are two components that contribute
to the overall current in the case of HRS (broken filament). The first component is the current
 calculated by Ohm’s law – dividing the bias voltage and equivalent resistance of the whole network.
The second component takes into account a tunneling current in the case when the filament is
 ruptured and there is a tunneling gap.

For this component the following formula is used:

\[ I = G_0 \left\{ \frac{2}{e\alpha} \exp\left(-\alpha\varphi_{eff}\right) \sinh \left[ \frac{e\alpha}{2} \left( V - V_0 \right) \right] \right\} \] (6.2)

The formula is described in more details in Chapter 5.

The effective tunneling barrier is exponentially dependent on the width of the filament gap. For
calculation of the shortest path between the two electrodes and the tunneling gap the A* search
algorithm[106] is used. After this step the local temperatures are calculated in step 3. The local
temperature is calculated as the Joule heat generated within the resistor. Once the local potentials
and local temperatures are calculated it is possible to calculate the probabilities of the transitions
(1-9). For every site multiple transitions are possible and a stack of the transitions is generated.
with the transitions with the highest probabilities on the top. This is done in step 4. After the individual probabilities are calculated the transitions occurs according to a stochastic process. A random number (positive, not greater than 1) is generated and it is compared with the stacked probabilities. After every comparison the new random number is generated. The random number can take any value between 0 and 1 (including 0 and 1) with the same probability. The probabilities are compared from the highest to the lowest. If the probability of the certain transition is greater than the randomly generated number, transition takes place and the next site is examined. After every transition the new configuration matrix is generated. For effectiveness of the code the local currents, local potentials and local temperatures are calculated once the whole matrix is reconfigured.

The model allows a direct generation of I-V curves. Modeled I-V curves are compared to experimental results and validity of the model and its assumptions are tested.

**Simulation Results**

In the simulation we assume that the pristine device does not contain any predefined oxygen vacancies and that the generation of oxygen vacancies occurs with the application of electrical bias.
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Electroforming

Figure 6.5 summarizes the simulation of the formation process. The device is swept until the current level increases above a critical value (in this case 10mA). This is equivalent to setting a current compliance.

Very few (if any) oxygen vacancies are generated at the lower voltages (lower than 15V). This is shown in Figure 6.5(a). Once a certain voltage level is achieved the accelerated generation of oxygen vacancies occurs. At this point oxygen vacancies start to form a filament. The filament grows with the further voltage increase. This is shown in Figures 6.5(b)-(d).

It is possible that during the growth of the initial filament a secondary filament seed is produced. Once the filament bridges the two electrodes a sudden current jump is observed – which represents the transition to the LRS. At this point voltage bias is removed. This is represented in Figure 6.5(e).

If the current is not limited, meaning voltage bias is present after the current jump, the filament that bridges the electrodes starts to grow radially. This is observed in Figure 6.5(f). This causes the hard breakdown.

Figure 6.5: Simulation results of the forming process. (a) Only a few oxygen vacancies are generated at the lower voltages. (b) Filament seed is formed. (c) Growth of the filament. (d) Secondary filament seeds can be formed. (e) Filament is completely formed at the threshold voltage. (f) If the voltage bias is not removed, the filament starts to grow laterally.

Formation of the filament (from the pristine device) is governed by stochastic processes and consequently the shape of the filament varies from device to device. Nevertheless some general properties (e.g. radial growth, LRS conductivity) are determined by current compliance.
Reset Process

After the filament is formed and device switches to LRS, we simulate the reset process.

Figure 6.6 shows the simulation results of the reset process. Starting from the LRS the device is swept to 3V. No processes occur until some critical current level is achieved. This current is always larger than the current compliance level of the previous formation/set process, but usually not by more than a factor of 2.

After the critical current level is achieved the device's conductivity starts to fluctuate. In Chapter 3 we described this behaviour as the competition between set and reset processes. In Figure 6.6(b) a smaller current drop is observed and the filament gap is produced. This is easily observed in the potential map in which the potential difference is largest in the gap area. If the gap is not too large it is possible that the filament recovers and the LRS is reestablished. This is observed in Figure 6.6(c). The filament is reconstructed and there are no filament gaps. The potential map shows that
the potential is now much more uniformly distributed across the filament.

With recovery of the filament a high current is once again achieved which produce a high local Joule heating. This is shown in Figure 6.6(c) in the temperature map. The narrowest parts of the filament experience the largest heating (around 600K). This is the direct consequence of the Joule heating which is dependent on resistivity of the path. The resistivity of the narrowest part is the largest while the current remains the same. The probability of oxygen ions hopping in these parts is increased and a larger gap will be consequently produced. This is observed in Figure 6.6(d).

When the large filament gap is produced the current drops significantly as well as the local heating – consequently the HRS is achieved. The more uniform distribution of potential in the gap area is also the direct consequence of the gap size. If the voltage is not increased above the critical value (set voltage) the device remains in this state, as the probability of ions hopping is low.

Set Process

After the device is switched to the HRS it remains in this state until it is swept again to higher voltages. The set process is shown in Figure 6.7.

Starting from HRS the device is swept to higher voltages until a certain current level is achieved when the voltage bias is removed. This is the same procedure as for the initial electroforming process. No processes occur until the larger voltage is achieved, at which point current fluctuations are again observed. This voltage is always larger than the reset voltage. This is observed in Figure 6.7(c) where a small current drop is followed by sudden current increase until the current compliance level is achieved.

Figures 6.7(a) and 6.7(b), respectively, show the HRS and the LRS (after the set process). Figure 6.7(d) shows the temperature map during the set process. The maximum temperature during the set does not increase significantly over room temperature (300K) and we conclude that the potential distribution (electric field) plays much more important role during the set process.

Figure 6.7(e) shows the filament recovery process. Starting from the HRS (Figure 6.7(e1)) during the set process the filament recovers and the gap decreases until no gap is present. The electric field across the gap increases as the gap decreases. Consequently, the gap decrease works as a sort of positive feedback during the set.
Figure 6.7: Simulation results of the set process. (a) At the lower voltages the HRS is stable as the electric filed is not high enough to trigger the oxygen ions movement. (b) At the final stage of the set process the filament is recreated. (c) I-V curve showing the set process. (d) Maximum temperature during the set process does not go above 320K confirming that the set process is mainly driven by the electric field. (e) Once the threshold voltage is achieved the set process (recreation of the filament) is observed by closing the filament gap.

Endurance Testing

Endurance is one of the most important properties of any memory type and ReRAMs are not an exception. For most cases the failure is observed as the failure of the HRS where the device remains in LRS and reset process cannot be achieved.

With the model we can simulate the device’s endurance by testing different assumptions, more specifically the availability of the oxygen ions.
Resistive Switching without an External Oxygen Ion Source

Unipolar Switching

The I-V curves shown in Figure 6.8 are obtained for the case in which there is no other source of oxygen ions apart from the oxygen ions located at the interstitial sites during the preceding set process. We examine the unipolar switching mode first.

We assume that the pristine device does not contain any oxygen vacancies and the whole matrix consists of oxygen states at lattice sites. During the formation process oxygen ions hop through the matrix, leaving oxygen vacancies behind. We assume that in the proximity of every lattice site there is an empty interstitial site that can accommodate a single oxygen ion.

Oxygen ions, accommodated at the interstitial sites are used to re-oxidize the filament during the reset process. In this case there is no other oxygen ion source. The filament is re-oxidized through the process of oxygen ion – oxygen vacancy recombination. If there are no available oxygen ions in the proximity of the formed oxygen-vacancy filament, re-oxidation is not possible. This results in the failure of the reset process and the failure of the device operation. Experimentally this always happens after a finite number of switching processes.

Figure 6.8 shows that, for this simulation after 9 switching cycles a failure of the reset cycle occurs. The device cannot be switched back to HRS by applying the standard voltage sweep up to 3V. Figure 6.9 shows the filament structure after every reset process until the reset failure is observed in Figure 6.9(i). It can be seen that the gap position and size changes from cycle to cycle (represented...
by red circile). Eventually the device remains in the LRS and the filament cannot be re-oxidized as there are no available oxygen ions.

Figure 6.9: Filament structure after every reset process. Red circles represent the position of the gap in the filament.

Oxygen ions that are placed at the interstitial sites during the electroforming process (by oxygen ion – oxygen vacancy generation) are represented in Figure 6.10(a) and (b) as green dots. Blue dots represent the empty interstitial sites. The concentration of oxygen ions (at interstitial sites) around the filament is much lower after 9 switching cycles and it is not sufficient for the reset to occur. Consequently, the HRS cannot be restored.
Bipolar Switching

Figure 6.11 shows I-V curves obtained for the bipolar switching mode. The assumptions are the same as for the case of unipolar switching (no external oxygen source). Switching behaviour in the case of the bipolar mode is very similar to the case of the unipolar mode. Failure of the reset process is the same. The endurance is slightly higher – 14 cycles before the failure compared to 8 cycles before the failure in the case of the unipolar mode.
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Figure 6.11: Simulation results in bipolar switching mode.

Resistive Switching with Unlimited Oxygen Vacancies Source

In many cases, instead of a single switching layer, a bi-layer configuration is used. The additional layer provides an additional source of oxygen ions and oxygen vacancies. This way device endurance is improved[107].

For the next set of simulations we make the assumption of an unlimited source of oxygen ions. This means that during the set process there is no restriction on site availability for the accommodation of oxygen ion or the availability of oxygen ion during the reset process.

Figure 6.12: Simulation results with unlimited oxygen ions source.
Figure 6.12 shows 50 programming cycles. More stable resistive switching is obtained. The simulation was stopped after these 50 cycles without a sign of endurance failure.

This indicates that the depletion of oxygen ions plays a crucial role in endurance failure. This has been experimentally confirmed by testing the switching in atmospheric, vacuum, and oxygen gas environment[62]. Figure 6.13 shows that the complete reset cannot be achieved in the vacuum environment, probably due to the lack of oxygen necessary for the re-oxidation.

This figure is removed from the original version due to copyright restrictions.

Figure 6.13: Resistive switching behaviours of Pt/SiO0.73/Pt device operating in atmospheric, vacuum, and oxygen gas environment, respectively. Taken from [62].
Chapter 7

Conclusion and Future Plans

I fabricated redox-based silicon oxide memory switching devices. In this thesis, I studied the basic properties of the devices using a set of different experimental techniques and I developed the basic physical model governing the switching processes.

I studied both structural and electrical properties of materials used for fabrication of the devices.

In Chapter 1 I provided an overview of digital memories and discussed the basic physical principles governing different memory types. I put a special focus on resistive random access memories (RRAM) and more specifically, on redox based resistive random access memories (ReRAM). I provided a classification of the main types of ReRAM system and I discussed the main physical processes.

In Chapter 2 I provided an overview of experimental techniques and the samples preparation procedures.

In Chapter 3 I showed the feasibility of the SiOₓ memory device by testing devices in both the sweeping and the pulsing mode. I showed the different modes of operation and also demonstrated the electrical adjustment of switching properties. I discussed the advantages of the silicon oxide ReRAM over other metal oxide based ReRAMs; specifically, intrinsic self-rectification and non-linearity of I-V curves. I studied the physical processes behind the switching events by performing a set of scanning tunneling microscopy, atomic force microscopy and conductive atomic force microscopy measurements.
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In Chapter 4, I demonstrated the conductance of the devices is quantised in half-integer multiples of $G_0$. In contrast to other resistive switching systems this quantisation is intrinsic to SiO$_x$, and is not due to drift of metallic ions. I explained half-integer quantisation in terms of the filament structure and formation mechanism, which allows me to distinguish between systems that exhibit integer and half-integer quantisation.

In Chapter 5 I suggested a physical model that governs the two switching modes. I analysed the conduction mechanism of both the high resistive state and the low resistive state. I tested the experimental results with a model based on quantum point contact theory.

In Chapter 6 I developed a computational stochastic self-consistent model to simulate the formation, set and reset processes on a microscopic level. I discussed the switching uniformity. I also discussed the dependence of the switching properties on the availability of oxygen.

The most prominent model of resistive switching is based on formation and annihilation of a nanometer scale conductive filament. Tracking the filament is a challenging task. In Chapter 3 I showed that this is possible via means of C-AFM and STM measurements. Although very valuable information can be extracted from these measurements they are restricted to the plane projection. The next step should include transmission electron microscopy (TEM) measurements. These should provide a better picture about the shape and size of the whole filament. In-situ TEM can reveal the dynamics of filament evolution. The feasibility of in-situ TEM has already been shown in both ECM[108] and VCM[26] ReRAM. However, poor contrast between silicon dioxide and silicon might provide an additional challenge in case of this particular system.

Wafer yield and switching uniformity should be further improved through fabrication process optimisation. Aggressively scaled devices in the 10s of nm are yet to be tested. Device properties should be tested in crossbar arrays – especially in the passive matrix configuration in which the two discussed properties of SiO$_x$ system are particularly important (self-rectification and nonlinearity in I-V curves). Simple crossbars of $8 \times 8$ or $16 \times 16$ would provide enough information about the feasibility of diode-less structure where ReRAM cell would provide both selecting and switching.

The quantised conductance discussed in Chapter 4 provides additional information on the filament nano-scale structure. This also brings the possibility of multibit storage or analog-like applications (such as neuromorphic architectures). Precise control over the quantum steps would be crucial step towards such new applications.
Although switching in metal oxides is becoming better understood, comparatively little is known about silicon oxides, other than there are significant differences between metallic and semiconducting systems. In Chapter 5, of particular interest are the differences between unipolar and bipolar switching. I have established already that different mechanisms operate in the two cases, and also that the intrinsic current limiting behaviour of our Si-based devices has an important role to play in allowing us to configure the switching mode purely electrically. With further structural information on the switching material (e.g. HTEM, atom probe microscopy), theoretical models on the atomistic level with focus on defects generation can be developed. Ab initio simulation techniques can help in understanding the role of the specific defects in the electroforming and switching processes.

Finally the simple stochastic model developed in Chapter 6 can be further used to analyse the different effects on resistive switching. Switching properties like switching uniformity and endurance can be directly related to different factors – like availability of oxygen or predefined configuration of oxygen vacancies. These would help in further device optimisation.
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