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Abstract

Service-centric System Testing (ScST) is more challenging than testing traditional software due to the complexity of service technologies and the limitations that are imposed by the SOA environment. One of the most important problems in ScST is the problem of realistic test data generation. Realistic test data is often generated manually or using an existing source, thus it is hard to automate and laborious to generate. One of the limitations that makes ScST challenging is the cost associated with invoking services during testing process.

This thesis aims to provide solutions to the aforementioned problems, automated realistic input generation and cost reduction in ScST. To address automation in realistic test data generation, the concept of Service-centric Test Data Generation (ScTDG) is presented, in which existing services used as realistic data sources. ScTDG minimises the need for tester input and dependence on existing data sources by automatically generating service compositions that can generate the required test data. In experimental analysis, our approach achieved between 93% and 100% success rates in generating realistic data while state-of-the-art automated test data generation achieved only between 2% and 34%.

The thesis addresses cost concerns at test data generation level by enabling data source selection in ScTDG. Source selection in ScTDG has many dimensions such as cost, reliability and availability. This thesis formulates this problem as an optimisation problem and presents a multi-objective characterisation of service selection in ScTDG, aiming to reduce the cost of test data generation.

A cost-aware pareto optimal test suite minimisation approach addressing testing
cost concerns during test execution is also presented. The approach adapts traditional multi-objective minimisation approaches to ScST domain by formulating ScST concerns, such as invocation cost and test case reliability. In experimental analysis, the approach achieved reductions between 69% and 98.6% in monetary cost of service invocations during testing.
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Chapter 1

Introduction

Service-Oriented Computing (SOC) shifts the traditional understanding of software application design, delivery and consumption. The idea of SOC is that it ought to be able to create a more systematic and efficient way of building distributed applications. The vision underpinning this idea is to establish a world of loosely coupled services, able to rapidly assemble dynamic business processes and applications.

Several software companies and market analysis institutions have highlighted the changes SOC has brought about. The focus of businesses is migrating from product manufacturing (hardware and software) to service provision. For example, according to AppLabs [8], in the future, business concentration will shift away from system development towards core business. One motivation for this shift is the ability to build systems dynamically using services provided by other businesses. According to the Wintergreen Research Inc. (WRI) [355], the changes in the software industry go beyond technical issues. With software becoming more agile in order to fit business requirements, many businesses position themselves towards adopting Service-centric System(s) (ScS).

The market growth of SOC-related technology also supports this claim. WRI’s estimation for the 2005 SOC market is $450 million and it is expected to reach $18.4 billion in 2012. According to the International Data Corporation [148], a leading market research institution, the global spend on service-oriented software in 2006 was nearly $2 billion. The same report projected that this spend will be $14 billion in 2011. A
more recent report from Gartner [36] estimated Software as a Service (SaaS) and cloud-based business application services market as $13.4 billion in 2011 and projected that the market will grow to $32.2 billion in 2016.

However, when compared to optimistic predictions, SOC may be yet to achieve its full market potential. The author believes that this is due to two main reasons: The first reason is the recent economic downturn which reduces investment in new technologies and research. The second reason is the technological challenges that are brought by ScS.

“Web services are not yet widely used because of security concerns. But there’s an even bigger roadblock waiting just down the road – it’s called trust. The big issue is ‘Will the service work correctly every time when I need it?’ As yet few are thinking about the issues of testing and certification. We suggest that testing and certification of Web services is not business as usual and that new solutions are needed to provide assurance that services can really be trusted” [64].

As stated by CDBI Forum [64], one of the main technological barriers to enterprises’ transition to ScS is denoted by the heightened importance of the issue of trust. Web services are introduced into systems that require high-reliability and security. Using services in these systems raises the importance of establishing trust between the service provider and the consumer. The trust issue is not just about the correct functioning of a service. It has many other dimensions such as service security and Quality of Service (QoS).

Testing provides one potential solution to the issue of establishing trust. Testing is important to assure the correct functioning of ScS that, by nature, have the ability to dynamically select and use services. In order to confirm the correct functioning of ScS, interoperability among all its components, and integration of these components must be adequately tested.

ScS also need to be tested and monitored for QoS to ensure that they perform at expected levels. In order to compose a Service Level Agreement (SLA), an agreement
between the service provider and the consumer on service operation, QoS parameters have to be measured and subsequently monitored for their compliance. This process is a well known practice in other fields such as web hosting and network services. Due to the number of stakeholders involved and dynamic late-binding in Service-Oriented Architecture (SOA), establishing an SLA might not be as straightforward as those used in other fields. These problems also affect testing and monitoring for QoS in SOA.

As a result of the aforementioned issues, ScS may require more frequent testing than traditional software. The possibility of changes to an ScS (changes which requires testing) might be increased due to two major benefits of services: First, for ScS using services statically\(^1\), this possibility increases with the number of services invoked. Second, the ease of integrating or removing a functionality (through a service) encourages developers to make additions which increases this possibility.

In testing of software systems, one common problem that many testers face is the problem of cost. The testing cost is often associated with the time it takes to complete the execution of a test suite (which may also include setting up the testing environment). However, with the introduction of services, this standard understanding of the term ‘testing cost’ has started to gain new dimensions, such as monetary cost of service invocation. Recent surveys \([44, 49]\), as well as Chapter 2 of this thesis, identify runtime testing cost as one of the challenges of ScST. Testing cost is identified as a challenge due to three side effects that might be caused by the increased frequency of testing. These are:

1. The monetary cost of invoking service during runtime testing.

2. Service disruptions that might be caused by extensive testing.

3. Effects of testing in some systems, such as stock-exchange systems, where each usage of the service requires a business transaction, that carries with it a monetary cost.

There are also other challenges in ScST, such as identifying the right time to test

\(^1\)Concepts of static and dynamic service use is explained in Chapter 2
the ScS and the number of test cases to run. This issue may occur due to different payment plans offered for the service invocations in SOA. For example, in the case of testing an ScS invoking services with quota-based payment plans, a test suite that can be executed within a given period while invoking a certain number of services may be needed in order to avoid extra charges.

There are existing approaches targeted at reducing these side effects, such as using mock/stub services or a testing environment where test cases are executed on a special instance of the Service/System Under Test (SUT). Although these approaches can reduce the severity of the mentioned side effects, they do not eliminate the need for runtime testing. In order to reduce the side effects of testing for ScS, approaches that reduce the testing cost at runtime are needed.

Another identified challenge in ScST is automated test data generation [44]. Even though many approaches for automated test data generation are proposed for traditional systems [166, 240, 259, 277] and ScS [16, 20, 29, 130, 185, 201, 235, 295], they are effective in generating test inputs only for certain input types. Their ineffectiveness in generating other input types is caused by the requirements of the inputs. This is because these inputs must be correctly formed and also contain semantics that tie them to real-world entities. We classify these type of inputs as ‘realistic inputs’\(^2\). The ineffectiveness of the current automated approaches is also a factor in the testing cost. The extra cost is the human effort incurred in two ways: the tester’s effort to verify automatically generated data, and the tester’s effort to manually generate data. New automated solutions that can effectively generate realistic test cases are needed to address this issue.

The thesis of this dissertation is that existing web services can be used to increase the effectiveness of automated realistic test data generation and that multi-objective search algorithms can help reduce testing cost in ScST. The problem of effectiveness in automated generation of realistic inputs is addressed by the concept of service-centric test data generation. The cost reduction problem is addressed at two different levels:

\(^2\)The concept of realistic data is explained in Chapter 4 in detail
test data generation and test execution. The cost reduction is achieved by formulating the problems at these two levels of abstraction as multi-objective optimisation problems. The approaches presented in this thesis are evaluated using real-world (where possible) and synthetic case studies (based on real-world parameters). The results from the experimental studies provide evidence that these approaches can be used in testing real-world ScS.

1.1 An Illustrative Scenario

This section describes a testing scenario explaining the cost involved at each stage and the need for realistic test data. Later part of the section also explain how this thesis address these problems.

First, we discuss the two possible scenarios that we consider a tester might be in SOA; testing a composition or testing a third-party service as a certifier\(^3\). In both of these cases, the tester might need to invoke third-party service(s) for testing purposes. Suppose that some of these invoked services require inputs such as International Standard Book Number (ISBN), Zone Improvement Plan (ZIP) code or Universal Product Code (UPC). Generating inputs automatically for these input types is not as straightforward as generating others, because in order to receive positive outputs from these services, generated test inputs must represent real-world entities. For example, a generated ISBN must represent an existing book, while a UPC must represent an existing product.

The tester might try some of the existing automated test data generators, however, he/she will soon realise that (as discussed in Chapter 4) these tools are not effective enough at generating ISBNs, ZIP codes and UPCs. When automated tools fail, a tester often regresses to one of the most practised methods: manual test data generation. The tester knows manual generation is effective, but it is also laborious and error-prone. In order to avoid errors and reduce effort, the tester might use some of the existing sources for generating the required test data. These sources might include:

---

\(^3\)Testing perspectives in SOA are discussed in detail in Chapter 2
1.1. An Illustrative Scenario

1. Existing data sources such as recorded user sessions and existing data bases.

2. Existing online sources such as websites like Amazon for ISBNs and the U.S.Postal Service for ZIP codes.

3. Domain knowledge to manually generate the data. For example, the tester might use ZIP codes or ISBNs he/she knows.

Even though these options seem to be viable for generating the required test data, the tester will soon realise that all of them fail at some level. For example, in order to use existing data sources the data has to be accessible to the tester, which might not be the case in every scenario. There is also the problem of temporal data. This is a type of data considered to be valid only for a certain period of time, such as flight details. If the required test data is temporal, some of the existing data such as recorded user sessions might not be reusable.

In traditional testing, it is often expected that the tester will execute each component with a number of positive and negative test cases. However, a small number of test cases might not be adequate in SOA due to the need for determining the Quality of Service (QoS) scores of a service\(^4\). This need occurs, for example, in the case of the certifier who needs to test and measure different aspects of a service such as performance, security and reliability. As a result, the tester might need to acquire a high number of test cases to perform adequate testing. However, the tester will soon realise that generating the required number of ISBNs and ZIP codes might take long time when they are to be generated manually.

The tester might also face the problem of data limitation, such as testing a service from a book publisher. In this case, the tester will know or realise that generating a valid ISBN that represents a real-world book is insufficient. What the tester needs as a positive test case is an ISBN that represents a book published by an appropriate publisher. This requirement is another factor that might make generation of the required test data more challenging.

\(^4\)The concept of QoS and QoS testing for services are discussed in Chapter 2 and 5
1.2 Problems Addressed by this Thesis

Even though the tester generates a test suite that can achieve extensive testing, he/she might not be able to execute all test cases due to several limitations such as time constraints and testing budget. These limitations might be more severe in environments such as SOA, where testing frequency is higher. As a result, the tester will try to reduce the size of the test suite and will thus face the problem of test case selection. The tester has to find the most effective subset of the test suite that can be executed within the given time and budget. The testing budget is often considered to comprise of testers’ wages, tool costs and other related expenses [162]. However, in ScST, there is also another cost that increases the overall cost of testing: the cost of service invocation. As a result, the tester must apply a cost-aware test suite minimisation.

1.2 Problems Addressed by this Thesis

This section describes the problems in the automation of test data generation for certain input types and cost reduction at two levels of testing process in ScST. The problems discussed in the section are real-world problems that a tester might face in ScST. However, the thesis does not claim that the provided solutions can be applicable to every scenario. The main aim of this thesis is to highlight the importance of these challenges, introduce new solutions and provide evidence to the feasibility and applicability of these new solutions.

1.2.1 Problem of Automated Realistic Test Data Generation

As discussed, generating test data for input types that represent a real-world entity is problematic. We refer to these inputs as ‘realistic inputs’. Unfortunately, the existing automated tools are not effective enough to be used in generating data for these inputs and manual generation is laborious and error-prone. There is a need for automated tools that can effectively generate realistic test data.

This thesis presents a new technique called ‘Service-centric Test Data Generation’ (ScTDG) that can automate the generation of realistic test data by leveraging the data that can be acquired from existing services. ScTDG is effective in the automation realistic test data due to three main reasons:
1.2. Problems Addressed by this Thesis

1. The data provided by existing services are realistic by nature.

2. The dynamic nature of SOA which allows dynamic discovery and invocation of services.

3. The same set of services can be used in many cases to generate a large number of different test data.

ScTDG greatly benefits from the dynamic aspects of SOA: dynamic discovery and invocation. As a result of these benefits, it minimises the need for the tester input and reduce the dependency on previous data. Using ScTDG enables generation of test data based on the tester’s specifications, thus helping in overcoming data limitation problems. ScTDG also helps with reducing the human-oracle cost due to the realism of the data generated from services as discussed in Chapter 4.

1.2.2 Problem of Cost Reduction in Test Data Generation

As mentioned, one of the main aims of a tester is to complete the testing process within the given testing budget. In a scenario where ScTDG is used, the tester will also need to consider the monetary cost of test data generation. This cost might arise due to the cost of invoked services during ScTDG. Since in ScTDG a tester can use any combination of suitable services, it is safe to assume he/she will want to use the services with lower costs in order to minimise testing cost.

However, cost might not be the only concern that the tester has in ScTDG. There are other concerns such as the reliability of the test data source (the service(s)) and the time it takes to generate the required data that the tester might be cautious of. Because the services used in ScTDG are third-party, it is safe to assume that, in many cases, the tester will want to use highly reliable services to generate the required test data. He/she might also want to use services with low response time or high availability in some scenarios.

This thesis considers the service selection problem in ScTDG as a multi-objective optimisation problem and introduces a pareto-optimal test data generation extension to
1.3. Contributions of this Thesis

ScTDG. The application of optimisation techniques (both single- and multi-objective) have been proposed before in the field of test data generation [132]. However, none of the previously proposed approaches consider SOA concerns. The proposed optimisation benefits the existence of pre-measured QoS attributes of services and helps the tester to make an informed decision on which services to use in ScTDG. The multi-objective formulation also enables the tester to make trade-offs between various QoS aspects as discussed in Chapter 5.

1.2.3 Problem of Cost Reduction in Runtime Testing

One of the limitations in ScST is the cost associated with testing. The side effects of this limitation might be especially severe in service compositions with a large number of services. Even though there is existing work that aims to reduce the severity of this problem such as simulated testing [146, 186, 205, 208, 247, 270], these approaches do not eliminate the need for runtime testing with real services.

Test suite minimisation is one of the oldest methods aimed at reducing testing cost [374]. The aim of minimisation is reducing the testing cost through redundant test case elimination. The existing cost-aware test case prioritisation and minimisation approaches often associate cost with the execution time of test suites. However, reduction in the test cases brings up other concerns such as preserving branch coverage and fault detection capability. Unfortunately, none of the existing work considers ScST concerns such as cost of service invocations and test data reliability (based on its source).

This thesis combines the concerns of the ScST domain with some of the traditional concerns and formulates them all as optimisation problems. The application of multi-objective algorithms to these problems enables the tester to discover low cost subsets of the test suite, while preserving achievement of test aims such as branch coverage. Pareto-optimal test suite minimisation also enables the tester to make trade-offs between the concerns.

1.3 Contributions of this Thesis

The contributions of this thesis are as follows:
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1. The analysis of the existing and future trends in ScST, which helps build a roadmap to its future.

2. The automation of realistic test data generation with ScTDG and the empirical evaluation of the concept using real-world scenarios, which provides evidence for its feasibility.

3. The introduction of a prototype tool that helps automation of ScTDG.

4. The demonstration of the effectiveness of ScTDG compared to the current state-of-the-art automated test data generation approach, which provides evidence for its effectiveness compared to state-of-the-art.

5. The introduction of multi-objective formulation of service selection in ScTDG and its subsequent cost reduction, which includes the formulation for several QoS characteristics: cost, reliability, response time and availability.

6. The empirical evaluation of the multi-objective service selection in ScTDG using simulated scenarios with real-world parameters, which provides evidence for its ability to help reduce test data generation cost.

7. The introduction of cost-aware test suite minimisation in ScST and the empirical evaluation of the concept, which produces evidence for its applicability to real-world problems and to its ability to reduce runtime testing cost.

1.4 Technical and Scientific Challenges Faced in this Thesis

During the experimental evaluation of this thesis we faced several technical and scientific challenges. Some of these challenges were addressed and solutions to these challenges are presented in the following chapters. Some of the challenges could not be completely addressed during the duration of this thesis and left as future work. The challenges we faced can be grouped into three main groups:
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1. Challenges posed by the lack of real-world case studies.

2. Challenges posed by the lack of established standards in SOA and service specifications.

3. Challenges posed by the lack of interoperability among tools, especially in the area of semantic services.

We faced with the challenges belong to the first group at every experimental analysis presented in the thesis. For example, while performing the experiments described in Chapter 4 not having semantically described services forced us to search for ontologies that describe the business domain of the services we used in our experiments. Unfortunately, most of the existing ontologies available on the internet are simple examples and do not adequately describe their domain. As a result, we created our own ontologies for the domain of each service we used.

Not having real-world services with measured QoS metrics can also be included in this category. Experimental analysis presented in Chapter 5 and 6 are based on QoS measurements of services. However, we could not find adequate number of real-world services with semantic descriptions and measured QoS metrics. As a result, we generated synthetic QoS data (based on real-world examples) for our case studies.

The problem of non-established standards in SOA especially concerning semantic specifications is one of the major issues that prolong the transition to semantic services from traditional services [44]. We believe that this problem affects academic research as well. For example, as mentioned in Chapter 4 at the time of the experiments OWL-S did not fully support WADL specifications (for grounding). As a result, we were forced to convert all the RESTful services used in the experiments to SOAP services. Even though recent additions to OWL-S include support for WADL in OWL-S grounding, we are not sure if majority of the existing tools (parsers) are updated to include these new features.

In the subject of QoS metrics (for web services) not having established standards was also another challenge. As a result of not having established metrics and mea-
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We believe it is important to clearly state the assumptions we made throughout the experimental evaluation of the solutions presented in this thesis. As expected, we made several assumptions during the evaluation stage our solutions. In this section, we grouped the assumptions into three groups based on the experiment they relate to.
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1.5.1 Automated Realistic Test Data Generation

In the experimental analysis of our solution to this problem (presented in Chapter 4), we made two assumptions:

1. **Existence of a semantic SOA where services are defined using OWL-S specifications and their business domain are described using OWL ontologies.** Unfortunately, none of the existing specifications are accepted as a standard to implement SOA. Our assumption in this matter is based on the popularity of the selected specifications in academic research and existence of tools that support mentioned specifications. Even though, in the future the specifications for SOA might be different than the specifications used in this experimental analysis of the solutions in this thesis, the general principal of SOA will remain the same. Thus, the solution presented in Chapter 4 will still be valid and applicable.

2. **Existence of services that provide data that can be used as test data.** In this thesis, we investigated the possibility of testing semantic applications with the data that can be acquired from existing services. The solution that we presented in Chapter 4 can only automatically generate test data in the case of availability of services that provide the required test data. This issue is identified as a limitation in the chapter. However, as we mentioned in Chapter 7, with concepts such as Data as a Service data is becoming easily accessible [91] and the growth in the investment in service and service related technologies increases the transition of businesses to services. In the light of these fact, we believe it is safe to assume that in the future more services providing data that can be used for testing will be available.

1.5.2 Cost Reduction in Test Data Generation

In the experimental analysis of our solution to this problem (presented in Chapter 5), we made three assumptions:

1. **Existence of a semantic SOA where QoS metrics are measured and available to the SOA stakeholders.** Even though, the literature suggest several models
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and measurement techniques, best to the authors knowledge currently there is no established QoS standard for services. However, QoS is already defined and standardised in other fields such as telecommunication and networking. It is safe to assume that in the future a QoS standard for SOA will be established.

2. For the models used in the experiments, we did not assume a perfect world. As a result, each service population includes certain amount of noise. We believe, expecting a perfectly correlated population would be very unrealistic assumption and hinder our efforts to make our case studies as realistic as possible. In the experimental analysis, in order to sustain realism we created several levels of correlation in the populations and investigated the effects of the level of correlation in all possible combinations.

3. In the assignment of QoS metrics for the services in each population we two assumption. The first assumption we made were the limits imposed on reliability values. We defined reliability values to be between 0.50 and 0.99. The values selected conform with the reliability study we presented in Chapter 6, however the minimum reliability is specifically reduced to cover more possible scenarios. The second assumption we made is the positive correlation between price and reliability. As we mentioned in the chapter, it is hard to predict the cost and reliability relation. However, the general assumption in the engineering field that higher reliability is often comes with higher price and this is positive correlation is also perceived by the general public [333]. In the light of these information we followed the same trend and introduced a positive relation between price and reliability.

1.5.3 Cost Reduction in Runtime Testing

In the experimental analysis of our solution to this problem (presented in Chapter 6), we made three assumptions:

1. Testing is performed by the integrator. In SOA, it is likely that a service or
a composition is tested by multiple stakeholders. However, for service compositions structural testing or model-based testing can only be performed by the integrator who has access to the code. In this case, it is safe to assume that the solution presented in this chapter can only be used by an integrator.

2. We assume that the stubs that can mimic the functionality of the invoked services can be generated. This assumption is based on the discussion presented in Chapter 2 where we summarise the existing work on automatically generating functional service stubs.

3. Selecting United States Postal Service ZIP Code validation service as ground truth in reliability analysis presented in Chapter 6. We discussed the reasons for this assumption in detail in the related section in detail.

1.6 Overview of this Thesis

The thesis is organised as follows:

Chapter 2 - Literature Survey provides a survey of the existing work on the testing and verification of ScS. The chapter begins with the introduction of the concepts, technologies and perspectives in SOA. The rest of the chapter surveys testing methodologies such as unit testing, integration testing, regression testing, interoperability testing and testing techniques such as test case generation, fault-based testing, model-based testing and collaborative testing.

Chapter 3 - Analysis of Trends in Service-centric System Testing provides an analysis of existing and future trends in ScST area. The chapter first introduces an analysis of current trends. Then, the chapter provides an overview of the existing work, highlighting the area of testing, technologies that they are applicable to and case studies used in their experiments. Finally, the chapter provides an analysis of emerging trends in SOA and SCST.

Chapter 4 - Automated Realistic Test Input Generation introduces the concept of
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ScTDG. The chapter first explains what ‘realistic input’ is and discusses the importance of it. Then the chapter explains ScTDG in detail, including service discovery, service grouping and composition building. Later, the chapter introduces the prototype tool that is used in the experiments and details how it enables functionalities such as service elimination and tester-specified test data generation. Finally, the chapter presents the empirical evaluation of ScTDG for two different realistic inputs using several real-world services.

Chapter 5 - Cost Reduction Through Multi-objective Data Source Selection introduces our multi-objective optimisation solution to the service selection problem in ScTDG. The chapter begins with a presentation of the subject background, including a summary of existing work in multi-objective test data generation, concept of QoS and multi-objective optimisation. Then the chapter introduces the details of multi-objective test data generation in ScTDG, including objective functions for QoS parameters, representation and selected algorithm. Later, the chapter presents the case studies used, the method of experimental validation and the research questions asked in the experimental validation. Finally, the chapter presents the empirical evaluation of the approach and the answers to the research questions.

Chapter 6 - Cost Reduction Through Pareto-optimal Test Suite Minimisation introduces the cost-aware multi-objective formulation of test suite minimisation for ScS. The chapter first discusses the need for test suite minimisation in ScST. Furthermore, it explains the concept of test suite minimisation, the multi-objective algorithm chosen and details of our approach. Then, it presents the case studies used, the method of experimental validation and the research questions asked in the experimental validation. Finally, the chapter presents the empirical evaluation of the approach and the answers to the research questions.

Chapter 7 - Conclusion completes this thesis with the summaries of its achievements and proposals of the possible future work.
Chapter 2

Literature Review

2.1 Background

This chapter introduces the concepts and technologies used in SOA and Web services. This chapter is aimed at software testing researchers who are unfamiliar with these concepts.

2.1.1 Definition of Service and Service-Oriented Computing

According to Papazoglou [249], SOC is a new computing paradigm that utilises services as lightweight constructs to support the development of rapid, low-cost and easy composition of distributed applications. This is a widely used definition of SOC.

The concept of a ‘service’ is comparatively elusive and consequently harder to describe. The definition adopted by the author is:

“Services are autonomous, platform-independent computational elements that can be described, published, discovered, orchestrated and programmed using standard protocols to build networks of collaborating applications distributed within and across organisational boundaries.” [250].

This definition describes services in terms of SOA, therefore it captures the services’ technological aspects. In order to justify this description, the terms used need to be explained a little further.

According to the Oxford English Dictionary [243], the meaning of autonomy is:
autonomy

1. Of a state, institution, etc.: The right of self-government, of making its own laws and administering its own affairs. (Sometimes limited by the adjs. local, administrative, when the self-government is only partial; thus English boroughs have a local autonomy, the former British colonies had an administrative autonomy; political autonomy is national independence.)

   (a) Liberty to follow one’s will, personal freedom.

   (b) Metaph. Freedom (of the will); the Kantian doctrine of the Will giving itself its own law, apart from any object willed; opposed to heteronomy.

2. Biol. Autonomous condition:

   (a) The condition of being controlled only by its own laws, and not subject to any higher one.

   (b) Organic independence.

3. A self-governing community (cf. a monarchy).

   As this definition suggests, autonomy includes self-government, self-control, independence, self-containment, and freedom from external control and constraint. As a result, there are different definitions of autonomy in software. One of these definitions that suits the autonomy of services comes from Erl. According to Erl [100], autonomy, in relation to software, is a quality that “represents the independence with which a program can carry out its logic”.

   For services, Erl defines autonomy at two levels; runtime and design-time. Runtime autonomy is the level of control a service has over its processing logic at the time of its invocation. The goal behind this autonomy is to increase runtime performance, reliability and behaviour predictability. Increases in all these aspects contribute towards reusability of services. Design-time autonomy is the level of freedom service providers possess to make changes to a service over its lifetime. This autonomy allows scalability.
Other sources [21, 76, 197] also define autonomy of services in a manner similar to Erl. For example, Bechara [21] claims that services need to be autonomous in the sense that their operation is independent from other co-operating services. According to Bechara, this kind of autonomy is needed to enforce reusability of services.

Services need to be platform-independent in order to provide high reusability. This, in turn, requires interoperability among services. Platform-independency in this context means that the service user must be able to use the functions provided by the service regardless of the platform upon which the user operates. This kind of platform-independent usage of a service requires platform-independent description of the service and platform-independent messaging among the service and its users.

The last part of the definition describes services in terms of SOA usage. In SOA, services must be described, published, discovered and orchestrated in order to perform their functions within the SOA environment. The communication between the service and its user also needs to use standard protocols in order to ensure interoperability.

The reason for having different definitions for services lies in the context in which services are used. For example, some researchers [70, 122, 190, 266] define services in the context of GRID Computing, and their definition focuses on the aspects of GRID technology. On the other hand, Jones [156] defines services in business terms and claims that defining a service from solely a technological point of view is insufficient. According to Jones, a service description must include other aspects that cannot be measured or defined purely by technology alone.

### 2.1.2 Characteristics of Service-Oriented Computing

The characteristics of SOC applications claim to deliver advantages over the traditional distributed applications. Such advantages include platform independence, autonomy and dynamic discovery and composition. There are two primary characteristics of SOC applications through which these advantages may arise [322]. These characteristics are:

1. In SOC, all the services must comply with the interface standards so that services are guaranteed to be platform-independent.
2. Service descriptions must enable the automation of integration process (search, discovery and dynamic composition).

In order to achieve effective SOC, integration of many technologies and concepts from different disciplines within software engineering is required. Of course, this integration brings numerous challenges as well as advantages. Some of these challenges require adaptation of the existing solutions to SOC and the others need new solutions.

2.1.3 **Service-Oriented Architecture (SOA)**

SOA is described as a strategy for building service-oriented applications. Its aim is to provide services that can be used by other services. In SOA, there are three main participants: a service provider, a service user and a service broker. These three participants perform the three fundamental SOA actions: publish, find and bind. Figure 2.1 illustrates this foundational SOA concept, its participants and the operations among participants.
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Figure 2.1: Service-Oriented Architecture

The service provider is the owner of the service and is responsible for solving service problems and service maintenance. The service provider is also the sole controller of service evolution. The host on which the service resides can also be accepted as the provider in terms of architecture. The service provider publishes a service by registering it to a service broker.
The service broker can be seen as a lookup mechanism for services. It is a registry in which services are published and with this, searches can be performed. It allows users to find services that match their requirements and provides information on how to access these services (details used for binding).

The service user is the most important component since it initiates the two major operations: find and bind. After finding a service that satisfies its needs, the service user invokes the service with the binding information from the broker. This binding information includes the location of the service, how to access the service and the functions that are provided by the service.

### 2.1.4 Web Services and Web Service Technologies

A web service (also referred to as service(s) hereafter) is defined as “a software system designed to support interoperable machine-to-machine interaction over a network” by W3C (World Wide Web Consortium) [350]. The aim of the Web services platform is to provide the required level of interoperability among different applications using pre-defined web standards. The Web services integration model is loosely coupled in order to enable the required flexibility in integration of heterogeneous systems.

There are different web service styles, such as Representational State Transfer (REST) and Simple Object Access Protocol (SOAP) web services. They can all be used in SOA but differ in the interfaces that they use. For example, a SOAP web service uses SOAP interface to carry messages and WSDL to describe the services, whereas REST interfaces are limited to HTML using common HTTP methods (GET, DELETE, POST and PUT) to describe, publish and consume resources. This section focuses on the SOAP web services due to their popularity both in industry and academia.

The idea of SOA is older than that of Web services, but the ‘great leap’ of SOA has been facilitated with the introduction of Web services. Web services are generally accepted as the core element of SOA, providing the necessary autonomy, platform-independence and dynamic discovery and composition. Through web services, pre-existing systems can exchange information without the need to know any technical
information about the exchange partner. Figure 2.2 describes the web service architecture and its core specifications that are used in performing each SOA operation. It also illustrates the way in which web services implement the general concept of SOA.

Figure 2.2: Web Service Architecture

In order to provide platform-independent messaging across a network, Web services architecture uses three core specifications:

1. **Simple Object Access Protocol (SOAP)**: SOAP is an XML-based protocol that allows data exchange over the Hypertext Transfer Protocol (HTTP). The W3C definition of SOAP is “a lightweight protocol intended for exchanging structured information in a decentralized, distributed environment” [297]. Since SOAP as a protocol combines platform independent XML and HTTP, SOAP messages can be exchanged between applications regardless of their platform or programming language. The SOAP protocol allows exchange of XML messages with structured information between a web service and its users.

2. **Web Service Description Language (WSDL)**: W3C defines WSDL as “an XML format for describing network services as a set of endpoints operating on messages containing either document-oriented or procedure-oriented information” [349]. A WSDL specification is a web service interface that provides users with all the information they need, such as message formats, operations provided by
the web service and location of the web service, to interact with the service in the pre-defined standards.

3. Universal Description Discovery and Integration (UDDI): UDDI is defined as “a set of services supporting the description and discovery of businesses, organizations, and other Web services providers, the web services they make available, and the technical interfaces which may be used to access those services” by OASIS (The Organization for the Advancement of Structured Information Standards) [329]. UDDI is an industry initiative that enables businesses to publish their services and enables potential customers to discover these services. UDDI registries can be either private or public. A web service is not required to be registered to any UDDI registry in order to be used.

There are also other Web services technologies that enable composition of multiple services, such as the Business Process Execution Language (BPEL) and Semantic Web Services (SWS), that work towards automated SOA integration.

BPEL is an executable language that defines and manages business processes that involve multiple web services [251]. BPEL is an XML-based flow language for composing multiple web services. Using BPEL, organisations can automate their business processes by orchestrating services within their network and the services from other businesses. The ability to use services from other organisations allows enterprises to build complex processes that include multiple organisations.

Unfortunately, traditional web services (WSDL services) provide only syntactic interfaces and current UDDI brokers support only index word-based searching of services with required attributes. Using traditional web services, automated discovery and invocation is almost impossible. In order to achieve automation, service descriptions must be machine readable. SWS have emerged aiming to solve the problems regarding automation. SWS are services with extended specifications that contain semantic information on input data and service behaviour. The aim of SWS is to provide a richer semantic specification for web services. At present there are several semantic web
service proposals that include initiatives and projects such as WSDL-S [344], OWL-S [242], WSMO [343], METEOR-S [218] and SWSA/SWSL [285].

### 2.2 Perspectives in Service-centric System Testing

As expected from a distributed environment, SOA has multiple parties involved. Canfora and Di Penta [48] have specified five parties in SOA (the standard three SOA parties are depicted in Figure 2.1). These parties are the developer, the provider, the integrator, the third-party certifier and the end-user.

**Developer**: The developer is the party who implements the service and has the sole responsibility for the service evolution. There might also be situations where more parties are involved in service evolution, but generally the developer is accepted as the sole party to have access to the source code. Thus, developer side testing is typically performed in a white-box manner. In SOA, the developer is the only party who can perform structural testing on services. Being able to perform structural testing, a developer can perform thorough functional testing with minimal cost.

**Provider**: The provider is the party who deals with QoS in the SOA. The provider ensures that the service operates within the conditions defined by the SLA. The provider can perform structural tests if he has access to the source code. In many cases, the provider might not have the access to the source code (e.g. due to being in a different organisation from the developer) so he can only perform functional tests. In any scenario for both structural and functional tests the cost of testing is minimal for the provider. The provider can also perform non-functional tests. The main disadvantage of the provider could be not having a test suite with realistic inputs.

**Integrator**: The integrator is the party who uses existing services in his composition or application. The integrator might not have access to the source code for all the services in the system. As a result, the integrator has to test the services to verify their behaviour with the possible inputs and scenarios of the composition (black-box testing). The integrator performs tests to observe both the functional and non-functional performance of the services involved and the service-centric system. The integrator can
perform very realistic non-functional tests as opposed to the provider and the developer. The advantages of SOA, such as automated service discovery and binding, bring testing challenges to the integrator. The integrators not having control over the evolution of the service can also add to this challenge. The cost of testing for the integrator can be high due to the number of invocations required to test his system.

Third-party Certifier: The third-party certifier is the party who provides testing services to the other parties. Such third-party testing increases trust in the service and can be more assuring to the integrator rather than testing performed by the provider or the developer. Even when considering any added testing fees involved, third-party testing might reduce the overall testing costs for the provider. Third-party certification might be an efficient solution in SOA to reduce the amount of testing performed on each service. However, third-party testing might not be as effective as integrator testing since third-party testing is performed with a possibly different composition to that of the integrator.

End-User: The end-user is the party who uses the service through an application or platform. The end-user is not directly involved in testing but the effects of testing can affect his user experience.

2.3 Test Case Generation Approaches

This section is divided into three groups based on the test data generation method used.

2.3.1 Specification-based Test Case Generation

Specification-based testing is the verification of the SUT against a reference document, such as a user interface description, a design specification, a requirements list or a user manual. Naturally, in specification-based testing, test cases are generated using the available system specifications.

In SOA, the first information the tester receives about a service is its specification. In this situation, specification-based testing becomes a natural choice. Test case generation for web services, as expected, is based on the web service specifications. For traditional web services, the provided WSDL specifications include abstract in-
formation on the available operations and their parameters. Information from WSDL specification allows generation of test cases for boundary-value analysis, equivalence class testing or random testing using the XML Schema datatype information.

Many proposed approaches [16, 20, 29, 130, 185, 201, 235, 295] for WSDL-based test case generation are based on the XML Schema information. Test cases for each service operation are generated based on different coverage criteria such as operation coverage, message coverage and operation flow coverage.

Input data for the test cases can also be generated using schema information. The datatype information, with various constraints for each input type, allows generation of test data for each simple type. In XML, complex datatypes can also be defined. Test data generation for complex datatypes simply requires decomposition of the complex type into simple types. Test data is generated for each of these simple types and the combined data is used as complex test data.

Li et al. [185] propose a test case generation method that combines information from WSDL specifications and user knowledge. They introduce a tool called WSTD-Gen that supports this method. The tool allows users to customize data types and select test generation rules for each datatype.

Chakrabarti and Kumar [65] propose an approach that aims to generate test cases for testing RESTful web services. The authors also introduce a prototype tool that supports this approach.

Proposed approaches [201, 235, 295] for WSDL-based test data generation tend to generate test cases for testing a single web service operation. Test cases that test a single operation might work for testing most web services. However, there are cases that might require test cases that run multiple methods. An example of this situation is an operation that requires the execution of another operation, such as login, as a precondition. Bai et al. [16] address this problem by using data dependencies among the provided operations. The mapping of dependencies is based on the input and output messages of different methods.

Test data generation using WSDL definitions is limited to input datatypes due to
the lack of behavioural information about the service. As a result, many researchers look for other alternative specifications that can provide additional behavioural information, such as contracts and semantic service specifications. For this, Semantic Web Service (SWS) specifications are often used, since they contain more information compared to WSDL. The use of semantic model OWL-S for test data generation is proposed [17, 77, 326, 338] not only because of the behavioural information it contains, but also because of the semantic information concerning the datatypes on which the service operates. This semantic information, in the form of ontology allows, ontology-based test data generation [338].

Ye et al. [369] introduce a static BPEL defect analysis system focusing on WSDL-related faults. The authors defined defect patterns related to WSDL elements (partnerLinkType, role, portType, operation, message and property) that help reveal defects related to these elements.

One of the main problems in ScST and testing online systems is the type of test data required [42]. Bozkurt and Harman [42] categorise the test data required by online systems as ‘Realistic Test Data’ (RTD) and define it as *data that is both structurally and semantically valid*. The authors discuss the importance of using RTD in ScST and claim that most of the existing approaches fail to generate RTD or fail to automate the test data generation process.

One of the earliest approaches that aims to address this issue was proposed by Conroy et al [74]. Their approach generates test data using applications with Graphical User Interfaces (GUI). This approach harnesses user input data from GUI elements and uses the harnessed data to generate test cases for ScS.

An automated solution is proposed by Bozkurt and Harman [41, 42]. The proposed approach is capable of generating RTD while providing a high level of automation. The authors also present a framework that supports the approach called ATAM service-oriented test data generator. The approach exploits existing web services as sources of realistic test data and automatically forms service compositions that are likely to provide the required test data as output. The framework uses data ontolo-
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The proposed approach is also capable of generating test data based on user-specified constraints. Bozkurt and Harman [43] also proposed the use of multi-objective optimisation and QoS parameters within their approach in order to reduce the cost of test data generation and testing, as well as increasing the reliability of the testing process.

2.3.2 Contract-based Test Case Generation Approaches

Design by Contract (DbC) [219] is a software development approach, where contracts define the conditions (pre-conditions) for a component to be accessed. Contracts also include conditions (post-conditions) that need to be held after the execution of methods of that component with the specified pre-conditions. Using contracts, some unexpected behaviour of the SUT can be detected and the information from contracts can also be used to enhance the testing process itself. Software testing using contracts has been applied to traditional software by many researchers [153, 184, 187, 228].

Since traditional web services only provide interface information, researchers have proposed contracts for several aspects of SOA, such as service selection, service composition and service verification. These contracts carry information on different aspects of SOA, such as behaviour of services and QoS. This extra information on the behaviour of a service, such as pre and post-conditions of operations, increases the testability of services.

Heckel and Lochmann [136] propose the use of the DbC approach for Web services and discuss the reasons for contracts being implemented at different levels, such as implementation-level, XML-level and model-level. The contracts defined at model-level are derived from model-level specifications and the reason for this is to minimize the effort required to generate contracts. The created contracts are later used in unit testing of services to check if the service conforms to its specifications. Using contracts, the proposed testing approach enables automated creation of test cases and test oracles.

Atkinson et al. [14, 15] propose a technique called test sheets in order to generate...
unit test cases and test oracles. Test sheets contain contract information which identifies
the relation between the operations of a service. The included relations define the
effects of each operation from the client's perspective in order to help validation.

WSDL extensions proposed to allow WSDL files to accommodate contract infor-
mation such as pre- and post-conditions. For example, Tsai et al. [324] discuss the rea-
sons for an extension to WSDL in order to perform black-box testing, and propose an
extended WSDL that carries additional information such as input-output dependency,
invocation sequence, hierarchical functional description and sequence specifications.
Similarly, Mei and Zhang [212] propose an extended WSDL that includes contract in-
formation for the service and also a framework that uses this extended WSDL to test
services. Heckel and Lochmann’s [136] XML-level contracts also require an extension
to WSDL.

Noikajana and Suwannasart [232] propose the use of a Pair-Wise Testing (PWT)
technique to facilitate contract-based test case generation. In the proposed approach,
pre- and post-conditions are included in Web Service Semantics (WSDL-S) specifica-
tions using the Object Constraint Language (OCL).

Askarunisa et al. [11] propose the use of PWT and Orthogonal Array Testing
(OAT) in test case generation for semantic services. The authors also compare these two
approaches in order to determine which approach performs better in different testing
scenarios. The authors use the same contract specifications (OCL and WSDL-S) as
Noikajana and Suwannasart.

Liu et al. [193] also propose the use of OCL-based constraint systems. The con-
straints are included in the SAWDSL semantic service annotations. The proposed ap-
proach generates test cases by performing boundary analysis and class division.

Mani et al. [205] propose the inclusion of contract information in service stubs.
These semantically extended stubs carry contract-like information such as pre- and
post-conditions.

Dai et al. [77] propose contracts that can be contained in OWL-S process models.
Proposed contracts carry information such as pre- and post-conditions between a ser-
vice user and a service. Dai et al. also present a framework that is capable of generating test cases and oracles, monitoring test execution and verifying the SUT. Bai et al. [17] propose a testing ontology model that describes test relations, concepts and semantics, which can serve as a contract among test participants.

Saleh et al. [278] propose contracts for data-centric services. The proposed contracts consist of logical assertions and expose data-related business rules. The approach combines DbC and formal methods to prove the correctness of service compositions.

2.3.3 Partition Testing Approaches

Partition testing is a testing technique that aims to find subsets of the test cases that can adequately test a system. The aim of partition testing is to divide the input domain of the SUT into subdomains, so that selecting or generating a number of test cases from each subdomain will be sufficient for testing the entire domain. In essence, partition testing is much like mutation testing, or sometimes mutation testing is considered a partition testing technique [353]. In mutation testing, faults are introduced into every subdomain that is known to function correctly, in order to measure the effectiveness of the test suite. By introducing a fault into a subdomain, it is possible to identify the test cases belong to that subdomain during test executions.

Heckel and Mariani [137] claim that $\Delta$-Grammars are more suitable for testing web services than UML diagrams, due to their ability to describe the evolution of services. Heckel and Mariani suggest a partition-testing approach based on WSDL definitions and $\Delta$-Grammars. Similarly, Park et al. [253] also apply this approach to service selection.

The application of partition testing to web services is proposed at two different levels. Bertolino et al. [29] propose the use of the category-partition method [353] with XML Schemas in order to perform XML-based partition testing. This approach automates the generation of test data using XML Schemas. Bertolino et al. introduce a tool that supports this approach called TAXI. Another approach is proposed by Bai et al. [17] for OWL-S semantic services. Bai et al. introduce a test ontology model
that specifies the test concepts and serves as a test contract. The data partitions used by this approach are created using the ontology information. Sun et al. [305] propose an approach that combines random testing and partition testing. The authors introduce a framework that automates the generation of partitions and test cases for each partition.

2.3.4 Experimental Results

This section also follows the classification from the previous section.

2.3.4.1 Experimental Results of Specification-based Approaches

Bartolini et al. [20] ran their experiment on a real service called PICO and performed mutation analysis to observe the effectiveness of their approach. WS-TAXI achieved 72.55% mutation score, managing to kill 63% more mutants than a manually generated test suite using an enterprise testing software.

Ma et al.’s [201] constraint-based test data generation approach is validated using three versions of a synthetic web service. In this context, synthetic web service means a web service implemented to test the testing approach. During the experiments, 4,096 different test data is generated for a complex datatype and revealed two bugs in two different services.

Bai et al. [16] experimented on 356 real web services with 2050 operations in total. For the 2,050 operations, they generated 8,200 test cases to cover all operations and valid messages. Test cases were generated to perform two analyses (constraint and boundary analysis) on datatypes and operation dependency analysis. According to results, 7,500 of the generated test cases were exercised successfully on 1,800 operations. The authors’ explanation for the unsuccessful test cases are the mistakes in WSDL documents.

Conroy et al. [74] experimented on the web services of two real applications: Accenture People Directory and University Data. The authors compared the effort it takes to write a parser that extracts information from data files to their approach. According to the authors, it took two hours to write a parser and ten minutes for their approach to generate test cases.
Bozkurt and Harman [42] experimented on 17 existing commercial web services in two different case studies. Testing is performed on 4 of these services while the rest are used in the test data generation process. The authors compared their approach against random test data generation (state of the art automated test data generation method for ScST). In generating structurally valid test data, the random test data generation method achieved an 8% success rate in case study 1, a 24% success rate in case study 2, whereas the proposed approach achieved 94% and 100% success rates in the same case studies. In generating semantically valid data, random testing achieved 0% and 34% success rates, whereas the proposed approach achieved 99% and 100% success rates. The authors also evaluated the approach’s ability to generate test data based on tester constraints and the approach achieved 100% success rate for all of the given constraints in both of the case studies.

2.3.4.2 Experimental Results of Contract-based Approaches

Mei and Zhang [212] experimented on two synthetic web services: triType and mMiddle. The test suite created by this approach achieved 95% mutation score and 81.5% to 96% reduction in test cases while maintaining the test coverage.

Askarunisa et al. [11] experimented on 2 real and 2 synthetic web services. In their experiments, PWT managed to reveal 18 faults, whereas OAT only revealed 13 faults. In terms of test case reduction performance, PWT and OAT were compared to random test data generation. Both PWT and OAT have shown significant ability to reduce the number of required test cases (up to 99.76% reduction using PWT and 99.84% reduction using OAT).

Mani et al. [205] experimented on a set of services from an IBM project and their approach achieved 37% reduction in test suite size.

Noikajana and Suwannasart [232] experimented on two example web services: RectangleType and IncreaseDate. The authors compared the effectiveness of their test cases generation approach against test cases generated using a decision table by performing mutation testing. The test suite generated by this approach achieved 63%
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(RectangleType) and 100% (IncreaseDate) mutation score, whereas test suite from decision table achieved 85% and 56% mutation score. This approach also outperformed the decision-table based approach in multiple condition coverage (achieved 100% coverage).

2.3.4.3 Experimental Results of Partition Testing Approaches

According to Bai et al.’s experiments, using partitioning, a 76% reduction is achieved; reducing 1,413 randomly generated tests for 17 partitions to 344. Comparing Bai et al.’s partition technique against random generation also shows the effectiveness of this approach. In order to cover the 1,550 lines of code used in experiments, 60 randomly generated test cases are needed, but the 20 test cases that were selected using partitioning achieved the same coverage.

2.3.5 Discussion

The effort for specification based test case generation for WST is divided into two categories, generating valid test data with the aim of revealing faults and invalid test data with the aim of measuring the robustness of services. The approaches aiming to test the robustness services are discussed in detail in Section 2.5.

Specification based test data generation approaches focus on generating test data to perform boundary analysis or constraint-based tests. These test can be very valuable and useful to all the SOA stakeholders. Most of the publications highlight the fact that they generate high numbers of test cases with minimal effort, thereby supporting the claim that they help reduce the manual labour of generating test cases.

A possible disadvantage of the test case generation approaches described above is the type of test data they are able to generate. Almost all the approaches use XML datatype constraints and other constraints provided by either the tester or the provider and generate test cases using them. However, none of them aim to generate realistic test data except Conroy et al. [74] and Bozkurt and Harman [42].

Unfortunately, running a large number of test cases might be a problem in WST due to the cost of invoking services or access limitations. For example, to the stake-
holders for whom testing cost is minimal, such as the developer and the provider, these approaches can be very useful. However, for the integrator and the certifier, running all the test cases generated by these approaches can be very expensive. This signifies the importance of test case selection/reduction techniques in WST.

The results from the experiments indicate that partition testing can help with selection. Selection approaches can be very effective when combined with an automated data generation method, such as approaches from Section 2.3.1. Partition testing can be very useful to the integrator and the certifier for whom testing cost is high.

Contract-based WST can achieve better and more efficient testing than WSDL-based testing due to increased testability. One of the most important benefits of contracts, as was highlighted by the work in this section, is that they help with test case selection/reduction by enabling the application of test case generation techniques, such as PWT and OAT. The experimental results provide evidence to the effectiveness of test case reduction using contracts. On the other hand, for the developer and the provider, contracts increase the cost of service creation. Regardless of the benefits that contracts provide, the cost of creating them makes DbC less widely practised. A similar problem is also faced by SWS where creating semantic specifications is laborious.

Currently, there is no DbC standard for SOA. Some of the approaches in this section [77, 136, 212, 324] propose extensions to standards like WSDL and OWL-S in order to solve this problem. Many existing SWS proposals already include contract like information, such as pre- and post-conditions and their effects on execution. However, further additions to SWS may be required in order to improve testability.

2.4 Unit Testing of Service-centric Systems

Unit testing can be considered the most basic and natural testing technique applicable to any system. In unit testing, individual units of a system that can be independently executed are regarded to be units. In terms of web services, the operations provided by a service can be considered to be units to be tested. A service composition or choreography may also considered as a service unit.
Service-Centric Unit Testing (SCUT) is generally performed by sending and receiving SOAP or HTTP messages. The tester generates the SOAP/HTTP messages for the operation/application under test using the information from the WSDL file. In this way, unit testing can be used to verify both the correctness of the WSDL and the correct functioning of the SUT.

There are industrial tools that provide some level of automation to SCUT, such as Parasoft SOAtest [299], SOAP Sonar [296], HP service Test [140] and the Oracle Application Testing Suite [238]. Even though these tools help to reduce the manual labour required for test case generation and reporting, they do not fully automate the testing process. In using all these tools, test cases are generated by the tester and the tool generates the SOAP/HTTP requests for each test case. In some of these tools, even verification of test results have to be performed manually such as in SOAtest. Automated SCUT remains at a similarly immature and consequently labour intensive state as more general test automation.

### 2.4.1 Perspectives in Unit Testing

SCUT can be performed in a white-box manner as well as a black-box manner depending on the access to the service implementation. In SOA, the developer is the only stakeholder who can perform structural tests. Unit testing at the service level using specifications (including contracts) is commonly performed by stakeholders other than the developer.

Unit testing of stateless web services might be performed differently than stateful services. While testing stateless services, each operation of a service can be accepted as a unit. As a result, the integrator or the certifier tests the necessary operations separately for these services. However, for stateful services, operations can be tested together and, for some tests, it has to be so-tested to capture and test stateful behaviour. For such services, the developer has the ability to manipulate the service state during testing.

Unit testing of service compositions can be performed in two different ways: real-world testing and simulation. Real-world testing of service compositions can be per-
formed by the integrator using existing web services. The integrator may also perform simulations by using stub or mock services to test the business process.

### 2.4.2 Unit Testing Approaches

The need for tools that can automate unit testing has been addressed by the research community. For example, Sneed and Huang [295] introduce a tool called WSDLTest for automated unit testing. WSDLTest is capable of generating random requests from WSDL schemata. WSDLTest is also capable of verifying the results of test cases. This capability is achieved by inserting pre-conditions and assertions in test scripts that are manually generated by the tester. The provided verification method requires the tester to be familiar with the SUT in order to generate the necessary assertions.

Lenz et al. [176] propose a model-driven testing framework that can perform unit tests. In this approach, JUnit tests are generated using requirement specifications and platform-independent test specifications, based on the UML 2 Testing Platform. Both of these required specifications are provided by the service provider.

Zhang et al. [386] present a framework based on Haskell modules that is capable of generating and executing test cases from WSDL specifications. The HUnit component organises the test plans and provides unit test execution.

One of the main problems of software testing is the oracle problem [290, 320]. After the generation of test cases, in order to complete the verification process, often a test oracle is needed. An oracle is a mechanism that is used for determining the expected output associated with each test input. In ScST, the tester often does not have any reliable test oracles available to support testing. The lack of a test oracle is one of the challenges of automated ScST.

Test oracle generation is addressed by Chan et al. [66]. Chan et al. propose a metamorphic testing framework that is capable of performing unit testing. Metamorphic testing [72] can potentially solve the test oracle problem by using metamorphic relations. These relations are defined by the tester for each test suit. Chan et al. also propose the use of metamorphic services that encapsulates a service and imitates its
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functionality. Verification for the SUT is provided by the encapsulating metamorphic service that verifies the input and output messages against the metamorphic relations. Chen et al.'s framework enables web service users to determine the expected results, but requires the use of relations which can be costly for the provider. Sun et al. [306] also introduced another automated framework for metamorphic testing of services.

Similarly, Heckel and Lochmann [136] propose the generation of test oracles using pre-generated contracts. The contracts, created using the DbC approach, are supplied by the provider and carry information such as pre- and post-conditions.

Atkinson et al. [15] propose the use of a technique called test sheets in order to generate unit test cases and test oracles. The test sheets approach uses tables that define test cases similar to the Framework for Integrated Test (FIT) [108], a framework for writing acceptance tests. Two types of test sheets are used in this approach: an input test sheet that contains specifications defining a set of test cases and a result test sheet that contains outputs from SUT for the test cases in the test sheets. Atkinson et al. also include contract information that identifies the relation between the operations of a service, defining their effects from the clients’ perspective in order to help validation.

An automated solution to the oracle problem is proposed by Tsai et al. [319]. Tsai et al. propose the adaptation of blood group testing to web services and call this technique Adaptive Service Testing and Ranking with Automated oracle generation and test case Ranking (ASTRAR) [317, 321]. ASTRAR is similar to n-version testing, where multiple web services that have the same business logic, internal states and input data are tested together with the same test suite. Even though the main goal of group testing is to test multiple web services at one time (to reduce the cost of testing and increase the efficiency), it also helps in solving the reliable test oracle problem within its testing process. Tsai et al. [328] also proposed an extension to group testing that allow services to be tested in parallel. The proposed approach uses cloud and a service-level MapReduce technique.

Yue et al. [380, 381] propose a message-based debugging model for web services. The authors present an operational model and a context inspection method for message-
based debugging. The proposed approach is able to trace service behaviours, dump debugging information, and manage states and behavioural breakpoints of debugged services.

Zhu et al. [398] introduce a testing framework called SCENETester focusing on fault localisation for service compositions. The authors propose an execution flow model for compositions that helps identifying the source of the fault. The framework automates service validation using a virtual runtime environment and performs concurrent testing using distributed nodes.

Unit testing of web service compositions using BPEL has also been addressed in the literature. According to Mayer and Lübbe [208], BPEL unit testing is performed in two ways: simulated testing and real-world testing. In simulated testing, as opposed to real-world testing, BPEL processes are run on an engine and contacted through a test API. This mechanism replaces regular deployment and invocation. In BPEL testing, web service stubs or mocks can be used instead of the web services that participate in the process. Mayer and Lübbe [208] propose a framework that is capable of performing real-world unit testing. This framework can replace participating web services with service mocks. The framework also provides a mechanism for asynchronous messaging by providing an implementation of WS-Addressing [345]. Li et al. [186] adopt a different approach for unit testing in which BPEL processes are represented as a composition model. Similar to Mayer and Lübbe’s framework, Li et al.’s framework uses stub processes to simulate the parts that are under development or inaccessible during the testing process.

Mani et al. [205] propose the idea of semantic stubs. Semantic stubs carry additional information such as pre- and post-conditions. Semantic stubs enable input message verification, expected output generation and exception message generation for the simulated services. The authors also present a framework that automatically generates stubs from semantically annotated WSDL descriptions.

Palomo-Duarte et al. [247] introduce a tool that dynamically generates invariants for BPEL processes. The proposed invariants reflect the internal logic of BPEL pro-
cesses and are generated from the execution of tester provided test cases. Takuan assists in discovering bugs and missing test cases in a test suite.

Ilieva et al. [146, 145] introduce a tool for end-to-end testing of BPEL processes called TASSA. The TASSA framework is built according to SOA principles and is a platform-independent and composable system. The tool provides simulated testing and offers an injection tool, a data dependency analysis tool, a test case generation tool and a value generation tool. Reza and Van Gilst [270] introduce a framework that is aimed at simulating RESTful web services. Li et al. [182] introduce a toolkit called SOArMetrics for evaluating SOA middleware performance and application testing. Chandramohan et al. [67] introduce a tool that simulates distributes web server environments called Distributed Web Service Evaluator (DWSE). DWSE helps evaluating service behaviour in distributed server environments with the help of the included test kit. Hallé [127, 128] propose an approach to simulate SOAP services using temporal logic specifications. The author introduce an extended linear temporal logic called LTL-FO\(^+\) which is used in describing input/output parameters, messages and ordering constraints between messages. The approach generates an on-the-fly service response of the simulated service using previous interactions and a custom symbolic satisfiability algorithm.

### 2.4.3 Experimental Results

Sneed and Huang [295] experimented on an eGovernment project with nine web services. They generated 22 requests per service and 19 out of 47 verified responses contained errors. They revealed 450 total errors in the whole project, of which 25 of them were caused by the services.

Tsai et al. [317] experimented on 60 different versions of a synthetic real-time web service. The approach achieved a 98% probability of establishing a correct oracle and a 75% probability in ranking the test cases correctly according to their potency. The authors claim that the high scores in these parameters should lead to a better service ranking by detecting faulty services faster within the process.
Mani et al. [205] experimented on a set of services from an IBM project. The authors evaluated two different abilities of their approach: test suite reduction and execution efficiency. The approach achieved a 37% reduction in test cases while maintaining the effectiveness. The results also provide evidence to support the authors’ claim that semantic stubs provide faster executions compared to remote services.

### 2.4.4 Discussion

Unit testing is one of the most important testing techniques that every system must undergo. The main challenge faced in SCUT is the high cost of testing due to manual test case generation and test execution. This cost can be minimized by automating the testing process. Most of the testing approaches explained in this section provide automated test data generation and test execution, though they lack automated test oracle generation.

Tsai et al. [319], Chen et al. [394] and Heckel and Lochmann [136] address the oracle problem. Tsai et al.’s approach provides fully automated test oracle generation without the need of any extra information from the provider. However, the approach needs to discover services with similar business logic and it must meet any costs associated with the use of other services.

At the composition level, increased cost of testing due to invoked services can be reduced by introducing service stubs. Approaches such as Mayer and Lübke [208], Mani et al. [205], Van Gilst [270], Ilieva et al. [146] and Li et al. [186] address this issue by providing functionality for generating and using stubs. Using stubs also help in reducing the cost of invoking services that perform business transactions. Unfortunately, using stubs does not overcome the need to test with real services (run-time testing). As a result, this problem still remains as an open problem and needs more effective solutions.

### 2.5 Fault-Based Testing of Service-centric Systems

According to Morell [223], fault-based testing aims to prove that the SUT does not contain any prescribed faults. The difference between fault-based test cases and regular
test cases is that the fault-based test cases seek to prove the non-existence of known faults rather than trying to find unknown faults that do exist.

In SOA, fault-based testing is extremely important for the stakeholders who have to test services for their robustness. The provider and the certifier must test services using fault-based approaches during reliability measurement. Fault-based testing can also help the integrator to observe how service composition and individual services behave in unexpected conditions.

Hanna and Munro [130] classified test data generation for different testing techniques and also surveyed fault-based testing research in the web services domain. These testing techniques are:

1. **Interface propagation analysis** that is performed by randomly perturbing the input to a software component.

2. **Boundary value based robustness testing** where test data is chosen around the boundaries of the input parameter.

3. **Syntax testing** with invalid input where the rules of the specification of the input parameter are violated.

4. **Equivalence partitioning with invalid partition class** where the input space or domain is partitioned into a finite number of equivalent classes with invalid data

In the present section, the research undertaken in fault-based ScST is categorized according to the level that faults are generated. Fault-based testing of ScS can be grouped into three different categories according to the level that faults are applied to: XML/SOAP message perturbations, network level fault injection and mutation of web service specifications.

### 2.5.1 Perspectives in Fault-Based Testing

Fault-based testing can be useful to all the stakeholders of SOA, but each stakeholder performs it in a different manner according to their level of observability and control. For example, fault-based testing using SOAP and XML perturbation, where messages
among services are captured, can only be performed by the integrator. On the other hand, the other approaches where faulty messages are generated from service specifications can be performed by the remaining stakeholders in SOA. In mutation testing, the developer has also the advantage of being able to perform standard mutation analysis by introducing faults into the workflow. The integrator has a similar advantage when performing mutation testing on compositions. However, the provider and the certifier can only perform specification mutation on service specifications.

One important problem in fault-based testing is its cost. Performing fault-based testing can be costly, especially at the integrator and the certifier side. For example, approaches using mutation testing can increase the cost greatly since they require generation of many mutants and running each mutant with many test cases to kill it.

2.5.2 Fault-Based Testing Approaches

The approaches in this section are divided into three categories based on the abstraction level at which faults are injected.

2.5.2.1 XML/SOAP perturbation

XML/SOAP perturbations are performed by using faulty SOAP messages. Faulty messages are generated from the captured messages (between services or a user) by injecting faults before sending them or simply by sending a faulty SOAP message to the web service. After perturbations, the web service’s behaviour with the faulty message is observed for verification.

One of the earliest examples of SOAP perturbation is proposed by Offutt and Xu [235]. Offutt and Xu propose three different types of perturbations:

1. **Data Value Perturbation** (DVP) that is performed by modifying the values in a SOAP message.

2. **Remote Procedure Calls Communication Perturbations** (RCP) that is performed by modifying the arguments of the remote procedures. Offutt and Xu propose the application of mutation analysis to syntactic objects and data perturbation to SQL code. SQL code perturbation also facilitates SQL injection testing.
3. **Data Communication Perturbations** (DCP) that is used for testing messages that include database relationships and constraints

Xu et al. [364] propose an approach where perturbation is applied to XML Schemas in order to generate test cases. Xu et al. define XML Schema perturbation operators for creating invalid XML messages by inserting or deleting data fields. Almedia and Vergilio [79] also adopt the same approach and propose a tool called SMAT-WS that automates the testing process. Almedia and Vergilio also introduce some new perturbation operators for XML perturbation. Hanna and Munro [130] test the robustness of services by violating the input parameter specifications from WSDL files. Hanna and Munro’s approach can test both the web service itself and the platform the service resides in. Zhang and Zhang [384] propose boundary value fault-injection testing in order to help select reliable web services. Similarly, Vieira et al. [332] propose a framework that applies fault-injection to the captured SOAP messages. Martin et al. [207] propose a framework called WebSob that tests web services for robustness. WebSob tests web service methods with extreme or special parameters. Li et al. [181] propose an approach that combines SOAP data perturbation and Combinatorial Test Data Generation (CTDG). The authors claim that the addition of CTDG to data perturbation increases the effectiveness of the testing which leads to a higher fault detection rate compared to data perturbation only method.

Salva and Rabhi [280] propose an approach aimed at testing the robustness of stateful web services. The authors performed an analysis on SOAP service observability in order to distinguish between the types of perturbations that generate SOAP faults at the SOAP processor level and at the service level. The approach uses the only two perturbation methods that are handled at the service level: SOAP value perturbations and operation name perturbations. According to the authors, the other proposed perturbation methods on parameter types such as deleting, adding and inverting are handled at the SOAP processor level thus it does not test the web service itself.

Tsai et al. address the problems of test data ranking and fault-based testing within a single approach. Tsai et al. [326] propose an approach based on boolean expression
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analysis that can generate both true and false test cases. The proposed approach is supported by a framework that can rank test cases according to the test cases’ likelihood to reveal errors.

Wang et al. [339] propose a fault-injection method for BPEL processes using service stubs. The proposed stubs can generate business semantics-oriented faults by mimicking unexpected behaviours of real services. The stubs are generated automatically from WSDL definitions, but the code that causes the faults needs to be implemented and inserted manually.

Shafin et al. [287] proposed a fault-based testing method for OWL-S semantic services. The proposed approach generate abstract test cases from OWL-S specifications. The authors propose an extended OWL-S model which contains extra constraints in the form of SWRL expressions. These constraints are used in generating test data. These test cases then mutated using the eight mutation operators introduced by the authors.

2.5.2.2 Network Level Fault Injection

Network Level Fault Injection (NLFI) is a fault-injection approach in which faults are injected by corrupting, dropping and reordering the network packages. Looker et al. [196] propose the use of this technique along with a framework called the Web Service Fault Injection Tool (WS-FIT). At the network level, latency injection can be performed along with SOAP perturbation. WS-FIT can perform both SOAP perturbations and latency injections. Looker et al. also propose another fault-injection approach that simulates a faulty service. Faulty service injection is performed by replacing the values in SOAP messages with incorrect values that are within the specified range of the parameter. Looker et al. [195] also propose an extended fault model ontology that is used for generating faults and a failure modes ontology identifies the type of faults (seeded or natural fault).

Farj et al. [104] introduce a framework called Network Fault Injector Service (NetFIS). NetFIS is capable of generating both network fault injection and SOAP message perturbation.
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Juszczyk and Dustdar [158, 159] introduce a SOA testbed based on the Genesis2 framework for testing ScS. The testbed is capable of simulating QoS of the participating web services and also generating issues such as packet loss and delay and service availability. The authors [157] also propose the use of aspect oriented programming to automate generation of replicas of services and redirect service invocations at runtime. The proposed extension is only applicable to Java-based systems.

2.5.2.3 Mutation of Web Service Specifications

One of the first examples of Web Service Mutation Testing (WSMT) was applied to WSDL specifications. Siblini and Mansour [291] propose the use of WSDL mutation for detecting interface errors in web services.

Mei and Zhang [212] define mutation operators for contracts. The contracts in this approach are included in the extended WSDL specifications that are proposed by the authors.

The next step in WSMT was to take the mutation into the SWS. The amount of information provided by OWL-S allows for the application of mutation operators at different levels compared to WSDL mutation. For example, Lee et al. [174] propose an ontology-based mutation to measure semantic test adequacy for composite web services and for semantic fault detection.

Similarly, Wang and Huang [336, 337] propose another ontology-based mutation testing approach that uses OWL-S requirement model. Wang and Huang suggest a modified version of the requirement model enforced with Semantic Web Rule Language (SWRL) [309] in order to help with mutant generation. The proposed approach uses the enforced constraints in this model to generate mutants using Aspect Oriented Programming approach.

Apilli [7] and Watkins [340] propose the use of combinatorial testing approaches for fault-based testing of web services. The proposed approaches focus on known faults in order to avoid possible combinatorial explosion. The reduction in combinations is achieved by restricting input conditions.
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The fault-injection approach of Fu et al. [112] differs from other work at the level that the faults are injected. Fu et al. propose a fault-injection framework that is capable of performing white-box coverage testing of error codes in Java web services using compiler-directed fault injection. The fault injection is performed with the guidance of the compiler around try and catch blocks during runtime.

As for all the testing methodologies, automation is important for fault-based testing. Several tools for fault-based ScST are also introduced. Laranjeiro et al. [169, 171] present a public web service robustness assessment tool called wsrbench [359]. Wsrbench provides an interface for sending SOAP messages with invalid web service call parameters. Wsrbench is also capable of providing the tester with detailed test results for a web service. Laranjeiro et al. [170] also propose the use of text classification algorithms to automate the classification of the robustness test results. Carrozza et al. [56] claim that the existing robustness testing tools do not consider the testing needs of complex systems. The authors introduce a robustness tool called WSRTesting tool which aimed at applying robustness testing to complex systems.

Bessayah et al. [31] present a fault injection tool for SOAP services called WSInject. WSInject is capable of testing both atomic services and service compositions and combining several faults into a single injection.

Domínguez-Jiménez et al. [86] introduce an automated mutant generator for BPEL processes called GAmera. GAmera uses a genetic algorithm to minimise the number of mutants without losing relevant information. GAmera is also able to detect potentially equivalent mutants. Boonyakulsrirung and Suwannasart [40] also introduced another framework aimed at generating weak mutants of BPEL processes. The proposed approach includes four different weak mutation operators for BPEL expressions, statements and blocks (blocks have two different type based on the number of expected iterations).

Oliveira et al. [237] claim that correctness of manual classification of robustness test results relies on expert knowledge and it might increase the total testing time. In order to address these issues, the authors propose an approach that automatically classifies
the results of robustness tests. The approach aims to identify test cases that produced unexpected results. The approach classifies the responses into two categories: correct or crash. The classification is automated using rule-based classification and machine learning algorithms.

2.5.3 Experimental Results and Discussion

Fault-based ScST at the service level can be very effective when the tester wants to check for common errors such as interface errors, semantic errors and errors that can be caused by the Web services platform. Similar to the boundary and constraint-based analyses, the results from the experiments show that fault-based testing can reveal more faults than positive test cases.

The results of SOAP perturbations prove the effectiveness of this approach in the rate of faults revealed during experiments. For example, during Offutt and Xu.’s experiments, 18 faults are inserted into the Mars Robot Communication System (MRCS) and 100 DVP, 15 RCP and 27 DCP tests are generated. The generated tests achieved 78% fault detection rate in seeded faults (14 out of 18) and also revealed two natural faults. Xu et al. also experimented on MRCS and additionally on the supply chain management application from WS-I, achieving 33% fault detection. Almedia and Vergilio ran their experiments on a system consisting of 9 web services and revealed 49 faults, of which 18 of them were seeded by SMAT-WS. Vieira et al. experimented on 21 public web services and observed a large number of failures. However, 7 of these services showed no robustness problems. Vieira et al. also highlight that a significant number of the revealed errors are related to database accesses. Tsai et al. experimented on 60 BBS web services with 32 test cases and in these experiments negative test cases revealed more faults than positive test cases. Salva and Rabhi [280] experimented on the Amazon E-Commerce service. 30% of the test cases generated using their approach caused unexpected results.

Looker et al. [196] experimented on a simulated stock market trading system that contains three web services. Baseline tests showed that latency injection caused
the system to produce unexpected results 63% of the time. Faulty service injection results showed that the users do not encounter faults by the application of this injection method.

Domínguez-Jiménez et al. [86] experimented on the loan approval example. The authors tested GAmera with different configurations and mutant sizes ranging from 50% to 90% of the possible 22 mutants in order to discover the optimal subset of mutants. GAmera was able to reduce the size of the mutants for all subsets without losing relevant information. However, each mutant population included 2 equivalent mutants. In each population, between 2 and 3 of the generated mutants were not killed by the test suite.

Bessayah et al. [31] experimented on the Travel Reservation Service (TRS is an example BPEL process) composed of three web services. During the experiments, WSInject was able to reveal several interface errors by applying SOAP perturbation (invalid data) and two communication faults by applying network level fault injection (SOAP message delay).

Laranjero et al. [170] experimented on 250 existing web services to evaluate their automated robustness test result classification method. The authors suggested the use of five text classification algorithms: Hyperpipes, Ibk, large linear classification, Naive Bayes and SVM. The algorithms successfully classified 96.63%, 98.89%, 98.75%, 90.31% and 96.55% of the detected robustness problems respectively.

According to the results of the proposed approaches, mutation testing is effective for measuring test case adequacy in web services. Mei and Zhang’s [212] WSDL mutation achieved 95%, Wang and Huang’s [336] OWL-S mutation achieved 98.7% and Lee et al.’s [174] OWL-S mutation achieved 99.4% mutation score. Results also proved the effectiveness of mutation testing in test case selection. Mei and Zheng’s approach achieved 96% and 81.5% reduction in test cases while maintaining the test coverage. Approach of Lee et al. also helped with equivalent mutant detection by detecting 25 equal mutants out of 686 generated mutants.

Since the aim of fault-based testing is to observe the behaviour of a system with
faulty data, using fault-based testing error handling code can also be tested and verified. The information on the behaviour of a service under unexpected situation is valuable to the integrator to implement a robust service composition.

Fu et al.’s experimented on four Java web services: the FTPD ftp server, the JNFS server application, the Haboob web server and the Muffin proxy server. The approach achieved over 80% coverage on fault handling code during experiments. Fu et al.’s approach can only be applied to Java web services and performed by the developer. This approach does not guarantee the execution of the error recovery code in the case of an error, neither the correctness of the recovery action.

2.6 Model-Based Testing and Verification of Service-centric Systems

Model-Based Testing (MBT) is a testing technique where test cases are generated using a model that describes the behaviour of the SUT. Advantages of model-based testing, such as automating the test case generation process and the ability to analyse the quality of product statically, makes it a popular testing technique. The formal and precise nature of modelling also allows activities such as program proof, precondition analysis, model checking, and other forms of formal verification that increase the level of confidence in software [93].

Formal verification of web service compositions is popular due to formal verification methods’ ability to investigate behavioural properties. The earliest work on formal verification of web service compositions dates back to 2002. The existing work that has been undertaken in formal verification of web service compositions is compared by Yang et al. [368]. Morimoto [224] surveyed the work undertaken in formal verification of BPEL processes and categorized proposed approaches according to the formal model used. This chapter categorizes the work undertaken after 2004 until 2009 in MBT (including formal verification) of ScS according to the testing technique used.
2.6. Perspectives in Model-Based Testing

Perspectives in MBT of ScS are categorised based on the source from which test models are created. The first category includes the MBT approaches where models are created from service specifications, such as OWL-S or WSDL-S. In the second category, models are created from service composition languages, such as BPEL. Thus the approaches in the second category can only be performed by the integrator.

2.6.2 Model-Based Testing approaches

This section is divided into four groups based on the MBT method used.

2.6.2.1 Model-Based Test Case Generation

The application of MBT methods to ScS has been widely proposed and the application of different MBT and verification methods, such as symbolic execution, model checking are also proposed. Many of these proposed approaches are capable of generating test cases.

The use of Graph Search Algorithm(s) (GSA) and Path Analysis (using constraint solving) (PA) are the earliest proposed MBT methods for ScST. The generation of Control Flow Graph(s) (CFG) from BPEL processes is widely adopted [98, 365, 379]. In these approaches, test cases are generated from test paths that are created by applying GSA to the CFG of the process. The difference between GSA and PA is the way that test data is generated. In PA, test data for each path is generated using constraint solvers, while in GSA, the algorithm itself generates the test data.

The approaches using the CFG method mainly propose extensions to standard CFG in order to provide a better representation of BPEL processes. For example, Yan et al. [365] propose an automated test data generation framework that uses an extended CFG called Extended Control Flow Graph (XCFG) to represent BPEL processes. XCFG edges contain BPEL activities and also maintain the execution of activities. Similarly, Yuan et al. [379] propose a graph based test data generation by defining another extended CFG called BPEL Flow Graph (BFG). The BFG contains both the structural information (control and data flow) of a BPEL process that is used for test
data generation and semantic information such as dead paths.

Lallai et al. [167, 168] propose the use of an automata called Web Service Time Extended Finite State Machine (WS-TEFSM) and Intermediate Format (IF) in order to generate timed test cases that aim to exercise the time constraints in web service compositions. An IF model, which enables modelling of time constraints in BPEL, is an instantiation of the WS-TEFSM. For IF model transformation from BPEL, Lallai et al. use a tool called BPEL2IF, and for test case generation another tool called TESTGen-IF is used. TESTGen-IF is capable of generating test cases for the IF Language. The IF and WS-TEFSM can both model event and faults handlers and termination of BPEL process. Similarly, Cao et al. [51, 52] propose the use of TEFSM for BPEL processes. The authors also introduce a tool that automates the proposed approach called WSOTF.

Maâlej et al. [203, 204] proposed a flow graph based model called Timed Automata which include several constraints functional and temporal constraints for BPEL processes. The authors also introduce a prototype tool called WS-BPEL Compositions Conformance Testing (WSCCT) that automates the test data test data generation and execution. WSCCT is capable of simulating partner processes that are not available during testing.

Endo et al. [98] propose the use of the CFG approach in order to provide a coverage measure for the existing test sets. Endo et al. propose a new graph called the Parallel Control Flow Graph (PCFG) that contains multiple CFG representing a service composition and communications among these CFG. They also present a tool that supports the proposed technique called ValiBPEL.

Liu et al. [189] propose a flow-graph based model for OWL-S web services called OCFG which can be used with graph traversal techniques to generate test cases. OCFG is capable of modelling both atomic and composite processes and all OWL-S control constructs as well as preconditions and results.

Li and Chou [179] propose the application of combinatorial testing to stateful services. The authors propose a combinatorial approach that generates multi-session test sequences from single session sequences using multiplexing. The proposed approach
generates condition transition graphs which are used with a random walk algorithm. The authors [178] also propose an abstract guarded FSM to address testability issues in conformance testing.

Belli and Linschulte [23] propose a model-based testing approach for testing stateful services. The authors introduce a model that captures events with the corresponding request and response for each event called Event Sequence Graph (ESG). In the proposed approach, ESG are supported by contract information in the form of decision tables. The authors also introduce a tool that generates test cases from decision tables called ETES. Endo et al. [97] also propose the use of ESG in order to perform a grey-box testing, focusing on code coverage. Belli et al. [22] also extended ESG to ESG4WSC in order to test service compositions and introduced a new algorithm that generates test cases from ESG4WSC model. Wu and Lee [360] propose the use of ESGs to generate test cases SaaS services. In the proposed approach, source code comments are used to generate WSDL-S specifications. Then, WSDL-S documents are used in the generation of ESGs.

Hou et al. [138] address the issues of message-sequence generation for BPEL compositions. In this approach, BPEL processes are modelled as a Message Sequence Graph (MSG) and test cases are generated using this MSG.

Paradkar et al. [252] propose a model-based test case generation for SWS. In this approach test cases are generated using pre-defined fault-models and input, output, pre-conditions and effects information from semantic specification.

Guangquan et al. [125] propose the use of UML 2.0 Activity Diagram [258], a model used for modelling workflows in systems, to model BPEL processes. After modelling the BPEL process, a depth first search method combined with the test coverage criteria is performed on the model in order to generate test cases.

Ma et al. [202] propose the application of Stream X-machine based testing techniques to BPEL. A stream X-machine [172] is an extended EFSM that includes design-for-test properties. It can be used to model the data and the control of a system and to generate test cases.
Endo and Simao [99] propose the use of state models in order to test service compositions. In the approach the state model is generated manually and there are other artefacts that are generated from service and composition specifications. The generated artefacts are used in automation of test case generation and execution.

Sun et al. [304] introduce another graph model for modelling BPEL compositions called BPEL Graph Model (BGM). The authors also propose an approach that generates test cases from BGM. Similar to the previous approaches test cases are generated using traversal algorithms based on the testers coverage criteria.

Casado et al. [57, 58, 59, 61] claim that there is no practical approach to test long-lived web service transactions and propose an approach that aims to generate test cases for testing web service transactions. The authors introduce a notation and system properties for testing the behaviour of web service transactions that comply with WC-COOR and WS-BA. In this approach, test cases are generated using Fault Tree diagrams. The authors [60] also proposed a framework that automates the testing of WS transactions.

Search-based test data generation has attracted a lot of recent attention [1, 131, 209]. Search-based test data generation techniques enable automation of the test generation process, thus reducing the cost of testing. Blanco et al. [37] propose the use of scatter search, a metaheuristic technique, to generate test cases for BPEL compositions. In this approach, BPEL compositions are represented as state graphs and test cases generated according to transition coverage criterion. The global transition coverage goal is divided into subgoals that aim to find the test cases that reach the required transitions.

Tarhini et al. [310, 312] propose two new models for describing composite web services. In this approach, the SUT is represented by two abstract models: the Task Precedence Graph (TPG) and the Timed Labelled Transition System (TLTS). The TPG models the interaction between services and the TLTS models the internal behaviour of the participating web services. Tarhini et al. propose three different sets of test case generation for testing different levels of web service composition. Test cases in the first set aim to perform boundary value testing using the specifications derived from the
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The second set is used for testing the behaviour of a selected web service. The third set tests the interaction between all the participating services and test cases for this set are generated using TPG and TLTS.

2.6.2.2 Model-Based Testing & Verification Using Symbolic Execution

Symbolic execution is used as a basis for a verification technique that lies between formal and informal verification according to King [165]. In symbolic testing, the SUT is executed symbolically using a set of classes of inputs instead of a set of test inputs. A class of inputs, represented as a symbol, represents a set of possible input values. The output of a symbolic execution is generated in the form of a function of the input symbols. An example method that generates test cases using symbolic execution is the BZ-Testing-Tools (BZ-TT) method [175]. The BZ-TT method takes B, Z and statechart specifications as inputs and performs several testing strategies on them, such as partition analysis, cause-effect testing, boundary-value testing and domain testing. It also performs several model coverage criteria testing, such as multiple condition boundary coverage and transition coverage. BZ-TT uses a custom constraint solver to perform symbolic execution on the input model.

Testing Web services using symbolic execution is proposed by Sinha and Paradkar [292]. Sinha and Paradkar propose an EFSM based approach to test the functional conformance of services that operate on persistent data. In this approach, EFSMs are generated by transforming a WSDL-S model into an EFSM representation. Sinha and Paradkar propose the use of four different test data generation techniques: full predicate coverage, mutation-based, projection coverage and the BZ-TT method. For full predicate coverage, each condition of the EFSM is transformed into disjunctive normal form [85] and test sequences covering each transition are generated. For mutation-based test data generation, the boolean relational operator method is applied to the guard condition of each operation. For the projection coverage technique, the user specifies test objectives by including or excluding constraints. Sinha and Paradkar’s approach is the
only approach that performs testing using WSDL-S specifications.

Bentakouk et al. [26] propose another approach that uses symbolic execution in order to test web service compositions. In this approach, a web service composition is first translated into a STS, then a Symbolic Execution Tree (SET) is created using STS of the composition. Bentakouk et al.’s approach takes coverage criteria from the tester and generates the set of execution paths on SET. These generated paths are executed using a test oracle over the service composition. Bentakouk et al. claim that using symbolic execution helps avoid state-explosion, over-approximation and unimplementable test case problems that are caused by labelled transition systems. As a result, Bentakouk et al.’s approach can handle rich XML-based datatypes.

Zhou et al. [393] propose an approach aimed to test service compositions using Web Service Choreography Description Language (WS-CDL). The approach uses a Dynamic Symbolic Execution (DSE) method to generate test inputs. In the approach, assertions are used as test oracles. The approach uses an SMT solver for generating inputs that satisfy path conditions.

Escobedo et al. [101] propose an approach for testing BPEL processes using a specialised labelled transition system called IOSTS. The approach is capable of performing both real-world testing and simulated testing. One important aspect of the approach is that it assumes that web service specifications are not available. If the behaviour of the services can be simulated, the approach performs simulated model-based unit testing. In real-world testing, the approach is also capable of coping with problems of service observability.

2.6.2.3 Model-Based Testing & Verification Using Model-Checking

Model-checking is a formal verification method and is described as a technique for verifying finite state concurrent systems by Clarke et al. [73]. Model checking verifies whether the system model can satisfy the given properties in the form of temporal logic. During the proofing process, the model checker detects witnesses and counterexamples for the properties of interest. Witnesses and counterexamples are paths in the execution
model. A witness is a path where the property is satisfied, whereas a counterexample is a path (sequence of inputs) that takes the finite state system from its initial state to the state where the property is violated. Counterexamples are used for test case generation.

Automata, either Finite State Automata [55] or Finite State Machines (FSMs) [119] , are often used to represent finite state systems. In BPEL testing, automata are often the target of transformation. BPEL processes are first transformed into automata models; these models can subsequently be transformed into the input languages of model-checking tools such as SPIN [300], NuSMV [233] or BLAST [38].

Fu et al. [114] propose a method that uses the SPIN model-checking tool. The proposed framework translates BPEL into an XPath-based guarded automata model (guards represented as XPath expressions [362]) enhanced with unbounded queues for incoming messages. After this transformation, the generated automata model can be transformed into Promela (Process or Protocol Meta Language) specifications [262] with bounded queues (directly), or with synchronous communication based on the result of the synchronizability analysis. The SPIN tool takes Promela as the input language and verifies its Linear Temporal Logic (LTL) [272] properties. Interactions of the peers (participating individual web services) of a composite web service are modelled as conversations and LTL is used for expressing the properties of these conversations.

García-Fanjul et al. [117] use a similar method to that of Fu et al. [114] in order to generate test cases. García-Fanjul et al.’s approach differs from Fu et al.’s approach in transforming BPEL directly to Promela. García-Fanjul et al. generate test cases using the test case specifications created from counterexamples which are obtained from model-checking. LTL properties are generated for these test case specifications, aiming to cover the transitions identified in the input. Transition coverage for a test suite is achieved by repeatedly executing the SPIN tool with a different LTL formula that is constructed to cover a transition in each execution.

Zheng et al. [392] propose another test case generation method using model-checking for web service compositions. Test coverage criteria such as state coverage, transition coverage and all-du-path coverage are included in the temporal logic in or-
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der to perform control-flow and data-flow testing on BPEL. Zheng et al. also propose an automata called Web Service Automaton (WSA) [391] that is used to transform BPEL into Promela for SPIN, or SMV for NuSMV model-checker. WSA aims to include BPEL data dependencies that cannot be represented in other automata-based formalisms. This approach generates test cases using counterexamples to perform conformance tests on BPEL and using WSDL to test web service operations.

Huang et al. [141] propose the application of model-checking to SWS compositions using OWL-S. The proposed approach converts OWL-S specifications into a C like language and the Planning Domain Definition Language (PDDL) for use with the BLAST model checker. Using BLAST, negative and positive test cases can also be generated. Huang et al. propose an extension to the OWL-S specifications and the PDDL in order to support this approach and use a modified version of the BLAST tool.

Gao and Li [115] introduce a probabilistic timed interface automaton for BPEL4WS compositions called PTIA4WS. The proposed automaton includes stochastic and time-related behaviour of the composition which are not included in BPEL. Similar to the previous approaches test cases are generated using from counter examples. The authors claim that due to the extra behavioural information the proposed model allow generation of time and probability optimal test cases.

Zhao et al. [389] propose an approach can both verify and validate BPEL processes using model checking. The proposed approach transform BPEL to LOTOS in order to perform model checking with EVALUATOR (v3.0). After, verification EVALUATOR tool provides an LTS which is converted to a TTCN behaviour tree to validate BPEL behaviour.

Jokhio et al. [154] propose the application of model-checking to the WSMO goal specifications. The approach translates the goal specifications to B abstract state machine, which is used to generate test cases using the assertion violation property of the ProB model checker.

Qi et al. [263] claim that existing software model-checkers cannot verify liveness in real code and propose an approach that aims to find safety and liveness violations
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in ScS. The approach uses the Finite Trace LTL Model Checking (FTLT-MC) tool to determine whether a SUT satisfies a set of safety and liveness properties. The authors also claim that this is the first approach for C++ web services.

Betin-Can and Bultan [32] propose the use of model-checking to verify the interoperability of web services. In this approach, it is assumed that the peers of a composite web service are modelled using a Hierarchical State Machine (HSM) model. Betin-Can and Bultan propose a modular verification approach using Java PathFinder (JPF) [150], a Java model checker, to perform interface verification, SPIN for behaviour verification and synchronizability analysis.

Ramsokul and Sowmya [264] propose the modelling and verification of web service protocols via model-checking. Ramsokul and Sowmya propose a distributed modelling language based on the novel Asynchronous Extended Hierarchical Automata (ASEHA), which is designed for modelling functional aspects of the web service protocols. ASEHA model of web service protocols are translated into Promela and correctness of the protocol is verified by the SPIN tool.

Guermouche and Godart [126] propose a model-checking approach for verifying service interoperability. The approach uses the UPPAAL model checker and includes timed properties in order to check for timed conflicts among services. The approach is capable of handling asynchronous timed communications.

Yuan et al. [378] propose an approach for verifying multi-business interactions. In the approach, business processes are formalised as Pi-Calculus expressions, which are then translated into SMV input code in order to use with SMV model-checker.

2.6.2.4 Model-Based Testing & Verification Using Petri Nets

Petri Nets are widely used for specifying and analysing concurrent, asynchronous, distributed, parallel, nondeterministic, and/or stochastic systems [226]. Petri Nets allow different analyses on the model such as reachability, boundedness, deadlock, liveness, reversibility, fairness and conservation analysis. Petri Nets can also be used for measuring test case coverage.
Petri Nets have also been used in model-based testing of web services. For example, Dong and Yu [87] propose a Petri Net based testing approach where HPNs are constructed from WSDL files. This approach uses the generated HPNs for high fault-coverage. Test cases are generated using HPNs and constraint-based test data generation. User-defined constraints for XML datatypes and policy-based constraints specified by the tester provide the necessary constraints for test data generation.

Wang et al. [338] propose the generation of test cases using Petri Nets and ontology reasoning. In this approach, Petri Net models, that are used to describe the operational semantics of a web service, are generated from the OWL-S process model and test data is generated using ontology reasoning.

Formal verification of BPEL processes using Petri Nets has been investigated by Ouyang et al. [241], who proposed a method for transforming BPEL processes into Petri Nets with formal analysis of BPEL processes using Petri Nets models. Two tools are used to automate the transformation and analysis; BPEL2PNML [356] and WofBPEL [356]. BPEL2PNML is a tool that generates the Petri Net model and WofBPEL is a tool that performs static analysis on Petri Net models. WofBPEL is capable of checking for unreachable BPEL activities and competition problems for inbound messages.

Schlingloff et al. [282] propose a Petri Nets-based model-checking approach using the Lola model-checking tool [283] to verify BPEL processes. Schlingloff et al. introduced a usability analysis to verify the expected behaviour of participating web services.

Lohmann et al. [194] address the problem of analysing the interaction between BPEL processes, using a special class of Petri Nets called open WorkFlow Net (oWFN). Lohmann et al. introduce two tools that support this approach called BPEL2oWFN that transforms BPEL to oWFN or Petri Net. oWFN model is used by another tool called Fiona that analyses the interaction behaviour of oWFNs. Petri Net models are used with model checkers to verify the internal behaviour of a BPEL process.

Moser et al. [225] propose a method that increases the precision of Petri Net based
verification techniques. The authors claim that most of the existing verification methods neglect data aspects of BPEL processes. The authors highlight that their approach incorporates data dependencies into analysis. Data flow is extracted from BPEL by creating a Concurrent Single Static Assignment Form (CSSA). Important data items in CSSA are identified and mapped into the Petri Net model.

Different flavours of Petri Nets are also used in modelling BPEL due to their more expressive nature. For example, Yang et al.'s [368] approach is one of the earliest works that proposes the use of Colored Petri Nets (CP-Nets) [151], an extended Petri Net formalism, for modelling BPEL processes. Yang et al. list the capabilities of CP-Nets that allow different levels of verifications of BPEL processes such as reachability, boundness, dead transition, dead marking, liveness, home, fairness and conservation analysis. The proposed framework uses CPNTools [75] for CP-Nets analysis and can also verify the BPEL to CP-Net transformation.

Yi et al. [371] also propose a BPEL verification framework that uses CP-Nets. Yi et al. claim that CP-Nets are more expressive than FSM and Petri Nets, and propose the use of CP-Nets in order to model the specifications of the web service conversation protocols. The proposed framework can also help with composition of new BPEL processes and verify the existing processes.

Dong et al. [88] propose the use of HPNs. The proposed approach uses a modified version of a tool called Poses++, which is also developed by the authors. The tool is used for automated translation from BPEL to HPN and is also capable of generating test cases.

Dai et al. [78] propose the use of Timed Predicate Petri Nets with annotated BPEL processes. The proposed annotations are not included in the BPEL itself, but they are introduced in annotation layers. These annotations include constraints on the properties of the BPEL process. Dai et al. claim that these annotations can be used in verification of non-functional properties of BPEL as well. This is supported by a tool called MCT4WS that allows automated verifications for web service compositions.

Xu et al. [363] propose the use of the Synchronized-Net model, a model based
on Petri Nets. For this approach, they use a transformation tool called BPEL2PNML, capable of transforming BPEL into Petri Net Markup Language (PNML) [256]. PNML is used as the input to the Synchronized-Net verification tool.

Similar to Petri Nets, other models are also used for coverage analysis in MBT and verification. For example, Li et al. [180] propose a model-based approach for test coverage analysis. The proposed approach uses Resource Description Framework (RDF) [269], a language for representing information about resources in the WWW, for specifying the preconditions and effects of each method in WSDL specifications. The preconditions and effects specify, respectively, the state of the service before and after invoking a method.

Yang et al. [367] propose an approach that increases the effectiveness of static defect detection for BPEL processes. The approach uses a CFG representation of BPEL processes in order to perform static analysis. The authors claim that incorporating the effects of the BPEL’s dead-path-elimination into static defect analysis reduces both false positives and negatives.

Felderer et al. [106, 107] propose a model-driven testing framework called Telling TestStories (TTS). TTS enables tests-driven requirements testing for ScS. Felderer et al. introduce a domain specific language that allows formalisation of system requirements and test model and test cases to be specified based on the concepts of the requirements. Two models are defined in the TTS framework: the system model which describes system requirements at business level and the test model that contains test case specifications. The TTS framework can also ensure the quality of the test artefacts.

Frantzen et al. [111] propose a model-driven development and testing platform called PLASTIC[260]. PLASTIC is supported by two tools that help model-based testing called JAMBITON and MINERVA. These two tools provide support for offline functional validation for services. In this approach, a Symbolic Transition System (STS) representation of services is provided by the provider. JAMBITON can automatically test services using the provided STS. The authors claim that JAMBITON is the only tool that can provide automated on-the-fly testing.
2.6.3 Experimental Results

Huang et al. [141] experimented on a synthetic online shopping system. The authors generated 7 positive test cases using BLAST and 9 negative test cases using the so-called Swiss-Cheese approach [326] with 100% pass rate.

Jokhio et al. [154] experimented on the WSMO example of the Amazon E-Commerce service. The authors were able to generate test cases from two types of trap properties: boundary coverage (3 test cases) and modified condition decision coverage (30 test cases).

Paradkar et al.’s [252] automated conformance tests generation approach is validated using a real industrial application with 4 web services and 84 operations. The authors achieved 100% requirement coverage during their experiments with a stable version of the application. During experiments, they revealed 4 functional bugs out of 7 bugs known to be present. The authors also compared the effort and efficiency of the approach, demonstrating that the approach can reduce the cost around 50% compared to manual testing used by the testing team of the company.

Endo et al. [98] experimented on three different examples: CGD, loan approval and Nice Journey. The authors presented results of required test cases to cover all executable elements in order to prove the applicability of the used criteria. The required number of test cases for different criteria varies between 1 to 10 test cases.

Li et al. [179] experimented with a real web service that wraps query function of a call centre. They generated test cases for 23 out of 128 input fields of the selected service. The authors’ approach generated 514 test cases within 10 minutes using datatype constraints and boundary information. The authors highlighted the fact that this approach reduces cost vastly compared to manual test case generation. They compared their results against manual test case generation, which took 3 days to generate 293 test cases.

Belli and Linschulte [23] experimented on a real-word ISETTA service. In the experiments, 120 test cases (4 positive and 116 negative) executed and 1 of positive and 65 of negative test cases revealed a fault. 6 of the revealed faults are found out to
be severe.

Endo et al. [97] experimented on an example banking system. The proposed approach achieved 100% coverage using 6 positive test cases in all requirements (all-nodes, all-edges, all-uses and all-Pot-uses). 19 negative test cases are needed in order to achieve 100% coverage on the faulty pairs of ESG. Test case minimisation capability of the proposed approach is also evaluated and the approach achieved between 74% to 64% reduction in test suit size.

Yan et al. [365] experimented on three loan approval examples from ActiveBPEL engine. The authors performed mutation testing by introducing a bug pattern into the process and observing if any of the generated test paths covered the pattern. During the experiments, all their test path generation methods killed the mutant.

Hou et al. [138] performed mutation analysis on six different BPEL programs: 2 versions of loan approval, ATM, market place, gymlocker, BPEL(1-5) in order to prove the effectiveness of their approach. In these experiments, they achieved over 98% effectiveness in test case generation and average 90% mutation score for all six programs.

Chakrabarti and Kumar [65] experimented on a real RESTful service. The authors performed a daily testing routine which took 5 minutes to execute the 300 test cases. 5 to 10 test cases failed daily out of 300 cases. The authors also automatically generated a test suite with 42,767 test cases covering all possible input parameters. 38,016 test cases initially failed and in the second attempt after bug fixes, 1781 test cases still failed.

Blanco et al.’s [37] search-based test data generation approach was run on two example BPEL programs: loan approval and shipping service. Blanco et al.’s approach achieved 100% coverage for both examples, whereas random generation achieved only 99% and 75% respectively. According to test results, the number of required test cases for coverage is much lower than for random. For loan approval, this approach achieved 100% coverage using 95% fewer test cases than random and, similarly, for shipping service 96% less test cases.
Cavalli et al. [63] evaluated model-based testing approaches using TESFM and its variations, using TRS as a case study. In the evaluation, test cases are generated using the tools (TestGen-IF, WSOTF and WS-AT) that are introduced in three different TESFM-based approaches. The test results provided evidence for the correctness of TRS. The authors also performed mutation testing with a single mutant and the test cases generated by TestGen-IF were able to kill the mutant.

Li et al. [180] experimented on two web services: the Parlay X Conference web service and the CSTA Routing Service. The authors performed their experiments on a machine with a 3GHz processor and 2GB of memory. The flow analysis of Parlay X service with 9 operations took 3.00 seconds and the CSTA service with 10 operations took 10.00 seconds.

García-Fanjul et al. [117] experimented within a loan approval example BPEL program. The authors claim that the approach is capable of finding the minimum number of test cases required to achieve transition coverage for a given specification. The authors also mention the performance of the tool: it completes the verification in less than a second using a system with 3.0GHz Pentium4 processor and 2GB of memory. The model that was used in the experiments had 32 internal states and was represented by a 96 bytes state-vector.

2.6.4 Discussion

MBT aims to test a system using a model that sufficiently describes the expected behaviour of the SUT for testing purposes. For service compositions, a model that can sufficiently represent the process can be created, thereby allowing MBT and formal verification to be applied. Formal verification of workflows is a widely investigated subject and the popularity of this subject is also reflected in the amount of work published in the formal verification of BPEL compositions.

One of the most important advantages of formal verification for the integrators is that it can be performed offline. This is an important aspect that needs to be highlighted because it can greatly reduce the cost. Formal verification approaches can reveal errors,
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such as unreachable parts or cause deadlocks without the need of execution. Formal verification can reveal errors that are hard to detect using testing. Thus it is necessary for the integrator to perform both the formal verification and testing.

One important contribution of formal verification methods [114, 117, 141, 392] in testing is their ability to generate test cases. These approaches, combined with simulated testing of BPEL compositions, discussed in Section 2.4, allow the integrator to perform automated testing with low cost.

Another important aspect that needs to be highlighted in this section is the number of tools used. In order to provide the necessary automation, both in model generation and verification, various authors have presented many tools. The tools used for verification are well-known tools such as SPIN, BLAST, NuSMV and JPF.

In the area of translation from composition languages such as BPEL to different models, many translation tools are introduced. Tools such as BPEL2IF, BPEL2oWFN and BPEL2PNML allow automation, thereby reducing the cost. There are also many other proposed methods and models that contribute towards automated BPEL translation. These publications are not mentioned in this chapter to retain a focus on testing and verification.

Model-based test case generation is a well-known and exercised technique. Since most of the approaches in this section are targeting service compositions, these approaches are primarily aimed at the integrator. According to the results from the experiments, most of the proposed approaches can achieve high coverage with minimal effort. For instance, the results from approaches such as Endo et al. [98] and Blanco et al.’s [37], where required number of test cases for coverage are much fewer than random, prove that they reduce the cost of testing not just merely by automating the input generation process, but also by reducing the number of required test cases to run on the service(s) under test.

Some of the model-based test case generation approaches [37, 98, 125, 138, 167, 168, 365, 379] described above have a single common feature. In traditional MBT, models are created using requirements or specifications separately from the executable
code. However, almost all of the model-based approaches described above generate models from the executable code itself. This abstraction/translation process leads to a model that reflects the behaviour of the executable code, rather than a model that reflects the expected behaviour of the system. Thus, testing using such a model will lead to testing of the translation process rather than testing of the actual system. By definition, the errors revealed using these approaches can only be those errors introduced by their translation process.

This problem does not affect the approaches using formal verification methods. In formal verification, logical properties that the SUT is checked against are not derived from the executable code. Other approaches in this section such as Felderer et al. [106] require the test model to be generated separately.

2.7 Interoperability Testing of Service-centric Systems

Interoperability is the ability of multiple components to work together. That is, to exchange information and to process the exchanged information. Interoperability is a very important issue in open platforms such as SOA. Even though web services must conform to standard protocols and service specifications, incompatibility issues might still arise.

The need for interoperability among service specifications is recognized by industry and the WS-I, an open industry organization, formed by the leading IT companies. The organization defined a WS-I Basic Profile [342] in order to enforce web service interoperability. WS-I organization provides interoperability scenarios that need to be tested and a number of tools to help testing process. Kumar et al. [286] describe the possible interoperability issues regarding core web service specifications such as SOAP, WSDL and UDDI and explain how the WS-I Basic Profile provides solutions for the interoperability issues with web service specifications.

There are also interoperability problems that might be caused by web service toolkits such as Java Axis and .Net. For example, using dynamic data structures in services which use a certain toolkit might cause interoperability problems (due to mes-
message consumption errors) for the clients using other toolkits [293]. Interoperability problems do not occur only among different toolkits but might also occur in different versions of the same toolkit. This is also another important interoperability aspect that needs to be tested by both the developer and the certifier.

### 2.7.1 Perspectives in Interoperability Testing

Since the aim of the interoperability is to observe whether the services exchange messages as expected, it can be performed by all the stakeholders in SOA. Interoperability testing of services (service protocols and interfaces) is very important for the provider and the certifier. Testing for interoperability must be included in reliability measurement. Even though most of the approaches in this section target services, there are approaches such as Narita et al. [227] and Yu et al. [377] that target service compositions. These approaches can only be performed by the integrator.

### 2.7.2 Interoperability Testing Approaches

The need for testing the interoperability among services is also recognized by researchers. For example, Bertolino and Polini [30] propose a framework that tests the service interoperability using service’s WSDL file along with a Protocol State Machine Diagram (PSM) [258] provided by the service provider. The PSM diagram carries information on the order of the operation invocations for a service. The proposed framework checks the order of the web service invocations among different web services and attempts to point out possible interoperability problems.

Yu et al. [377] propose an ontology-based interoperability testing approach using the communication data among web services. The proposed approach captures communication data and stores it in an ontology library. The data in the library is analysed, and reasoning rules for error analysis and communication data are generated in order to run with the JESS reasoning framework [152]. Using the rules from the JESS framework gives this approach the ability to adapt certain problems, such as network failure or network delay. The framework can also replay the errors that have been identified by using a Petri Net graphic of the communicating web services.
Smythe [294] discusses the benefits of the model-driven approach in the SOA context and proposes an approach that can verify interoperability of services using UML models. The author points out the need for UML-profile for SOA that contains the interoperability specification in order to use with the proposed approach. Using the proposed the UML-profile, test cases can be generated for testing the conformance of the web service’s interoperability.

Similarly, Bertolino et al. [30] propose a model-based approach for testing interoperability. In the proposed environment, web services are tested before registration. In this approach, service provider is expected to provide information on how to invoke a web service using an UML 2.0 behaviour diagram.

Ramsokul and Sowmya [265] propose the use of ASEHA framework to verify the service protocol’s implementation against its specification. They claim that the ASEHA framework is capable of modelling complex protocols, such as Web Services Atomic Transaction (WS-AtomicTransaction) [347] and Web Services Business Activity (WS-BusinessActivity) [348]. The proposed ASEHA framework captures the SOAP messages from services, maps them into ASEHA automata and verifies the protocol implementation against its specification.

Guermouche and Godart [126] propose a model-checking approach for verifying service interoperability. The approach uses UPPAAL model checker and includes timed properties in order to check for timed conflicts among services. The approach is capable of handling asynchronous timed communications.

Betin-Can and Bultan [32] propose the use of a model, based on HSMs, for specifying the behavioural interfaces of participating services in a composite service. Betin-Can and Bultan suggest that verification of the web services that are developed using the Peer Controller Pattern is easier to automate, and propose the use of HSMs as the interface identifiers for web services in order to achieve interoperability. Betin-Can and Bultan propose a modular verification approach using Java PathFinder to perform interface verification, and SPIN for behaviour verification and synchronizability analysis. The use of the proposed approach improves the efficiency of the interface verification.
significantly as claimed by the Betin-Can and Bultan.

Narita et al. [227] propose a framework for interoperability testing to verify web service protocols, especially aimed at reliable messaging protocols. Narita et al. claim that none of the existing testing tools aim to perform interoperability testing for communication protocols. They also highlight the need for a testing approach that covers the reliable messaging protocols, capable of executing erroneous test cases for these protocols. As a result, their framework is capable of creating test cases containing erroneous messages by intercepting messaging across web services.

Passive testing is the process monitoring the behaviour of the SUT without pre-defining the input(s) [62]. The first passive testing approach for web services is proposed by Benharref et al. [25]. This EFSM-based approach introduces an online observer that is capable of analysing the traces and reporting faults. The observer also performs forward and backward walks on the EFSM of the WSUT in order to speed up the state recognition and variable assignment procedures.

Passive conformance testing of EFSMs was proposed by Cavalli et al. [62], where testing artefacts called ‘invariants’ enable testing for conformance. These invariants contain information on the expected behaviour of the SUT and used in testing traces. Several authors extended this research to web services domain.

For example, Andrés et al. [5] propose the use of passive testing for service compositions. The proposed invariants contain information on expected behaviour of services in the composition and their interaction properties. The proposed passive testing approach checks local logs against invariants in order to check for the absence of prescribed faults. Morales et al. [222] propose a set of formal invariants for passive testing. In this approach, time extended invariants are checked on collected traces. The approach uses a tool called TIPS that enables passive testing.

Cao et al. [53] also propose a passive testing approach for service compositions. The proposed approach enables both online and offline verification using constraints on data and events called security rules. The security rules are defined in the Nomad language. The authors also present a tool that automates the passive testing for behavioural
conformance called RV4WS. Cao et al. [50] extended this approach by integrating the active testing tool WSOTF.

Yu et al. [375] investigated the number of requests required to adequately test the interoperability of geospatial web services. In the work, the authors proposed a specification-based service request models to help generate the requests for testing.

### 2.7.3 Experimental Results

Narita et al. [227] performed experiments on Reliable Messaging for Grid Services (RM4GS) version 1.1, an open source implementation of WS-Reliability 1.1. The framework performs coverage-based testing in order to check for conformance to its specifications. It also performs application-driven testing to check for interoperability. The errors introduced by the framework include losing a package, changing message order and sending duplicate messages. During coverage testing, the framework tested 180 out of 212 WS-Reliability items. It was unable to find any errors but raised 3 warnings. During application-driven testing 4 errors were revealed and 4 warnings were raised.

Betin-Can and Bultan [32] experimented on the travel agency and the order handling examples. For the travel agency, different peers of the program took between 4.61 seconds to 9.72 seconds for interface verification. The resources used in this experiment is ranged from 3.95MB and 19.69MB of memory. Synchronizability analysis of the travel agency (which was 8,911 states) took 0.38 seconds and used 5.15 MB of memory. Order handling interface verification for peers took between 4.63 to 5.00 seconds and used 3.73MB to 7.69MB of memory. Synchronizability analysis of order handling (which was 1,562 states) took 0.08 seconds and used 2.01MB of memory.

### 2.7.4 Discussion

As stated, interoperability is one of the major strengths of Web services. Web services must be tested for interoperability in order to achieve this potential. Interoperability issues that are caused by different versions of the protocols such as SOAP are addressed by industry in WS-I. However, other challenges requires approaches, such as Tsai et
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2.8 Integration Testing of Service-centric Systems

Integration testing is crucial in most fields of engineering to make sure all the components of a system work together as expected. The importance of performing integration testing is also well established in software engineering. Since the idea behind SOA is to have multiple loosely coupled and interoperable distributed services to form a software system, integration testing in SOA is at least as important. By performing integration testing, all the elements of a ScS can be tested including services, messages, interfaces, and the overall composition.

Bendetto [24] defined the difference between integration testing of traditional systems and ScS. Canfora and Di Penta [48] point out the challenges in integration testing...
in SOA. According to Bendetto and Canfora & Di Penta, the challenges of integration testing in ScS are:

1. Integration testing must include the testing of services at the binding phase, workflows and business process connectivity. Business process testing must also include all possible bindings.

2. Low visibility, limited control and the stateless nature of SOA environment make integration testing harder.

3. Availability of services during testing might also be a problem.

4. Dynamic binding makes the testing expensive due to the number of required service calls.

### 2.8.1 Perspectives in Integration Testing

As might be expected, integration testing is only performed by the integrator. The rest of the stakeholders are not capable of performing integration-oriented approaches due to the lack of observability.

Most of the approaches in this section target service compositions using static binding. In contrast to dynamic SOA, performing integration testing can be very challenging due to ScS’s configuration being available only at run-time (this problem is referred as the “run-time configuration issue” in the rest of this paper). In dynamic SOA, the integrator needs to test for all possible bindings, which can increase the cost of testing greatly.

### 2.8.2 Integration Testing Approaches

One of the earliest works on integration testing of web services is Tsai et al.’s [325] Coyote framework. Coyote is an XML-based object-oriented testing framework that can perform integration testing. Coyote is formed of two main components: a test master and a test engine. The test master is capable of mapping WSDL specifications into test scenarios, generating test cases for these scenarios and performing dependency
analysis, completeness and consistency checking. On the other hand, the test engine performs the tests and logs the results for these tests.

In software development, there is a concept called Continuous Integration (CI) [90]. CI is performed by integrating the service under development frequently. CI also requires continuous testing. Continuous Integration Testing (CIT) allows early detection of problems at the integration level. Huang et al. [142] propose a simulation framework that addresses the service availability problem using CIT. The proposed framework automates the testing by using a surrogate generator, that generates platform specific code skeleton from service specifications and a surrogate engine that simulates the component behaviour according to skeleton code. Huang et al. claim that the proposed surrogates are more flexible than the common simulation methods, such as stubs and mocks, and the simulation is platform-independent.

Liu et al. [192] also propose a CIT approach in which executable test cases carry information on their behaviour and configuration. In the proposed approach, integration test cases are generated from sequence diagrams. The authors also introduce a test execution engine to support this approach.

Peyton et al. [257] propose a testing framework that can perform "grey-box" integration testing of composite applications and their underlying services. The proposed framework is implemented in TTCN-3 [102], an European Telecommunications Standards Institute standard test specification and implementation language. It is capable of testing the composite application behaviour and interaction between participating web services. The framework increases the visibility and the control in testing by inserting test agents into a web service composition. These agents are used in analysing HTTP and SOAP messages between the participating services.

Mei et al. [214] address the integration issues that might be caused by XPath in BPEL processes, such as extracting wrong data from an XML message. The proposed approach uses CFGs of BPEL processes, along with another graph called XPath Rewriting Graph (XRG) that models XPath conceptually (models how XPath can be rewritten). Mei et al. created a model that combines these two graphs called X-WSBPEL.
Data-flow testing criteria based on def-use associations in XRG are defined by Mei et al. and using these criteria, data-flow testing can be performed on the X-WSBPEL model.

Sun et al. [307] introduces an approach that adapts popular fault localisation Tarantula [155] aiming to discover integration-level faults in BPEL compositions. The approach focuses on faults related to interactions which coordinate service invocations. In the proposed approach, Tatantula method is applied to the execution traces of the test suite (executed blocks) in order to discover the suspicious blocks.

De Angelis et al. [80] propose a model-checking integration testing approach. Test cases are derived from both orchestration definition and specification of the expected behaviour for the candidate services. The authors also present a tool that supports this approach.

Tarhini et al. [312] address the issue of web service availability and the cost of testing. They solve these problems by finding suitable services before the integration process and using only the previously selected services according to their availability. In this approach, testing to find suitable services is accomplished in four stages. The first stage is the “find stage” in which candidate web services from a service broker are found. In the second stage, selected web services are tested for their correct functionality. At the third stage, each web service is tested for interaction as a stand-alone component and, if it passes this stage, it is tested for interactions with the rest of the components. When a web service passes all the required steps it is logged into the list of services to be invoked at runtime. The proposed framework uses a modified version of the Coyote framework for the automation of testing.

Garriga et al. [118] propose the inclusion of integration testing in the service selection process in SOA. In this process discovered candidate services are selected based on the results of a testing process. The approach tests services for interface and behavioural compatibility. Similarly, Miao and Liu [220] also propose the inclusion of a testing phase in the service selection process. In the proposed approach test cases and sequences are generated functional scenarios. These scenarios are generated from user
requirements which include pre- and pos-conditions for service operations.

Yu et al. [376] address the interaction problems within OWL-S compositions. Yu et al.’s approach tests interaction among participating web services using interaction requirements. Yu et al. propose an extension to existing OWL-S models to carry these requirements.

There are also previously mentioned approaches that are capable of performing integration testing. For example, Tsai et al.’s ASTRAR framework [321] and the proposed Enhanced UDDI server [323] are also capable of performing integration testing. Similarly, Lenz et al.’s [176] model-driven testing approach can be used for integration testing. Sasikaladevi and Arockiam [281] propose a integration testing framework that is capable of generating test cases from WSDL specifications and simulate service clients.

### 2.8.3 Experimental Results

Huang et al. [142] experimented on a human resources system that is transformed into a web service. In this system, there are 17 components in the business layer with 58 interfaces and 22 components in data layer with 22 interfaces. During the pure simulation without real components, 7 bugs are identified caused by issues such as reference to a wrong service, interface mismatch and missing service. During real component tests (includes surrogates as well), 3 bugs are identified for five components.

Mei et al. [214] experimented on the eight popular BPEL examples. The authors created mutants by injecting faults into three different layers in the composition BPEL, WSDL and XPath. Test sets created by the approach achieved almost 100% coverage in all test criteria considered. The authors also compared their fault detection rates with random testing. Overall, the minimum detection rates for this approach are between 53% to 67% whereas random only achieved 18%. Mean rates of fault detection rates for this approach are between 92% to 98% whereas random achieved 73%. The authors also investigated the performance of the approach. It took between 0.45 to 1.2 second for generating test sets with a 2.4 GHz processor and 512MB memory.
Liu et al. [192] experimented on two synthetic examples: an HR system and a meeting room management system. The approach revealed 22 bugs in the HR system and 7 in the meeting room system. The approach revealed faults in categories such as incorrect method calls, incorrect parameter passing, configuration problems and interface/function mismatches.

### 2.8.4 Discussion

Integration testing is one of the most important testing methodologies for SOA. The challenges that the integrator faces during integration testing are addressed by some of the approaches mentioned in this section, such as Tarhini et al. [312], Huang et al. [142] and Liu et al.’s [192] frameworks.

Huang et al.’s [142] CI based integration testing can be very useful by starting testing early. The ability to use surrogate services can also help reduce the cost of testing. Since surrogate services can be generated automatically, using them does not increase the overall cost. The only handicap of this approach might be finding/generating suitable web service specifications to be used in surrogate generation. One other issue that can increase the cost of testing is the lack of automated test case generation within the framework.

Liu et al. [192] partly automate test case generation in CIT using sequence diagrams. This approach makes use of Huang et al.’s work and is able to simulate unavailable components. As a result, it has the same restrictions as Huang’s work regarding the service simulation. The approach’s ability to verify execution traces using object comparison and expression verification is the main advantage of this approach.

Mei et al.’s [214] approach addresses a problem that is overlooked by many developers. Integration issues that can be caused by XPath are an important problem in service compositions that need to be tested. The results from their experiments prove the effectiveness of their approach in revealing these problems.

Almost all of the approaches discussed above will have problems adapting to dynamic environments. For example, Tarhini et al.’s [312] approach might be rendered
inapplicable due to not being able to know the services available at run-time and not being able choose the service to bound at run-time. On the other hand, Huang et al. [142], Peyton et al. [257], Tsai et al. [325] and Mei et al.'s [214] approaches might become more expensive to perform.

2.9 Collaborative Testing of Service-centric Systems

Collaborative software testing is the testing concept where multiple stakeholders involved in a web service, such as developer, integrator, tester and user, participate in the testing process. Collaborative testing is generally used in testing techniques such as usability walk-through, where correct functionality is tested with participation of different stakeholders.

Challenges involving testing ScS are identified by Canfora and Di Penta [48], some of which require collaborative solutions. These challenges that might require collaborative solutions are:

1. Users not having a realistic test set.

2. Users not having an interface to test web service systems.

3. The need for a third-party testing and QoS verification rather than testing by each service user.

2.9.1 Perspectives in Collaborative Testing

Collaborative testing requires collaboration among stakeholders. The proposed approaches described in this section seek to establish a collaboration between the developer and the integrator. Some of the approaches include a third-party in order to increase testability.

Palacios et al. [246] surveyed existing approaches and identified four common stakeholders in approaches that suggest collaboration: provider, registry, third-party and client. In this section, we only mention three stakeholders (developer, third-party and integrator) as we accept the developer, the provider and the registry as a single
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stakeholder (the developer) since the test cases provided by all these three stakeholders are generated by the developer.

2.9.2 Collaborative Testing Approaches

Tsai et al. [318] propose a Co-operative Validation and Verification (CV&V) model that addresses these challenges instead of the traditional Independent Validation and Verification (IV&V). One example of this collaborative testing approach is Tsai et al.'s proposed enhanced UDDI server [323]. This UDDI server further enhances the verification enhancements in UDDI version 3 [329]. These proposed enhancements include:

1. The UDDI server stores test scripts for the registered web services.

2. The UDDI server arranges test scripts in a hierarchical tree of domains and sub-domains.

3. The UDDI server has an enhanced registration mechanism called check-in. The Check-in mechanism registers a web service if it passes all test scripts for its related domain and sub-domain.

4. The UDDI server has a new mechanism before the client gets to use the selected service called check-out. This mechanism allows the client to test any web service before using it with the test scripts from web service’s associated domain.

5. UDDI server includes a testing infrastructure that allows remote web service testing.

In the proposed framework, the provider, as suggested by Canfora and Di Penta, can also provide test scripts to point out qualities of the web service such as robustness, performance, reliability and scalability. The proposed framework also provides an agent-based testing environment that automates the testing process both at check-in and check-out.

Bai et al. [18] also propose a contract-based collaborative testing approach that extends Tsai et al.’s enhanced UDDI proposal. Bai et al. propose a Decentralized Collaborative Validation and Verification (DCV&V) framework with contracts. The proposed
framework consists of distributed test brokers that handle a specific part of the testing process. Bai et al. suggest two types of contracts for the DCV&V approach: Test Collaboration Contracts (TCC) that enforce the collaboration among the test brokers and Testing Service Contract (TSC) that is used for contract-based test case generation.

Bai et al.’s proposed test broker provides a test case repository for test cases and test scripts, collects test results, maintains defect reports and web service evaluations. The test broker can generate and execute test cases as well. Bai et al. suggest that by using the DCV&V architecture, multiple test brokers can become involved in the testing process. The decentralized architecture allows flexible and scalable collaborations among the participants.

Zhu [388, 395, 396] proposes another collaborative approach. In Zhu’s approach, service developers or third stakeholder testers provide testing services that help with testing. Zhu also proposes a testing ontology that is based on a taxonomy of testing concepts called the STOWS. The proposed ontology aims to solve the issues related to the automation of test services.

Bartolini et al. [19] introduce a collaborative testing approach that “whitens” the ScST by introducing a new stakeholder called TCov that provides the tester with coverage information. Bertolini et al.’s approach requires the service provider to insert instrumentation code inside the service in order to provide TCov with coverage information. This information is then analysed by TCov provider and is made available to the tester as a service.

Eler et al. [96] propose an approach to improve web service testability. The proposed approach provides the tester with a instrumented version of the SUT as a testing service. The testing service is instrumented by the developer aiming to provide the tester with coverage information and other testing related metadata. The authors also present a web service that automatically generates the testing service from Java byte code called JaBUTiWS and also another tool called WSMTS, that support the testing process.
El Ioini and Sillitti [94, 95] propose a collaborative testing framework that allow collaboration among service integrators. The proposed framework acts as a test case repository where test cases submitted by integrators and their execution traces are stored. In the proposed approach test cases generated automatically generated from tester provided specifications and TestGen4J libraries.

2.9.3 Experimental Results and Discussion

Collaborative testing approaches aim to solve some of the challenges involved in ScST. For example, having an adequate test suite by allowing service providers to provide test suits or having a third stakeholder tester providing testing interfaces for the service consumers. The claimed benefits of these approaches justify collaborative testing of ScS.

Tsai et al.’s [323] proposed testing approach provides many benefits, such as increasing the quality of testing by providing realistic test cases from the provider. This approach also reduces the number of test runs by testing web services before the binding process has been completed. The approach also reduces the cost of testing through automation. The framework’s ability to generate scripts for different levels of testing makes it a complete testing solution. However, the framework’s dependence on existing workflows might be a problem for some web services.

Bai et al.’s [18] contracts allow the test provider to supply specification-based test case designs for the other participants. Testers can also run synchronized tests on services and publish the test results. Test data and test knowledge can be made accessible to others and can be exchanged among different stakeholders. Generally, contracts aim to enforce the correct functionality of a system. Bai et al.’s contracts additionally enforce collaboration among stakeholders. Through contract-based collaboration enforcement may be effective, however, the cost of generating contracts might be discouraging.

The main advantage of Zhu’s [388, 395] proposed testing environment is that testing can be fully automated. Another advantage is that the SUT is not affected by the
testing process. As a result, there will be no service disruptions due to any errors that might happen during testing process or a decrease in the service’s performance. The proposed environment also reduces security concerns by allowing tests to be performed via testing servers. The only disadvantage of the proposed environment is that the testing services need to be tested as well. This problem can be solved by the use of certified third stakeholder testing services which require no testing. Using third stakeholder testing services might increase the cost vastly due to the costs of testing services.

Bartolini et al. [19] provide experimental results from application of their TCov environment. The authors highlight an important aspect of using TCov is that it enables the tester to receive information on test coverage without violating the SOA principles. The authors also suggest that knowing coverage results from different test cases can greatly help the tester to perform better tests. The main advantage of this approach is that it can be easily used in the current web service environment. The main disadvantage of the TCov environment is the introduction of a third-party into the testing process which increases the cost of testing.

Eler et al. [96] provided performance analysis results based on the overhead created by the proposed approach. The authors measured the execution time of a test suite on the original web service and compared the execution time of the same test suite with the testing service. The overhead added by the approach increased execution times by 2.65% outside the testing session and 5.26% in the testing session. This approach provides the benefits of Zhu’s [395, 388] approach and Bartolini et al.’s [19] without the need for a certifier. The main disadvantage of this approach at present is that it can only be applied to Java web services.

2.10 Testing Service-centric Systems for QoS Violations

QoS and its requirements have been discussed for many years in areas such as networking. A general QoS definition is given by Campanella et al. [47] as

\[ \text{QoS (Quality of Service) is a generic term which takes into account several techniques and strategies that could assure application and users a} \]

...
predictable service from the network and other components involved, such as operating systems.

QoS for web services defined as

*Quality of Service is an obligation accepted and advertised by a provider entity to service consumers.*

in W3C Web Services Glossary [350].

In the literature, QoS generally refers to non-functional properties of web services such as reliability, availability and security. A broad definition of QoS requirements for web services is given by Lee et al. [173]. This definition includes performance, reliability, scalability, capacity, robustness, exception handling, accuracy, integrity, accessibility, availability, interoperability and security.

In SOA, the need for QoS is highlighted by two main questions:

1. The selection of the right service.

2. The provision of guarantees to the service consumer about service performance.

As mentioned, one of the most important benefits of SOA is the ability to use services from other businesses. As a consequence, the consumer often has the problem of choosing a suitable service. In such an environment, businesses must have the ability to distinguish their services from the competition. On the other hand, the consumers must have the ability to compare and choose the best service for their needs. As a result, QoS ratings must be published by the provider and be accessible to the consumer within the SOA environment.

The answer to the second question is a well-known concept called the Service Level Agreement (SLA). SLA is an agreement/contract between the provider and the consumer(s) of a service that defines the expected performance of a service at defined levels. SLAs might also include penalty agreements for service transactions or usage periods where the service performs below an agreed level.
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It is hard to define a standard SLA that fits all kinds of available services. Web services covered by an SLA also need to be tested for their conformance to the SLA. The service subsequently needs to be monitored during its normal operations to check SLA conformance.

The importance of QoS in Web services and the problems surrounding it has led to the service standard called WS-Agreement [346]. WS-Agreement is a specification language aimed at standardising the overall agreement structure. The language specifies domain-independent elements that can be extended to any specific concept.

Due to its significance in SOA, QoS testing is as important as functional testing. The difference in QoS testing is that it needs to be performed periodically and/or the service needs to be monitored for SLA conformance.

2.10.1 Perspectives in QoS Testing

QoS testing of web services is performed by the provider (or the certifier if requested). The integrator can perform QoS testing on compositions to reveal possible SLA violations. QoS testing at the integrator side can be considered to be a static worst-case execution time analysis using the non-functional parameters of services in the composition. Stub services can also be generated with given QoS parameters in order to perform simulated testing. The run-time configuration issue does not affect the integrator neither in simulated QoS testing nor in static analysis. For the dynamic SOA, the integrator can use service selection constraints rather than services’ actual QoS parameters.

The cost of QoS testing can be higher than traditional testing. The two primary cost drivers are the cost of service invocation and the need to generate real-usage test data. The primary issue is due to the requirement of running each test case several times during the testing period. The reason for multiple test case executions is that the average of the results from multiple test runs provide a more realistic QoS score than a single test. QoS scores also need to be updated periodically from the monitoring data or results from tests.
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2.10.2 QoS Testing Approaches

The oldest research publication on QoS testing of services is by Chandrasekaran et al. [68]. The authors propose an approach that is used to test performance of web services and simulation based evaluation for service compositions. The authors introduce their tool called Service Composition and Execution Tool (SCET) which allows service composition as well as evaluation. Simulation in the tool is handled by JSIM, a Java-based simulation environment.

Di Penta et al. [83] propose testing for SLAs violations using search-based methods. In this approach, inputs and bindings for ScS are generated using genetic algorithms (GA). The generated inputs and bindings aim to cause SLA violations. For service compositions, a population to cover the expensive paths are evolved by the authors GA which then try to find violating conditions. The approach also monitors QoS properties such as response time, throughput and reliability. Monitored parameters are used as fitness function in test case selection.

Di Penta et al.’s [82] regression testing approach aims to test non-functional properties of services. It allows the developer to publish test cases along with services that are used in the initial testing. In this approach, assertions for QoS are used for testing SLA conformance. These assertions are generated automatically with the executions of test cases.

Gu and Ge [124] propose another search-based SLA testing approach. Similar to Di Penta et al.’s approach, a CFG is derived from service composition and a QoS analysis is performed on each path. Test cases are generated around the maximum and minimum SLA constraints. The difference in this approach is the added users’ experience which is included in defining QoS sensitivity levels.

Palacios et al. [245] propose a partition-testing based SLA testing approach. In the proposed approach, test specifications are generated from information in SLAs which are specified in the form of WS-Agreement specifications. The category-partition method is applied to these specifications to generate test cases that aim to reveal SLA violations.
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The need for test-beds in SOA is mentioned previously for functional testing. Bertolino et al. [28] suggest that test-beds must also be able to evaluate QoS properties in SOA. The authors propose a test-bed that allows functional and non-functional testing of service compositions. The proposed test-bed can perform testing without the need of invoking outside services using service stubs. Stubs are generated using a tool called Puppet (Pick Up Performance Evaluation Test-bed) [27]. The Puppet generates service stubs using QoS parameters in SLAs expressed in WS-Agreement specification. In this approach, functional models of the stubbed services are expected to be provided by the provider in the form of STS. The information from STS and SLA allow generation of stubs with both functional and non-functional properties.

Another example to test-beds that can perform offline testing is Grundy et al.’s [123] MaramaMTE [206] tool. This tool provides similar functionality to Bertolino et al.’s test-bed. The most important functionality of this test-bed is it allows testers to perform offline performance tests on service compositions. In this approach, service stubs are created from composition models such as BPMN and ViTaBal-WS. Unfortunately this approach does not use SLAs to inform the tester about the possible violations.

Driss et al. [89] propose a QoS evaluation approach for service compositions using discrete-event simulation. Discrete-event simulation is performed with a model that represents the operation of a system as a chronological sequence of events. The authors propose a model that includes BPEL activities and network infrastructure. Simulations in this approach are performed using the NS-2 simulator.

Pretre et al. [261] propose a QoS assessment framework using model-based testing called iTac-QoS. In this approach, the provider is expected to provide a UML based test model formed of three diagrams. These diagrams contain a service interface, temporal evolution and input data. Functional test data is generated from the model. The framework uses a categorisation of tests, goals and results. In order to automate categorisation process, requirements in the form of OCL are provided. Total automation is one of the highlights of this approach.

Yeom et al. [370] introduce a QoS model and a testing mechanism to test service
manageability quality for this model. In this approach, a set of manageable interfaces are provided along with web services. These interfaces provide functions to get internal information about services to increase observability or to provide change notifications.

### 2.10.3 Experimental Results

Di Penta et al. [83] experimented on a synthetic audio processing workflow with four services and an existing image manipulation service. The authors compared their GA approach against random search to prove its effectiveness. In their experiments, GA significantly outperformed random search. Both their black and white-box approaches proved to generate inputs and bindings that can violate SLAs. Their comparisons between these two approaches showed that the white-box approach takes less time than black-box approach to find a solution that violates QoS constraints.

Di Penta et al. [82] experimented on synthetically generated web services based on five releases of dnsjava. The most important finding in their experiments was the overall QoS increase with new releases. The only version that had lower QoS results among the new versions was the version with new features. The authors also found that SLAs might be violated by the new versions if they cover the newer versions.

Gu and Ge [124] performed their experiments on a synthetic service composition. Their experiments showed that their approach was able to identify QoS risky-paths and generate test cases that can violate QoS constraints. They have also compared their GA approach to random search similar to Di Penta et al. and according to their results GA outperformed the random search.

Driss et al. [89] experimented on a travel planner composite service example. The authors focused solely on the response time parameter. The results from their simulation was able to identify the fastest service method and also methods that have problems with response times.

### 2.10.4 Discussion

One of the main topics in SOA is QoS and SLAs. In order to establish a healthy SOA environment, it is very important to establish a standard way of representing QoS pa-
rameters and measuring them. In SOA, it is imperative that up to date QoS parameters are checked for their conformance to SLAs. This necessity highlights the importance of QoS testing and SLA conformance. The need for updating QoS parameters and SLAs with each new service version also increases the need for QoS testing.

One of the main problems the integrator faces in QoS testing is the need for testing all possible bindings. This problem is caused by dynamic nature of SOA when the integrator does not know which services will be selected and invoked. Even though expected QoS parameters in SLAs give an idea about services’ performance and enable static/simulated QoS analysis, these parameters do not reflect the network performance. For example, determining network latency for all possible users can be unrealistic.

Existing work in QoS testing can be classified into two main areas according to the way they are performed. These two main categories are simulation and real testing. The difference between these two methods are the use of service stubs rather than invoked services.

The main advantage of using stubs is its low cost. Since QoS testing can be very expensive, using stubs is an ideal way to reduce cost. Reducing cost is invaluable for the integrator allowing him to run more tests to reveal additional possible SLA violations. Another benefit of simulation is its ability to adapt dynamic SOA. In simulation, QoS ratings of existing services can be used to generate a probabilistic SLA for the whole composition.

Although simulation can be a solution to adaptation issues in QoS, it does suffer from network performance representation. Driss et al.’s [89] approach addresses this issue, by including network models in their simulations. Unfortunately, this approach cannot be used in dynamic SOA environment.

Testing with real services has the advantage of getting realistic QoS ratings and finding runtime SLA violations. The weaknesses of testing with real services is the need to test for all possible bindings and the high costs involved. Di Penta et al. [83] and Gu and Ge’s [124] similar approaches can help reduce the cost of testing for SLA violations by detecting high risk paths and focusing testing on these parts of service
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Regression testing is the reuse of the existing test cases from the previous system tests. Regression testing is performed when additions or modifications are made to an existing system. In traditional regression testing, it is assumed that the tester has access to the source code and the regression testing is done in a white-box manner [374]. Performing white-box regression testing helps mainly with test case management.

A number of the common test case management and prioritisation methods such as the symbolic execution approach and the dynamic slicing-based approach require testers’ access to the source code [374]. However, approaches like the Graph Walk Approach (GWA) by Rothermel and Harrold [271] that does not require access to the source code, can be used in ScS Regression Testing (ScSRT). This chapter distinguishes the Regression Test Selection (RTS) methods that require access to source code in order to identify those RTS methods applicable to testing web services. Since the integrator does not have source code access at the service level, RTS methods that require access to the source code are inapplicable in ScST.

According to the literature [48, 230], one of the main issues in ScSRT at the consumer side is not knowing when to perform regression testing. Since the consumer has no control over the evolution of the web service, he might not be aware of the changes to the web service. There are two possible scenarios for informing the consumer about such modifications. These scenarios are based on the provider’s knowledge about the consumers.

The first scenario arises when the SUT is registered to a UDDI broker or is not a free service. The subscription service in UDDI v3 allows automated notification of the consumers when changes are made to a service. For paid services, it is assumed that the provider has the details of the consumers through billing or service agreements. In this scenario, informing the consumers about the changes that are made to a web service will not be a problem. Even so, there is still a small room for error. If the consumers
are not properly informed about which methods of the web service are modified, they might either perform unnecessary tests or fail to perform necessary tests.

The second scenario arises when the web service that requires regression testing is a public web service with no UDDI registration and the provider does not have information about its consumers. This scenario is the most problematic one, because the consumer can only be aware of the modifications by observing errors in system behaviour or changes in the system performance. During the period, between changes being made to a service and the consumers discovering the changes, confidence in the service might decrease due to errors or decreases in QoS.

Another challenge in ScSRT is the concurrency issues that might arise during testing due to the tester not having control over all participating web services. Ruth and Tu [275] discussed these issues and identified possible scenarios. They identified three different scenarios, all of which are based on the issue of having a service or a method modified other than the SUT during the regression test process. The problem attached to this issue is called fault localisation. During the regression testing process, if a tester is not informed about the modifications to a web service that is invoked by the SUT, then the faults that are caused by this service can be seen as the faults in the SUT.

### 2.11.1 Perspectives in Regression Testing

Regression testing is another essential testing methodology that can be performed by all the stakeholders in SOA. ScSRT for the developer is the same as traditional regression testing.

The ScSRT approaches in this section are divided into two categories: regression testing for single services and the service compositions. The approaches for service compositions such as Ruth and Tu [276], Liu et al. [191], Mei et al. [213] and Tarhini et al. [310] are aimed to be performed by the integrator. Approaches such as Tsai et al. [327], Di Penta et al. [82] and Hou et al. [139] are expected to be performed by the integrator and the certifier. Lin et al.’s [188] approach can only be performed by the developer.
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As explained earlier, the RTS method of Rothermel and Harrold is used by many ScSRT researchers. The proposed approaches by the researchers usually differ in the method of the Control Flow Graph (CFG) generation.

Ruth and Tu [276] propose a regression testing approach that is based on Rothermel and Harrold’s GWA technique. This approach assumes that the CFGs of participating services are provided by their developers. Ruth and Tu also propose that the test cases and a table of test cases’ coverage information over the CFG must also be provided along with WSDL file via WS-Metadata Exchange Framework [351]. The required CFG needs to be constructed at the statement level, meaning every node in the CFG will be a statement. These nodes will also keep a hash code of their corresponding statements. When a change is made to the system, the hash of the modified service will be different from the hash of the original service so that the RTS algorithm detects the modified parts in the service without seeing the actual source code.

Ruth et al. [274] also propose an automated extension to their RTS technique that tackles the concurrency issues that might arise during ScSRT. This approach helps in solving the multiple modified service problem by using call graphs [276]. It is possible to determine the execution order of the modified services by using the call graphs. A strategy called ‘downstream services first’ is applied in order to achieve fault localisation. In this strategy, if a fault is found in a downstream service, none of the upstream services are tested until the fault is fixed. Ruth et al. also take the situation into consideration where a service makes multiple calls to different services in parallel.

Lin et al. [188] propose another GWA based regression testing approach where CFGs are created from Java Interclass Graph (JIG) [135]. A framework that performs RTS on the transformed code of a Java based web service is also proposed by Lin et al. The code transformation can be performed only in Apache Axis framework [6]. The proposed approach uses the built-in WSDL2Java [357] generated classes both on the server and the tester side, and replaces messaging with local method invocation. A simulation environment is created by combining stub and skeleton objects into a local
proxy in a local Java virtual machine. Execution of the simulation allows the generation of JIG on which the GWA can be performed. Compared to the previously presented approaches, Lin et al.'s approach is able to generate CFGs in an automated fashion without the knowledge of internal behaviour of the web service. The main limitation of this approach is its restricted application to Java-based web services.

Liu et al. [191] address the issues that occur due to concurrency in BPEL regression testing. Lui et al. propose a test case selection technique based on impact analysis. The impact analysis is performed by identifying the changes to the process under test and discovering impacted paths by these changes.

Tarhini et al. [310] propose another model-based regression testing approach using the previously explained model in Section 2.6. The proposed model is capable of representing three types of modifications to the composite services:

1. Addition of a new service to the system.
2. Functional modifications to an existing service in the system.
3. Modifications to the specification of the system.

The changes that are made to the system are represented in the modified version of the original TLTS. The second and third type of modifications are represented by adding or removing states or edges from the TLTS of the original system.

An approach that performs regression testing for BPEL processes is proposed by Wang et al. [335]. This approach uses the BFG [379] that was described in Section 2.6.2.1. Wang et al. propose a BPEL regression testing framework that can generate and select test cases for regression testing using Rothermel and Harrold’s RTS technique. Wang et al. extended the BFG model into another graph called eXtensible BFG (XBFG) that the authors claim is better suited to regression testing. Li et al. [177] introduce another XBFG based ScSRT approach where test case generation and selection is based on the comparison of different versions of BPEL applications. Yang et al. [366] propose an approach that aims at providing effective fault localisation using recorded testing symbols. The proposed symbols contain the test step number and the
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service interface information. The approach is supported by test scripts that contain information test data and test behaviour.

Mei et al. [213] propose a different black-box test case prioritisation technique for testing web service compositions. In this approach, test case prioritisation is based on the coverage of WSDL tags in XML Schemas for input and output message types. Askarunisa et al. [12] also proposed a black-box prioritisation approach for OWL-S services. The proposed approach provides prioritisation based on several criteria such as fault rate, fault severity and number of activities or transitions covered.

Mei et al. [217] also propose another coverage model which captures BPEL process, XPath and WSDL that enables test case prioritisation. In this approach, test cases can be sorted by XRG branch coverage and WSDL element coverage in addition to their BPEL branch coverage.

Athira and Samuel [13] propose a model-based test case prioritisation approach for service compositions. The approach discovers the most important activity paths using a UML activity diagram of the service composition under test.

Chen et al. [71] also propose a model-based test case prioritisation approach based on impact analysis of BPEL processes. The authors introduce a model called BPEL Flow Graph (BPFG) into which BPEL processes are translated for change impact analysis. Test cases are prioritised according to the proposed weighted dependence propagation model.

Zhai et al. [383] propose a test case prioritisation technique that incorporates service selection for location-aware service compositions. In order to overcome the potential issues caused by dynamic service selection, the authors propose a service selection phase. In this phase, a service known to behave as expected is selected and bound to the composition before the testing process. The authors introduce a concept called Point Of Interest (POI) aware prioritisation technique that is more effective than traditional input directed techniques for location-aware services.

Nguyen et al. [231] propose a test case prioritisation approach for “audit testing” of web services. Audit testing aims to validate the interoperability of new versions
of the invoked services. The proposed prioritisation approach determines change sensitivity of each test case and uses this metric to prioritise them. Change sensitivity is measured using a mutation analysis where the execution of monitored service responses are compared to the execution of their mutants. Mutant responses are generated by applying the nine mutation operators (introduced by the authors) to the monitored service responses.

Nguyen et al. [229] also proposed another prioritisation approach using past execution traces and Information Retrieval (IR). In the approach past execution traces are used to generate test case identifier documents which contain terms that appear in method signatures, variable and class names. Then, IR is applied to search for test cases that are related to the given service change description (by the provider). The ranking of the identifier documents provided by IR tools is used for test case prioritisation.

Mei et al. [216] propose a regression testing approach that addresses the issues regarding late service binding in service compositions called Preemptive Regression Testing (PRT). The approach is aimed at regression testing of services that can change processing logic or invoke external services during their execution. During the curse of regression testing when a change detected PRT takes control of the regression testing and searches for test cases (in the current test suite) that cover the recently modified part of the service. If test case(s) covering the modified part is found these test case(s) first get executed then the regression testing continues if there is no more modifications are found.

Zhang et al. [385] propose a regression testing model called WSRTM aiming to test semantic web services. The model captures help identifying changes to the WSDL ad IOPEs of the service. Based on the generated model and testers coverage choice, test cases are generated for regression testing. Generated test cases aim to validate the sequential functional behaviour of services.

Srikanth and Cohen [301] propose a regression testing approach for SaaS environment. In the approach use cases of previous failures are modelled as abstract events. Then, event sequences are created using these models and the tester provided con-
The need for a visual testing tool is addressed by Pautasso [254]. The author proposes a framework called JOpera. JOpera is capable of performing unit and regression testing on web service compositions. The proposed tool is implemented using a language called JOpera Visual Composition Language [255]. One of the most important features of JOpera is its ability to reflect changes and allow better regression testing. JOpera separates the composition model from the service descriptions. Therefore, it can test both independently. JOpera regression testing starts with registry query to discover existing test cases. The approach uses snapshots to capture and compare execution states with expected states. Data flow information helps with fault localisation. Chaturvedi [69] also propose a framework automates the regression testing of web services. The tool generates a graph of the web service (based on WSDL) which is used to determine the modified parts of the code.

Tsai et al. [327] propose a Model-based Adaptive Test (MAT) case selection approach that can be applied to both regression testing and group testing. This approach defines a model called the Coverage Relationship Model (CRM) that is used for test case ranking and selection. Using this model, test cases with similar aspects and coverage can be eliminated. Tsai et al. define multiple rules that guarantee the selection of the most potent test cases and prove that the less potent test cases never cover the more potent test cases. Tsai et al. claim that this approach can be applied to regression testing when a new version of a service with the same specifications is created.

In ScSRT, test case management has other test case prioritisation considerations such as service access quotas. Hou et al. [139] address the issue of quota-constraints for ScSRT. The quota problem might occur when performing regression testing on web services with a limited number of periodic accesses. The use of quotas can affect a service user in two ways:

1. It might increase the cost of testing if the service user is on a pay-per-use agreement. Each time a test case is executed, the cost of testing will increase.
2. It might cause an incomplete test run if the service user runs out of access quota before completing the regression test.

Hou et al. [139] propose a scheduled regression testing that divides the testing process into several parts according to the user’s access quotas, while ignoring the actual execution time of the regression testing. The aim of this approach is to divide test cases into groups based on time slots that suit the user’s web service access quotas. The proposed test case prioritisation approach is based on a multi-objective selection technique, which defines an objective function that aims to attain maximum coverage within the quota constraints of services.

Di Penta et al. [82] propose a collaborative regression testing approach that aims to test both functional and non-functional properties of web services. Di Penta et al.’s approach allows the developer to publish test cases along with services that are used in the initial testing and regression testing. The approach also reduces the cost of regression testing by monitoring service input-output. All these functionalities are provided by a testing tool that supports this approach.

### 2.11.3 Experimental Results

Mei et al. [213] experimented on eight BPEL examples and randomly generated 1,000 test cases for these programs. Using these test cases, 100 test suites with average 86 test cases were generated. The authors claim that their black-box testing approaches can achieve similar fault detection rates to white-box testing approaches.

Mei et al. [217] also used the same case study to evaluate their coverage based approach. The authors proposed 10 different techniques for prioritisation. All 10 techniques were found to be more effective then random prioritisation. The results also suggest that the techniques augmenting additional coverage information from WSDL elements and XRG provide more effective prioritisation.

Di Penta et al. [82] experimented on five synthetically generated web services based on five releases of dnsjava. The outputs are analysed from two different perspectives. The first perspective is the comparison against all other service releases. The
second perspective is checking the output from a single service. The results using the first perspective highlighted that this method can easily detect errors that arise with a new release of a web service.

Zhai et al. [383] experimented on a real-world service composition called City Guide. The proposed service selection method reduced service invocations by 53.18%. The POI-aware techniques outperformed the input guided techniques in invocation reduction.

### 2.11.4 Discussion

The issues that relate to ScSRT for all the stakeholders in SOA are addressed by some of the work discussed above. For example, one of the major issues in ScSRT is that of the integrator not having a realistic test suite. This issue is addressed by Ruth and Tu [276] and Di Penta et al. [82].

Ruth et al.’s regression testing approach can be very efficient if all CFGs for called services are available and granularities of CFGs are matched, but it also requires the developers to create CFGs and hashes. This approach is also limited to static composite services. Furthermore, it might not be desirable to inform all integrators of a service at once and allow them to perform tests at the same time in order to avoid service disruptions.

This issue of possible service disruptions is a big problem at the provider side. Multiple services provided by the same provider might be affected from the regression testing of another service. As a result, the QoS of services other than the SUT might also be reduced.

ScSRT exacerbates some of the cost related problems, such as high cost due to service invocations. Unfortunately, none of the approaches in this section provides a complete solution to this problem. The approaches that reduce the number of test cases, such as Tsai et al. [327], can help to minimise this problem. Nevertheless, a large regression test suite might require a high number of executions.

An additional concern related to the limitations in performing ScSRT due quota
restrictions is addressed by Hou et al. [139]. This approach does not reduce the cost but helps towards completing the test within a budget.

Some of the issues mentioned in this section and their solutions are based on static web service usage. The issues such as informing integrators about the changes to a service or quota limitations will be phased out with the coming transition to dynamic SOA. In dynamic SOA, the integrator’s need for testing the system with new service versions and service disruptions due to regression testing by many integrators are expected to be eliminated. This is because in dynamic SOA, testing for new service versions may be hampered by the lack of knowledge concerning run-time binding.

2.12 Conclusion

In this chapter we provided a summary of testing techniques and approaches that have been proposed for testing web services. The chapter focused on fundamental functional testing methodologies such as unit testing, regression testing, integration testing and interoperability testing of Web services. The chapter also included testing methodologies such as model-based testing, fault-based testing, formal verification, partition testing, contract-based testing and test case generation. There are two other sections: collaborative testing (testing approaches where multiple stakeholders participate in testing) and QoS violation testing. Each section introduced the relevant approaches, discussed their strengths and weaknesses. Each section also discussed the experimental results that are presented by the authors of each work in order to highlight achievements of these work.

As Web services increasingly attract more attention from the industry and the research communities, new issues involving ScST are being identified. Some of the previously identified issues are addressed by the approaches discussed in this chapter, while others still await effective solutions. Several of the unaddressed issues in ScST need new and more efficient solutions, thus bringing new opportunities and challenges. According to the authors, the current open problems in ScST are:

1. Lack of real-world case-studies.
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2. Solutions that can generate realistic test data.

3. Solutions to reduce the cost of ScST.

4. Solutions that improve the testability of ScS.

5. Solutions that combine testing and verification of ScS.

6. Modelling and validation of fully decentralised ScS.

We believe in order to provide a better understanding of the open problems in ScST, the current trends needs to be analysed and discussed. As a result, the following chapter first provides an analysis of the current trends in ScST, and then discusses the open issues in order to predict emerging and possible future trends.
Chapter 3

Analysis of Trends in Service-centric System Testing

3.1 Service-centric System Testing Trends

In order to understand the trends in ScST, all the existing work in this field are analysed from several different perspectives. To give a better idea about the different aspects of this field, comparisons with different research fields are also presented.

One of the most important factors that proves the significance of a research field is the number of research publications. Figure 3.1 shows the total number of publications from 2002 to 2012. Total number of publications in 2012 might not reflect the actual number due to its recency. In Sharma et al.’s [288] study, the authors identified 146 papers published between 2002 and 2011 in web service testing subject. In our study, for the same period we identified 215 papers.

Analysis of the research publications on the subject revealed its rapid growth. The trend line plotted on Figure 3.1 with coefficient determination value \( R^2 \approx 0.995 \) is very reassuring to make future predictions. The trend line suggests that if this trend continues until 2014, the number of publications will be around 325, close to twice the number of publications in 2010.

Furthermore, the present survey only focuses on functional ScST. The total number of research publications in ScST can be much higher than stated since the present
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The survey does not include other important testing areas such as security testing and performance testing.
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Figure 3.1: Total number of publications from 2002 to 2012

Analysis of the publication volume for the testing techniques and methodologies used in ScST is presented in Figure 3.2 and Figure 3.3. Formal verification, model-based testing and fault-based testing are the three methodologies on which the larger volumes are noted.

Existing information on the application of ScST in industry allows for some comparison of the evolution of ScST in industry and academia. According to Bloomberg [39], the history of web service testing is divided into three phases, based on the functionalities that are added to ScST tools during these periods:

1. **During phase one (2002-2003)**, web services were considered to be units and testing was performed in a unit testing fashion using web service specifications.

2. **During phase two (2003-2005)**, testing of SOA and its capabilities emerged. The testing in this phase included testing the publishing, finding, binding capabilities of web services, the asynchronous web service messaging capability and the
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SOAP intermediary capability of SOA. Testing for QoS also emerged as a topic of interest during this period.

3. During phase three (2004 and beyond), the dynamic runtime capabilities of web services were tested. Testing web service compositions and web service versioning testing emerged during this period.

![Trends for Testing Techniques applied to ScST](image1)

Figure 3.2: Publication trends of testing techniques applied to ScST

![Trends for Testing Methodologies applied to ScST](image2)

Figure 3.3: Publication trends of testing methodologies applied to ScST
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Analysis of the academic work in Figure 3.2 and Figure 3.3 do not yield results similar to Bloomberg’s analysis. For example, in the 2002-2003 period, 5 publications on formal verification, 1 on test data generation, 1 on integration, 1 on QoS and 1 on collaborative testing were published. In academic research, the first work using unit testing appeared in 2005. Analysis for the remaining periods also shows a relatively small apparent correlation between the industry and academia.

![Types of Case Studies Used in Experiments](image)

Figure 3.4: Distribution of case study types used in experimental validation. Number inside the circle indicate absolute number of papers.

The final analysis on existing research covers the experiments performed in the publications to validate the applicability and the effectiveness of the proposed approaches. This analysis gives an idea of the case studies used by others. Figure 3.4 presents the type of case studies used by the researchers.

This figure highlights one of the great problems in ScST research - lack of real-world case studies. Unfortunately, 62% of the research publications discussed in Chapter 2 provide no experimental results. The synthetic service portion of the graph mainly includes approaches for testing Business Process Execution Language (BPEL) compositions. The most common examples are the loan approval and the travel agency (travel booking) systems that are provided with BPEL engines. There are also experiments on existing Java code that are turned into services such as javaDNS, JNFS and Haboob.
The real services used in experiments are generally existing small public services that can be found on the Internet. There are four experiments performed on existing projects such as government projects, Mars communication service and an HR system.

## 3.2 Categorisation of Testing Approaches Applied to Service-centric System Testing

In this section we provide an overview of the work discussed in Chapter 2. Table 3.1 highlights certain aspects of each work, such as category, web service technologies, testing tools and case studies, making the comparison of the existing work easier. We believe that having a summary of all case studies used in the existing work is invaluable at least for two reasons. First, it helps reduce the effects of the lack of experimental validation in ScST research, which is a major problem. As mentioned in Section 3.1, 71% of the work covered in Chapter 2 do not provide any experimental results. The information presented in Table 3.1 may give the researchers an idea on the available case studies that can be used in their work for experimental validation. Second, having a summary of all used case studies enables researchers to apply their techniques on the same/similar case studies used in the existing work, allowing better comparison among the approaches.

Presenting the summary of the tools used is also important to both researchers and industry. We believe this information enables researchers to discover available tools on a specific testing methodology and use the publicly available ones in their experiments, or for integrating them to their tool/framework. For industry, discovering the state-of-the-art tools developed by research communities might provide opportunities for the application of these approaches to real-world systems.

Table 3.1 also enables researchers to easily notice the gaps in service technologies that are not covered by any of the existing work. The information from the table might bring opportunities as well as questions on the reasons that limit application of the existing approaches to that specific service technology.
### Table 3.1: Summary of ScS Testing and Verification Approaches

<table>
<thead>
<tr>
<th>Author</th>
<th>Testing Category</th>
<th>WS Technology</th>
<th>Tools</th>
<th>Services/ScS Used in Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartolini et al. [20]</td>
<td>Specification based test data generation</td>
<td>WSDL</td>
<td>WS-TAXI</td>
<td>Pico service</td>
</tr>
<tr>
<td>Ma et al. [201]</td>
<td>Specification based test data generation</td>
<td>WSDL</td>
<td>–</td>
<td>Synthetic order system (3 versions)</td>
</tr>
<tr>
<td>Bai et al. [16]</td>
<td>Specification based test data generation</td>
<td>WSDL</td>
<td>–</td>
<td>356 public services</td>
</tr>
<tr>
<td>Li et al. [185]</td>
<td>Specification based test data generation</td>
<td>WSDL</td>
<td>WSTD-Gen</td>
<td>Call center query service</td>
</tr>
<tr>
<td>Chakrabarti and Kumar [65]</td>
<td>Test data generation</td>
<td>WADL</td>
<td>–</td>
<td>Real RESTful web service</td>
</tr>
<tr>
<td>Paradkar et al. [252]</td>
<td>Model-based testing</td>
<td>OWL-S</td>
<td>–</td>
<td>An online application for asset management</td>
</tr>
<tr>
<td>Dong and Yu [87]</td>
<td>Model-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Ma et al. [202]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Guangquan et al. [125]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>–</td>
<td>Book renewal process</td>
</tr>
<tr>
<td>Conroy et al. [74]</td>
<td>Test data generation</td>
<td>WSDL</td>
<td>–</td>
<td>Accenture People Directory and University Data applications</td>
</tr>
<tr>
<td>Yan et al. [365]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>–</td>
<td>Loan approval</td>
</tr>
<tr>
<td>Yuan et al. [379]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Endo et al. [98]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>ValiBPEL</td>
<td>GCD, Loan approval and nice journey</td>
</tr>
<tr>
<td>Kaschner and Lohmann [164]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>–</td>
<td>Example online shop</td>
</tr>
<tr>
<td>Hou et al. [138]</td>
<td>Test case generation</td>
<td>BPEL</td>
<td>–</td>
<td>Loan approval(1-2), ATM, market place, gymlocker, BPEL(1-5)</td>
</tr>
<tr>
<td>Casado et al. [59]</td>
<td>Model-based testing</td>
<td>WS-COOR, WS-BA</td>
<td>–</td>
<td>Loan approval</td>
</tr>
<tr>
<td>Casado et al. [57, 60, 58, 61]</td>
<td>Model-based testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Blanco et al. [37]</td>
<td>Test case generation using search-based methods</td>
<td>BPEL</td>
<td>–</td>
<td>Loan approval and shipping service</td>
</tr>
</tbody>
</table>
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### Table 3.1 – Continued

<table>
<thead>
<tr>
<th>Author</th>
<th>Testing Category</th>
<th>WS Technology</th>
<th>Tools</th>
<th>Services/ScS Used in Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heckel and Mariani [137]</td>
<td>Partition testing</td>
<td>WSDL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Park et al. [253]</td>
<td>Partition testing</td>
<td>WSDL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Bertolino et al. [29]</td>
<td>Partition testing</td>
<td>WSDL</td>
<td>TAXI</td>
<td>–</td>
</tr>
<tr>
<td>Sun et al. [305]</td>
<td>Partition testing</td>
<td>WSDL</td>
<td>–</td>
<td>Synthetic electronic payment system</td>
</tr>
<tr>
<td>Bai et al. [17]</td>
<td>Partition testing</td>
<td>WSDL</td>
<td>–</td>
<td>Synthetic travel system</td>
</tr>
<tr>
<td>Heckel and Lochmann [136]</td>
<td>Contract-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>2 synthetic services (Tritype and Middle)</td>
</tr>
<tr>
<td>Mei and Zhang [212]</td>
<td>Contract-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>2 real services (converttemp and convertvalue) and 2 synthetic services (shape, complex shape)</td>
</tr>
<tr>
<td>Dai et al. [77]</td>
<td>Contract-based testing</td>
<td>OWL-S</td>
<td>CBT4WS</td>
<td>–</td>
</tr>
<tr>
<td>Andrés et al. [5]</td>
<td>Contract-based testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Noikajana and Suwannasart [232]</td>
<td>Contract-based testing</td>
<td>WSDL-S</td>
<td>–</td>
<td>2 synthetic services RectangleType and IncreaseDate</td>
</tr>
<tr>
<td>Askarunisa et al. [11]</td>
<td>Contract-based testing</td>
<td>WSDL-S</td>
<td>–</td>
<td>2 real services (converttemp and convertvalue) and 2 synthetic services (shape, complex shape)</td>
</tr>
<tr>
<td>Liu et al. [193]</td>
<td>Contract-based testing</td>
<td>SAWSDL</td>
<td>–</td>
<td>Synthetic e-learning service</td>
</tr>
<tr>
<td>Saleh et al. [278]</td>
<td>Contract-based testing</td>
<td>SAWSDL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Sneed and Huang [295]</td>
<td>Unit testing</td>
<td>WSDL</td>
<td>WSDLTest</td>
<td>eGoverment project with 9 Web Services (WS)</td>
</tr>
<tr>
<td>Lenz et al. [176]</td>
<td>Model-driven unit testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Chan et al. [66]</td>
<td>Unit testing using metamorphic relations</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Sun et al. [306]</td>
<td>Unit testing using metamorphic relations</td>
<td>WSDL</td>
<td>–</td>
<td>Synthetic ATM example</td>
</tr>
<tr>
<td>Tsai et al. [321, 317]</td>
<td>Unit testing</td>
<td>WSDL</td>
<td>ASTRAR</td>
<td>60 versions of synthetic BBS web service</td>
</tr>
<tr>
<td>Tsai et al. [328]</td>
<td>Unit testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mayer and Lübke [208]</td>
<td>Unit testing</td>
<td>BPEL</td>
<td>BPELUnit</td>
<td>–</td>
</tr>
<tr>
<td>Li et al. [186]</td>
<td>Unit testing</td>
<td>BPEL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Mani et al. [205]</td>
<td>Unit testing</td>
<td>WSDL</td>
<td>Taukan</td>
<td>–</td>
</tr>
<tr>
<td>Palomo-Duarte et al. [247]</td>
<td>Unit testing</td>
<td>BPEL</td>
<td>Taukan</td>
<td>–</td>
</tr>
<tr>
<td>Zhu et al. [398]</td>
<td>Unit testing</td>
<td>–</td>
<td>SCENETester</td>
<td>4 synthetic compositions</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Author</th>
<th>Testing Category</th>
<th>WS Technology</th>
<th>Tools</th>
<th>Services/ScS Used in Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illieva et al. [146, 145]</td>
<td>Unit testing</td>
<td>BPEL</td>
<td>TASSA</td>
<td>–</td>
</tr>
<tr>
<td>Reza and Van Gilst [270]</td>
<td>Unit testing</td>
<td>RESTful services</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Chandramohan et al. [67]</td>
<td>Unit testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Hallé [127, 128]</td>
<td>Unit testing</td>
<td>SOAP, WSDL</td>
<td>–</td>
<td>Synthetic service example</td>
</tr>
<tr>
<td>Li et al [182]</td>
<td>Unit testing</td>
<td>–</td>
<td>SOArMetrics</td>
<td>–</td>
</tr>
<tr>
<td>Sinha and Paradkar [292]</td>
<td>Model-based testing</td>
<td>WSDL-S</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Bentakouk et al. [26]</td>
<td>Model-based testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Escobedo et al. [101]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Fu et al. [114]</td>
<td>Model-checking</td>
<td>BPEL</td>
<td>SPIN</td>
<td>–</td>
</tr>
<tr>
<td>García-Fanjul et al. [117]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>SPIN</td>
<td>Loan approval example</td>
</tr>
<tr>
<td>Zheng et al. [392]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>SPIN, NuSMV</td>
<td>–</td>
</tr>
<tr>
<td>Huang et al. [141]</td>
<td>Model-based testing</td>
<td>OWL-S</td>
<td>BLAST</td>
<td>Synthetic shopping WS</td>
</tr>
<tr>
<td>Endo and Simao [99]</td>
<td>Model-based testing</td>
<td>OWL-S, BPEL, WS-CDL</td>
<td>JSWebModelTest</td>
<td>ThirdPartyCall-SOA, QualiPSO-Factory</td>
</tr>
<tr>
<td>Jokhio et al. [154]</td>
<td>Model-checking</td>
<td>WSMO</td>
<td>ProB</td>
<td>Amazon E-commerce service</td>
</tr>
<tr>
<td>Di Petro et al. [84]</td>
<td>Model-checking</td>
<td>–</td>
<td>SMC4WS, NuSMV</td>
<td>Synthetic BPEL example</td>
</tr>
<tr>
<td>Ibrahim and Khalil [144]</td>
<td>Model-checking</td>
<td>BPEL</td>
<td>UPAAL</td>
<td>–</td>
</tr>
<tr>
<td>Pacharoen et al. [244]</td>
<td>Model-checking</td>
<td>BPEL</td>
<td>LTSA</td>
<td>–</td>
</tr>
<tr>
<td>Fu and Chen [113]</td>
<td>Model-checking</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Zhao et al. [389]</td>
<td>Model-checking</td>
<td>BPEL</td>
<td>EVALUATOR</td>
<td>synthetic banking process</td>
</tr>
<tr>
<td>Luo et al. [198]</td>
<td>Model-checking</td>
<td>OWL-S</td>
<td>MCTK</td>
<td>BravoAirProcess</td>
</tr>
<tr>
<td>Gao and Li [115]</td>
<td>Model-checking</td>
<td>BPEL</td>
<td>–</td>
<td>Synthetic online payment system</td>
</tr>
<tr>
<td>Gao et al. [116]</td>
<td>Model-checking</td>
<td>–</td>
<td>PRISM</td>
<td>Synthetic services</td>
</tr>
<tr>
<td>Qi et al. [263]</td>
<td>Model-checking</td>
<td>–</td>
<td>Filt-MC</td>
<td>WS-ReliableMessaging example</td>
</tr>
<tr>
<td>Oghabi et al. [236]</td>
<td>Model-checking</td>
<td>OWL-S</td>
<td>PRISM</td>
<td>–</td>
</tr>
<tr>
<td>Todica et al. [316]</td>
<td>Model-checking</td>
<td>BPEL</td>
<td>SPIN</td>
<td>–</td>
</tr>
<tr>
<td>Zhao et al. [390]</td>
<td>Model-checking</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Betin-Can and Bultan [32, 33]</td>
<td>Model-checking</td>
<td>BPEL</td>
<td>JavaPathfinder, SPIN</td>
<td>Synthetic travel agency service and purchase order service</td>
</tr>
<tr>
<td>Kacem et al. [161]</td>
<td>Model-checking</td>
<td>BPEL</td>
<td>BPELVT, SPIN</td>
<td>Synthetic BPEL process</td>
</tr>
<tr>
<td>Ramsokul and Sowmya [264]</td>
<td>Model-checking</td>
<td>WS protocols</td>
<td>SPIN</td>
<td>WS-AT</td>
</tr>
<tr>
<td>Hwang et al. [143]</td>
<td>Model-checking</td>
<td>BPEL, WS-CDL</td>
<td>–</td>
<td>Synthetic shopping process</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Author</th>
<th>Testing Category</th>
<th>WS Technology</th>
<th>Tools</th>
<th>Services/ScS Used in Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamel et al. [129]</td>
<td>Model-checking</td>
<td>BPEL</td>
<td>RODIN</td>
<td>–</td>
</tr>
<tr>
<td>Lallai et al. [168]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>BPEL2IF, TestGen-IF</td>
<td>Oracle example loan Service</td>
</tr>
<tr>
<td>Cao et al. [51, 52]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>WSOTF, TGSE</td>
<td>Oracle example loan Service</td>
</tr>
<tr>
<td>Dong and Yu [87]</td>
<td>Model-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Wang et al. [338]</td>
<td>Model-based testing</td>
<td>OWL-S</td>
<td>TCGen4WS</td>
<td>–</td>
</tr>
<tr>
<td>Zahoor et al. [382]</td>
<td>Formal verification using satisfiability solving</td>
<td>BPEL-S</td>
<td>SAT solver</td>
<td>Shipping service</td>
</tr>
<tr>
<td>Papapanagiotou and Fleuriot [248]</td>
<td>Formal verification using linear logic</td>
<td>–</td>
<td>HOL Light</td>
<td>Synthetic home purchase</td>
</tr>
<tr>
<td>Ouyang et al. [241]</td>
<td>Formal verification using Petri Nets</td>
<td>BPEL</td>
<td>BPEL2PNML, Wof-BPEL</td>
<td>–</td>
</tr>
<tr>
<td>Schlingloff et al. [282]</td>
<td>Model-checking using Petri Nets</td>
<td>BPEL</td>
<td>Lola</td>
<td>–</td>
</tr>
<tr>
<td>Lohmann et al. [194]</td>
<td>Formal verification Petri Nets</td>
<td>BPEL</td>
<td>BPEL2oWFN, Fiona</td>
<td>Onlineshop example</td>
</tr>
<tr>
<td>Yang et al.’s [368]</td>
<td>Formal verification Petri Nets</td>
<td>BPEL</td>
<td>CPNTools</td>
<td>–</td>
</tr>
<tr>
<td>Yi et al. [371]</td>
<td>Formal verification Petri Nets</td>
<td>BPEL</td>
<td>CPNTools</td>
<td>Airline and travel agency service</td>
</tr>
<tr>
<td>Dong et al. [88]</td>
<td>Formal verification Petri Nets</td>
<td>BPEL</td>
<td>Pose++</td>
<td>–</td>
</tr>
<tr>
<td>Dai et al. [78]</td>
<td>Formal verification Petri Nets</td>
<td>BPEL</td>
<td>MCT4WS</td>
<td>–</td>
</tr>
<tr>
<td>Xu et al. [363]</td>
<td>Formal verification Petri Nets</td>
<td>BPEL</td>
<td>BPEL2PNML</td>
<td>–</td>
</tr>
<tr>
<td>Moser et al. [225]</td>
<td>Formal verification using Petri Nets</td>
<td>BPEL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Li et al. [183]</td>
<td>Formal verification Petri Nets</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Zhu et al. [397]</td>
<td>Formal verification Petri Nets</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
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### Table 3.1 – Continued

<table>
<thead>
<tr>
<th>Author</th>
<th>Testing Category</th>
<th>WS Technology</th>
<th>Tools</th>
<th>Services/ScS Used in Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li et al. [180]</td>
<td>Model-based testing</td>
<td>WSDL</td>
<td>WS-StartGaze</td>
<td>Parlay X Conference WS, CSTA Routing Service</td>
</tr>
<tr>
<td>Tarhini et al. [313]</td>
<td>Model-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Felderer et al. [106, 107]</td>
<td>Model-based testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Frantzen et al. [111]</td>
<td>Model-based testing</td>
<td>WSDL</td>
<td>JAMBITON, MINERVA</td>
<td>Synthetic Alarm Dispatcher Service</td>
</tr>
<tr>
<td>Yang et al. [367]</td>
<td>Model-based testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Li and Chou [179]</td>
<td>Model-based testing</td>
<td>–</td>
<td>–</td>
<td>Parlay X Conference service</td>
</tr>
<tr>
<td>Liu et al. [189]</td>
<td>Model-based testing</td>
<td>OWL-S</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Maalej et al. [203, 204]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>WSCCT</td>
<td>Synthetic blood search BPEL process</td>
</tr>
<tr>
<td>Belli and Linschulte [23]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>CPP &amp; ETES</td>
<td>ISELTA web service</td>
</tr>
<tr>
<td>Endo et al. [97]</td>
<td>Model-based testing</td>
<td>–</td>
<td>–</td>
<td>Synthetic banking system</td>
</tr>
<tr>
<td>Wu and Lee [360]</td>
<td>Model-based testing</td>
<td>WSDL-S</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Sun et al. [304]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>–</td>
<td>SmartShelf synthetic BPEL</td>
</tr>
<tr>
<td>Belli et al. [22]</td>
<td>Model-based testing</td>
<td>BPEL</td>
<td>CPP &amp; ETES</td>
<td>ISELTA web service</td>
</tr>
<tr>
<td>Offutt and Xu [235]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>Mars Robot Communication Service (MRCS)</td>
</tr>
<tr>
<td>Xu et al. [364]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>MRSC, WS-I example supply chain application</td>
</tr>
<tr>
<td>Almedia and Vergilio [79]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>SMAT-WS</td>
<td>9 government services</td>
</tr>
<tr>
<td>Hanna and Munro [130]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Vieira et al. [332]</td>
<td>Fault-based testing</td>
<td>SOAP</td>
<td>–</td>
<td>21 public WS</td>
</tr>
<tr>
<td>Tsai et al. [326]</td>
<td>Fault-based testing</td>
<td>OWL-S</td>
<td>–</td>
<td>60 versions of synthetic BBS web service</td>
</tr>
<tr>
<td>Martin et al. [207]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>WebSob</td>
<td>–</td>
</tr>
<tr>
<td>Salva and Rabhi [280]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>Amazon E-Commerce service</td>
</tr>
<tr>
<td>Li et al. [181]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>5 undisclosed public services</td>
</tr>
<tr>
<td>Shafin et al. [287]</td>
<td>Fault-based testing</td>
<td>OWL-S</td>
<td>FIT</td>
<td>Online Bank service from WebLogic</td>
</tr>
<tr>
<td>Looker et al. [196, 195]</td>
<td>Fault-based testing</td>
<td>SOAP</td>
<td>WS-FIT</td>
<td>Synthetic stock market trading system with 3 WS</td>
</tr>
<tr>
<td>Farj et al. [104]</td>
<td>Fault-based testing</td>
<td>SOAP</td>
<td>NetFIS</td>
<td>Bioinformatics Web services</td>
</tr>
<tr>
<td>Juszczyk and Dustdar [158, 159, 157]</td>
<td>Fault-based testing</td>
<td>–</td>
<td>Genesis2</td>
<td>Apache CXF, Groovy SOAP Module, DAIOS</td>
</tr>
</tbody>
</table>
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### Table 3.1 – Continued

<table>
<thead>
<tr>
<th>Author</th>
<th>Testing Category</th>
<th>WS Technology</th>
<th>Tools</th>
<th>Services/ScS Used in Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siblini and Mansour [291]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>Credit card checking service</td>
</tr>
<tr>
<td>Mei and Zhang [212]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>2 synthetic services (Tritype and Middle)</td>
</tr>
<tr>
<td>Lee et al. [174]</td>
<td>Fault-based testing</td>
<td>OWL-S</td>
<td>–</td>
<td>Book finder example OWL-S</td>
</tr>
<tr>
<td>Wang and Huang [336]</td>
<td>Fault-based testing</td>
<td>OWL-S</td>
<td>–</td>
<td>Synthetic banking system</td>
</tr>
<tr>
<td>Domínguez-Jiménez et al. [86]</td>
<td>Fault-based testing</td>
<td>BPEL</td>
<td>–</td>
<td>Synthetic loan approval</td>
</tr>
<tr>
<td>Boonyakulsrirung and Suwannasart [40]</td>
<td>Fault-based testing</td>
<td>BPEL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Fu et al. [112]</td>
<td>Fault-based testing</td>
<td>–</td>
<td>–</td>
<td>4 Java web service applications (FTPD, JNFS, Haboob, Muffin)</td>
</tr>
<tr>
<td>Bessayah et al. [31]</td>
<td>Fault-based testing</td>
<td>SOAP</td>
<td>WSInject</td>
<td>Synthetic TRS</td>
</tr>
<tr>
<td>Apilli [7]</td>
<td>Fault-based testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Watkins [340]</td>
<td>Fault-based testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Carrozza et al. [56]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>WSRTesting</td>
<td>TerraService, Air Traffic Control services</td>
</tr>
<tr>
<td>Oliveira et al. [237]</td>
<td>Fault-based testing</td>
<td>WSDL</td>
<td>–</td>
<td>250 public web services</td>
</tr>
<tr>
<td>Bertolino and Polini [30]</td>
<td>Interoperability testing</td>
<td>WSDL</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Yu et al. [377]</td>
<td>Interoperability testing</td>
<td>OWL-S</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Guermouche and Godart [126]</td>
<td>Model-checking for interoperability</td>
<td>–</td>
<td>UPPAAL</td>
<td>Synthetic E-government service</td>
</tr>
<tr>
<td>Smythe [294]</td>
<td>Interoperability testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Betin-Can and Bultan [32]</td>
<td>Model-checking for interoperability</td>
<td>–</td>
<td>–</td>
<td>Synthetic travel agency service and purchase order service</td>
</tr>
<tr>
<td>Narita et al. [227]</td>
<td>Interoperability testing</td>
<td>WS protocols</td>
<td>WS-VS</td>
<td>An open source WS-Reliability implementation</td>
</tr>
<tr>
<td>Andrés et al. [5]</td>
<td>Interoperability testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Morales et al. [222]</td>
<td>Interoperability testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Cao et al. [53]</td>
<td>Interoperability testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Cao et al. [50]</td>
<td>Interoperability testing</td>
<td>–</td>
<td>WSOTF, RV4WS</td>
<td>Product retriever service from Netbeans IDE</td>
</tr>
<tr>
<td>Yu et al. [375]</td>
<td>Interoperability testing</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Tsai et al.’s [325]</td>
<td>Integration testing</td>
<td>WSDL</td>
<td>Coyote</td>
<td>–</td>
</tr>
<tr>
<td>Continued on Next Page…</td>
<td></td>
<td></td>
<td></td>
<td>–</td>
</tr>
</tbody>
</table>

3.2. Categorisation of Testing Approaches Applied to Service-centric System Testing
### Table 3.1 – Continued

<table>
<thead>
<tr>
<th>Author</th>
<th>Testing Category</th>
<th>WS Technology</th>
<th>Tools</th>
<th>Services/ScS Used in Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Huang et al. [142]</td>
<td>Integration testing</td>
<td></td>
<td></td>
<td>HR management system</td>
</tr>
<tr>
<td>Peyton et al. [257]</td>
<td>Integration testing</td>
<td>SOAP, WSDL</td>
<td>TTCN-3</td>
<td></td>
</tr>
<tr>
<td>Mei et al. [214]</td>
<td>Integration testing</td>
<td>BPEL</td>
<td></td>
<td>8 BPEL example applications</td>
</tr>
<tr>
<td>Garriga et al. [118]</td>
<td>Integration testing</td>
<td>WSDL</td>
<td></td>
<td>Online messenger service</td>
</tr>
<tr>
<td>Miao and Liu [220]</td>
<td>Integration testing</td>
<td>WSDL</td>
<td></td>
<td>Product management service</td>
</tr>
<tr>
<td>De Angelis et al. [80]</td>
<td>Integration testing</td>
<td>BPEL</td>
<td></td>
<td>1 synthetic BPEL application</td>
</tr>
<tr>
<td>Sun et al. [307]</td>
<td>Integration testing</td>
<td>BPEL</td>
<td></td>
<td>Synthetic BPEL examples SupplyChain and SmartShelf</td>
</tr>
<tr>
<td>Yu et al. [376]</td>
<td>Interaction testing</td>
<td>OWL-S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsai et al. [323]</td>
<td>Collaborative testing</td>
<td>UDDI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bai et al. [18]</td>
<td>Collaborative testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhu [388, 395, 396]</td>
<td>Collaborative testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bartolini et al. [19]</td>
<td>Collaborative testing</td>
<td></td>
<td>PICASSO</td>
<td></td>
</tr>
<tr>
<td>El Ioini and Sillitti [94, 95]</td>
<td>Collaborative testing</td>
<td>WSDL</td>
<td>TestGen4J, SOAPUI</td>
<td>Synthetic bookshop service</td>
</tr>
<tr>
<td>Chandrasekaran et al. [68]</td>
<td>QoS Testing</td>
<td>SCET</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Di Penta et al. [83]</td>
<td>QoS Testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Di Penta et al.’s [82]</td>
<td>QoS Testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gu and Ge [124]</td>
<td>QoS Testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Palacios et al. [245]</td>
<td>QoS Testing</td>
<td>WS-Agreement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bertolino et al. [28]</td>
<td>QoS Testing</td>
<td></td>
<td>Puppet</td>
<td></td>
</tr>
<tr>
<td>Driss et al. [89]</td>
<td>QoS Testing</td>
<td></td>
<td>NS-2 simulator</td>
<td>Travel planner</td>
</tr>
<tr>
<td>Pretre et al. [261]</td>
<td>QoS Testing</td>
<td></td>
<td>iTac-QoS</td>
<td></td>
</tr>
<tr>
<td>Yeom et al. [370]</td>
<td>QoS Testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ruth and Tu [276]</td>
<td>Regression testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ruth et al. [274]</td>
<td>Regression testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lin et al. [188]</td>
<td>Regression testing</td>
<td></td>
<td></td>
<td>Purchase order WS</td>
</tr>
<tr>
<td>Liu et al. [191]</td>
<td>Regression testing</td>
<td>BPEL</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Author</th>
<th>Testing Category</th>
<th>WS Technology</th>
<th>Tools</th>
<th>Services/ScS Used in Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mei et al. [213]</td>
<td>Regression testing</td>
<td>BPEL</td>
<td>–</td>
<td>6 BPEL examples from IBM repository: atm, buybook, gymlocker, loan approval, marketplace, purchase, triphandling</td>
</tr>
<tr>
<td>Srikanth and Cohen [301]</td>
<td>Regression testing</td>
<td>–</td>
<td>–</td>
<td>Enterprise-level SaaS application</td>
</tr>
<tr>
<td>Tarhini et al. [311]</td>
<td>Regression testing</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Wang et al. [335]</td>
<td>Regression testing</td>
<td>BPEL</td>
<td>–</td>
<td>Example online shop from Tools4BPEL</td>
</tr>
<tr>
<td>Mei et al. [216]</td>
<td>Regression testing</td>
<td>BPEL</td>
<td>–</td>
<td>6 BPEL examples from IBM repository: atm, buybook, gymlocker, loan approval, marketplace, purchase, triphandling</td>
</tr>
<tr>
<td>Li et al. [177]</td>
<td>Regression testing</td>
<td>BPEL</td>
<td>–</td>
<td>Loan approval</td>
</tr>
<tr>
<td>Zhang et al. [385]</td>
<td>Regression testing</td>
<td>–</td>
<td>–</td>
<td>Synthetic banking service</td>
</tr>
<tr>
<td>Tsai et al. [327]</td>
<td>Test case selection</td>
<td>WSDL, OWL-S</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Mei et al. [213, 217]</td>
<td>Test case prioritisation</td>
<td>BPEL</td>
<td>–</td>
<td>atm, buybook, gymlocker, loan approval, marketplace, purchase, triphandling, buybook and dslservice</td>
</tr>
<tr>
<td>Askarunisa et al.[12]</td>
<td>Test case prioritisation</td>
<td>OWL-S</td>
<td>–</td>
<td>two existing web services: weather service and Bible service</td>
</tr>
<tr>
<td>Athira and Samuel [13]</td>
<td>Test case prioritisation</td>
<td>–</td>
<td>–</td>
<td>Airline reservation example</td>
</tr>
<tr>
<td>Chen et al. [71]</td>
<td>Test case prioritisation</td>
<td>BPEL</td>
<td>–</td>
<td>ATM example</td>
</tr>
<tr>
<td>Zhai et al. [383]</td>
<td>Test case prioritisation</td>
<td>–</td>
<td>–</td>
<td>City guide service</td>
</tr>
<tr>
<td>Nguyen et al. [231]</td>
<td>Test case prioritisation</td>
<td>WSDL</td>
<td>–</td>
<td>eBayfinder</td>
</tr>
<tr>
<td>Nguyen et al. [229]</td>
<td>Test case prioritisation</td>
<td>WSDL</td>
<td>–</td>
<td>eBayfinder</td>
</tr>
<tr>
<td>Pautasso [254]</td>
<td>Regression testing</td>
<td>–</td>
<td>JOpera</td>
<td>5 WS from 5 versions of dnsjava</td>
</tr>
<tr>
<td>Di Penta et al. [82]</td>
<td>Regression testing</td>
<td>–</td>
<td>–</td>
<td>Synthetic travel planner system</td>
</tr>
<tr>
<td>Hou et al. [139]</td>
<td>Regression testing</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>
3.3 Emerging Trends in Service-centric Systems and Testing

In order to speculate upon the future of ScST, the future of SOA and services needs to be discussed first. Web services are receiving increased attention with the switch towards Web 3.0. Many existing web sites may transform into web services as a result of this transition [149, 273]. Existing sites such as Amazon, Google and Microsoft have transformed their businesses towards services. We believe that this transformation trend will continue to grow faster, especially with the increase in mobile applications and cloud services. According to Flurry [109], a mobile analytics company, it is estimated that mobile application downloads reached 2.6 billion in October 2011. The estimated number of downloads for the same month in 2010 was 600 million. The examples of Bing mobile [35] and Google search [121] application (which are built around services) are a testimony to this transformation.

Traditional Web services fail to exploit full potential of SOA because of difficulties in meeting web service requirements [34]. One of the next goals of the services community is the establishment of a dynamic SOA. In order to bring this vision to fruition, it is expected that Semantic Web Services (SWS) will become the new standard service practice [110]. Even though there are many promising initiatives for SWS, unfortunately none of these initiatives have yet been accepted as a standard.

We believe one of the future trends will be testing and certification of web services and ScS. As mentioned by several authors [18, 19, 323], it is feasible to expect services to be tested by the provider or the certifier before registration. SLAs are also created by the provider after testing with integrator trust being established by the provider. A similar business model is used by application store providers. For example, the Apple iTunes [9] store acts as a provider for many developers while maintaining QoS for the products in the store.

It is also important to identify the open issues in ScST in order to draw a roadmap for the future trends in ScST. As mentioned, the open issues and the issues that require
more research in ScST are:

1. Lack of real-world case-studies.

2. Solutions that can generate realistic test data.

3. Solutions to reduce the cost of ScST.

4. Solutions that improve the testability of ScS.

5. Solutions that combine testing and verification of ScS.

6. Modelling and validation of fully decentralised ScS.

We believe that one of the most important current problems of ScST research is the lack of fully functioning and fully available real-world examples. ScST research needs case-studies in order to measure the effectiveness and scalability of the proposed testing approaches. As mentioned in Chapter 2.2, 62% of the publications surveyed provide no experimental results. Furthermore, 22% of the papers, though they did provide experimental results, drew these results from synthetic services or compositions. Only 16% of the papers used real-world case-studies (as depicted in Figure 3.4).

The realistic test data generation problem, mentioned in Section 2.3, is also a major problem in ScST. The importance of realistic test data in testing (especially in ScST) is discussed by Bozkurt and Harman [42] and in Chapter 2. An example to this problem is a web service that requires composite material specifications as input. In order to test this service, the tester will require very specialised data that existing automated test data generation techniques cannot effectively generate. In such a situation, the tester has two options: either to get test data from the developer or to find data from other available resources. This scenario highlights the need for collaboration in ScST, as well as the need for approaches that can use existing resources. Approaches that promote collaboration in testing are presented in Section 2.9. Unfortunately, testing that uses only the test cases that are provided by the developer might not provide the necessary level of assurance for other SOA stakeholders. Most of the surveyed test case and test
data generation approaches are able to generate test data to perform boundary analysis or robustness testing, but lack the ability to generate realistic data. The only two approaches aiming to generate realistic test data are proposed by Conroy et al. [74] and Bozkurt and Harman [42] (presented in Chapter 4). The low number of publications addressing this issue is an indicator to the need for more research.

Solutions that reduce the cost of testing are also required. Increased test frequency in SOA exacerbates the severity of this issue in ScST. This issue has two dimensions in ScST: cost of testing at composition level and at service level. The cost at both of these levels is increased by the integrator’s need to test compositions with real services. The cost of invoking services during testing is the problem at service level. The cost at this level depends on the number of services in the composition and the size of the test suite. Simulated testing approaches for service compositions [186, 205, 208] can help with validation. However, they do not eliminate the need to test with real services.

The cost of testing at the service level are twofold: service disruptions due to testing and business transactions that might be required to occur during testing. Unfortunately, there is no existing mechanism to avoid these costs. Approaches such as Zhu et al. [395] may provide a solution in which testing is performed on services with the same functionality rather than the actual service itself. These approaches provide benefits similar to simulated testing though they also carry the same disadvantages.

The need for testability improvement is one of the issues that almost all authors of ScST agree upon. Although the proposed solutions to this problem look at the issues from different perspectives, they can be divided into two categories. One of these categories is the use of contracts that provide information such as pre or post-conditions. The second one is the use of models or new stakeholders that provide coverage information to the tester. As mentioned in Section 2.3, the effort required to create contracts or external models can be discouraging for the developer. There is also the problem of the adoption of a standard model and its integration into web service specifications. Automated model comparison can be useful in order to provide the tester with test coverage information. Models that are built from tests can be compared with the models
created by the tester. An example solution to this issue is Bartolini et al.’s [19] and Eler et al.’s [96] approaches in which coverage information is provided with the involvement of another stakeholder. Salva and Rabhi [279] discuss problems regarding observability and controllability of ScS.

The main aim of the verification approaches presented in this survey is checking for interface and protocol conformance. Monitoring is generally proposed to verify QoS aspects of services. However, monitoring based approaches such as passive testing [5, 25, 222] provide run-time fault detection and a degree of fault localisation using artefacts such as invariants and contracts. Unfortunately, the proposed monitoring approaches primarily check service interactions for prescribed faults.

Decentralised system testing and service choreographies are different to testing service compositions. According to Canfora and Di Penta, flexibility of service choreographies brings new challenges to testing and monitoring. Bucchiarone et al. [45] also state the problem of formalising choreographies into standard models and testing them. Recent work [215, 302, 303, 354] address the issues of testing of service choreographies. The number of related publications in this subject compared to the number of publications in testing service compositions shows the need for more research.

3.4 Conclusion

This chapter provided the necessary information that helps build a roadmap into the future of ScST for researchers. The chapter presented the analysis of the current trends in ScST explaining the reasons behind some of the open issues. The overview of all approaches provided in the chapter aimed at highlighting areas where researchers focus and where the gaps are. Lastly, the chapter provided a discussion on the emerging trends in ScST and current open problems that needs more research.

In the following chapters we focus on two of the open problems discussed in this section: automated realistic test data generation and cost reduction. Their importance in ScST is the reason that led us to focus on these subjects.

The realism of test data is not only important in ScST but also important in test-
ing of traditional systems as discussed by McMinn [211]. This problem is becoming increasingly important with the adoption of online APIs, mashups and services. In Chapter 4, we discuss the importance of realistic test data in ScST and introduce the concept of service-centric test data generation as a solution to the realistic test data generation problem.

The problem of cost occurs at different levels of testing, such as human-oracle cost and generation cost in test data generation level, as well as service invocation cost during runtime testing level. For example, in the case of cost of test data generation, the cost might be high if test data is generated manually. This is because manual generation of test data is laborious and error prone [134]. This problem might become more severe for systems where testing frequency is high such as ScS. In order to avoid these costs, test data generation needs to be automated. However, the automation of realistic test data generation is not as straightforward as the others. The current state-of-the art automated approaches fail to generate realistic data effectively and requires the tester to verify the generated inputs. Thus, these approaches incur another type of cost called 'human-oracle cost’. Service-centric test data generation, discussed in Chapter 4, also provides a solution to the automation problem while minimising the human-oracle cost. The cost reduction problem at test data generation level is addressed in Chapter 5 and at runtime level in Chapter 6.
Chapter 4

Automated Realistic Test Input Generation

4.1 Motivation

One of the most expensive activities in a software project is the construction of test data [147]. As revealed by Chapter 2 and 3, this problem might be more severe in environments like SOA, where testing frequency is high, binding times can be late and services composed of systems provided by many different third parties. One way of reducing this cost is automation of the test data generation process.

Unfortunately, automated test data generation for most online systems is not as straightforward as it is for traditional systems. The problems in test data generation for online systems are mainly caused by the type of required test data. Most online systems require data that cannot be effectively generated by traditional automated test data generation algorithms. For example, the existing semantic web service (SWS) examples from Mindswap [221] require realistic test data, such as ISBNs, United States Zone Improvement Plan (ZIP) codes and English and French words. It is a considerable challenge for any automated test data generation technique to generate realistic test data, not merely ‘structurally valid’ test data. Realistic data must not only be correctly formed, according to structural rules (which can be automated), it must also have semantics that ties it to real-world entities. This latter property poses challenges to au-
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Automated testing. More precisely, realistic test data, in this context, is realistic in two respects:

1. Structural Validity: Realistic data must conform to syntactic constraints. For example, a structurally valid ISBN consists of 10 digits $x_1, \ldots, x_{10}$, such that:

$$x_{10} = 11 - (10x_1 + 9x_2 + \ldots + 2x_9) \mod 10.$$ 

(This algorithm will be referred as check-digit algorithm in the rest of the present chapter.)

2. Semantic validity: Realistic test data must represent a real-world entity. For example, a realistic ISBN must correspond to a real-world book, not merely a structurally valid ISBN.

Traditional automated testing can generate tests that achieve coverage, while manual testing can generate realistic test cases. The former is efficient yet unrealistic, while the latter is laborious yet realistic. What is needed is a technique that is both realistic and automated.

In this chapter, we introduce a novel service-centric test data generation approach that addresses this problem of effectiveness in automated generation of realistic test data. In our approach, the need for previous data and manual tester input are minimised by leveraging the data that can be acquired from compositions of many existing web services.

The advantages of the proposed approach are:

1. **Automated:** Improved effectiveness in automated test data generation for the input types that cannot be effectively generated.

2. **Tailored:** Test data generation/selection based on the tester criteria and optimised test data generation based on the data source.

3. **Applicability:** Ability to generate test data to test any system with semantic information.
4. **Minimised**: Minimal dependence on the existing data sources such as databases and session data.

We named our tool ATAM by combining the initial letters of these four advantages.

The rest of this chapter is organised as follows. Section 4.2 discusses the features and importance of test data in software testing. Section 4.3 introduces our service-centric test data generation approach. Section 4.4 introduces ATAM and the details of tailored data generation process. Sections 4.5 presents our case studies, research questions and our method of investigation. Section 4.6 presents the results from our experiments and answers the research questions. Section 4.7 summarises existing research on test data generation for web services and approaches similar to the proposed approach in other testing application domains. Section 4.8 presents future work and concludes the chapter.

### 4.2 Features and Importance of Realistic Test Data

The concept of realistic test data and its importance needs to be established clearly before discussing the proposed solution to avoid confusion. Event though, we provided our description of realistic test data and its features in the previous section, we believe we need to discuss further to clear misconceptions.

#### 4.2.1 Features of Realistic Test Data

In order to make our definition clear and explain the features of realistic test data, we will focus on what our definition of realistic test data does not entail.

1) **Realistic test data relates to the requirements of the input and it’s free from business requirements of the SUT.** This feature might not be clearly understood from our definition of realistic test data and cause misunderstandings in some situations. For example, this feature can be easily explained for inputs such as ZIP Code or ISBN. However, in generating test data for services such as a compiler service or virtual machine service this feature might cause misunderstandings. In testing the latter services, the tester might assume that a realistic test data (for testing these services) is a source
code that can be compiled or a binary code that can be executed. However, this is not implied in our definition since a realistic test data for these services is a correctly formed file address which points to an existing file. An input such as this is considered a realistic input according to our description.

2) **Realistic test data is not a guaranteed positive or a negative test input.** For example, in the case of an ISBN if it belongs to a book that ISBN number is considered realistic. Even though, it is realistic we cannot expect all web services that requires an ISBN to recognise this ISBN. Thus for some services a realistic test ISBN might not be a positive input. In the case of a compiler service, a file address that points to a file is a realistic input. The correct or incorrect compiling of the file does not affect the realism of this input. For example, if a file that contains Java code might be a positive input for a Java compiler service but for a C# compiler service it might not compile and considered negative input.

There are also exceptions to this feature due to the nature of realistic test data. For any system that validates a given input a realistic test input should always be a positive input. For example, for an ISBN validation service a realistic ISBN is always expected to generate a valid response.

1) **Realistic test data does follow the features of the datatype.** For example, if a certain datatype is temporal, a realistic data of this type is also temporal. Based on the example we discussed earlier, in the case of a test data such as flight location, the realistic test data generated at a certain time will be invalid after a period of time.

### 4.2.2 Importance of Realistic Test Data

After establishing the concept of realistic test data, we need to explain the importance of realistic test input in testing (especially in ScST). Realism is very important in testing for at least the following four reasons:

1) **Faults Found by Realistic Test Cases are More Likely to be Prioritised for Fixing:** A test case that reveals a fault but uses special values that seldom or never occur in practice is unlikely to attract the attention of a tester who is preoccupied with many
other such ‘bug reports’ from the field. Finding a test input that convinces the tester of a problem is important. If an automated tool generates many unusual and peculiar inputs that a user is unlikely to use, then the tester will soon abandon the tool or disregard its findings.

2) **Realistic Test Inputs May Denote Important ‘Corner Cases’**: There is a role to be played in searching for corner cases that are, in some sense, atypical (and therefore less realistic). Such cases as invalid data values are important to test the robustness of the system under test. However, realistic test cases can often denote a kind of ‘corner case’ too. Suppose there is an input that requires a domain specific value, selected from a narrow potential range of values that lie within a wider input type. For instance, a ZIP code consists of a five digit number, so there are potentially $10^5$ correctly typed candidates. However, only very few of these candidate five-digit numbers will correspond to a location in Huntsville, Alabama (these are the 15 codes from 35801 to 35816). Suppose a large part of the system under test is concerned with this particular geographic region and there is a predicate that checks, early on in any user session, whether the address is valid. All code beyond such a predicate test will be inaccessible to (and therefore untested by) any automated testing approach that is unable to focus on the generation of valid Huntsville ZIP codes. We believe that these situations are far from atypical, particularly in ScS, where the services provided carry with them a great deal of inherent domain-specific properties. By generating realistic test data, we are simultaneously providing a mechanism for addressing the problem of generating domain specific data.

3) **Realism is Important for Testing Service Compositions**: When two services are composed, the interface through which they communicate is likely to specialise the kinds of values that may pass between the services. For instance, a generic train booking service might be composed with a service offering a specific holiday package. Suppose that the holiday package may offer only a very limited set of possible train bookings. This restriction creates another kind of ‘realistic value’. That is, though the train service must be tested for any possible seat on any train, on any line, at any time
and date, the composition that provides the holiday package requires a specific set of seats on certain trains at restricted times. In generating test cases for such a service composition, a tool that is able to generate realistic test cases for this scenario will only generate correctly restricted journeys. For the same number of test cases, such a tool will be able to test the many of the various aspects of this restricted functionality intensively, while a more general tool will simply repeatedly test the ‘invalid journey’ functionality.

4) **Realistic Test Data Reduces Human Oracle Cost**: McMinn et al. [211] highlighted another benefit of realistic test data: the reduction human oracle cost. Oracle costs may be increased by unrealistic test data that are hard to comprehend and check. This process is laborious and the time required for checking and verifying test data can be undesirably long while generating large test suits.

The need for human oracle might have a bigger impact in SOA testing. This is caused by the fact that in SOA, services need to be tested not only by the developer but also by other stakeholders (such as the third-party certifier and the provider). If the tester does not have adequate domain knowledge to judge whether the test data used is realistic, the test results using this data might not provide the expected level of assurance.

### 4.3 Service-centric Test Data Generation

In this section, we introduce the concept of service-centric test data generation, explaining every step of the data generation process from service discovery to input generation.

#### 4.3.1 Data Categorisation

In our approach, each input type lies in one of three categories:

1. **Data Originated from a Service (DOS)** is the type of data that can be attained from an existing web service.

2. **Tester Specified Data (TSD)** is the type of data that needs to be provided by the tester (such as a login and password). When our tool requires an input data that
cannot be generated, it requests assistance from the tester.

3. **Method Independent Data (MID)** is the type of data which can be systematically generated. In order to be identified as MID, a data generation method for this input type must be known to ATAM prior to the test data generation process.

MID data can be classified into two groups based on the structural validity criterion:

- **Formed data** is a type of data where a random but structurally valid instance of the data can be generated. An example of this category is an ISBN generated using the check-digit algorithm.

- **Non-formed data** is randomly generated data that lies within a supertype for which even structural validity cannot be guaranteed. An example of this category is an ‘ISBN’ constructed merely by generating 10 random digits; the set of all 10 digit numbers is a supertype of the ISBN type.

All non-MID data is initially considered to be TSD data. However, for TSD data that can be provided by a web service composition becomes DOS data within our test data generation process. Our goal is to maximally automate the production of realistic test data by migrating TSD to DOS.

### 4.3.2 Services as Data Sources

To address this issue of realism in automated test data generation of services, we propose to use services themselves as the solution to the problem. We shall seek compositions of services that are able to build realistic test cases. If Service $A$ is not able to generate the required realistic value then we will seek to compose it with Service $B$, the output of which, when fed to service $A$ does result in the desired set of possible realistic values. For example, if we have a service that can produce an ISBN given an author and a service that can generate and author name given a keyword, then the composition can generate an ISBN from a keyword. When further composed with a dictionary service, we obtain a service composition that can produce a valid ISBN with little or no
input. In this way, we seek arbitrary service compositions that will progressively build the realism we seek into the test data we seek.

Our approach is limited to semantic systems. The reason for this limitation drives from the need for semantic information concerning input and output messages, which are core elements of our approach. Semantic information for messages not only allows us to automatically discover existing web services with required data, but also allows automatically discover relations among different data structures that might contain the required test data.

ATAM is intended to be used with all semantic systems. As a result, it uses two different types of initial user inputs. If the service/system under test (SUT) is an SWS the tester can provide a semantic service description such as OWL-S description. For any other system, the tester has to provide a semantic description of the required input data in the form of an ontology class. The overall flow graph of our search, analyse and compare process implemented by ATAM, is depicted in Figure 4.1.

The information on test data to be generated is passed to the ontology analyser to search for possible relations defined within the specified ontologies.

![Flow graph of the overall search process that seeks realistic test data from composition of other services](image)

Figure 4.1: Flow graph of the overall search process that seeks realistic test data from composition of other services

### 4.3.3 Ontology Analyser

Automated service discovery is one of the main topics of SOA. In our approach, we benefit from the ability provided by SOA to automatically discover services that provide
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the required test data.

There are several existing tools that provide subsumption based service discovery/matchmaking. Subsumption relation-based matchmaking is capable of finding super or subclass of the provided ontology class. For example, suppose we take an ontology where book class is defined as a subclass of ISBN class and try to discover services using this ontology. In this scenario, it is possible to discover the services (among the web services using this ontology) that provide book information while searching for services that provide ISBN.

Discovering the relations between service messages, such as ISBN and book, is one of the most important requirements that needs to be facilitated in our approach. Unfortunately, this direct relation might not be specified in the ontology. We analysed many of the available ontologies that include a definition of ISBN in Swoogle [308], a popular ontology database, and found that none of the existing ontologies with an ISBN definition contains this relation. Interestingly, in all except one ontology, ‘ISBN’ is defined as a DatatypeProperty, a property used in defining relation between instances of an ontology class and RDF literals and XML Schema datatypes, of book class.

In light of the results from our analysis, we introduced an ontology analyser that discovers relations between ontology entities. The ontology analyser currently discovers two different possible relations among classes and properties. The discovered relations are, as mentioned earlier, the relation between a DatatypeProperty and its defining classes, and relation between two separate classes defined using a DatatypeProperty. The ontology analyser is not only able to process a single ontology, but it is also able to process ontologies where relations to external classes are specified as well.

4.3.4 Service Discovery and Search Result Processing

After the ontology analysis stage, ATAM queries the service broker(s) for services that provide any of the discovered ontology classes as output. Search queries used in the experiments include only an output specification.

In order to achieve this functionality, the generated search queries use the Ontol-
ogy Web Language (OWL) ‘Thing’ class, a built-in class ‘global base class’ that denotes superclass of all classes. The reason for using ‘Thing’ class is to find all available web services with the given output message. Using this class as input with a subclass based subsumption criteria on inputs guarantees a service matching regardless of the service inputs.

After obtaining the search results, services from the results need to be analysed for their inputs. This is to identify whether they require MID or TSD type input data, as explained in Section 4.3.1. After the analysis, services with TSD type inputs go through an additional iteration of the discovery process in order to investigate whether there exist services that provide inputs of this service.

As mentioned in Section 4.3.1, some of the TSD can be provided by other web services. A TSD service with an input that can be provided by another service becomes a DOS service. When a web service proving the data for another TSD service is found, these two services are considered to form an abstract service composition (referred to as composition). In compositions, the service providing the data is considered as higher level than the service that requires the data.

A search result might contain many TSD services with the same functionality. In such a situation, performing the discovery process for all TSD services involves running the same query several times. This is an unwanted side effect that increases the time and cost of service discovery.

In order to avoid this potential overhead, a grouping stage is introduced. During this stage, web services from search results are grouped based on their inputs. Services with same input(s) are grouped together and a single service from each category is used to represent the group. As a result, all the services in a group require a single query for each input data they need.

During the grouping process, services also go through an elimination process. At present, we introduced the following two natural elimination criteria:

1. Services that require the same input data as SUT are eliminated.
2. Services that already exist in lower levels in the existing compositions are elimi-
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4.3.5 Services with multiple inputs

Using services that require multiple inputs is more expensive than those that require a single input. Of course, it may not be possible to avoid services with multiple inputs, so we also considered ways to reduce the cost of using these services.

One obvious solution is to reduce the number of services that provide the required inputs. There might be situations where several of the required inputs of a service can be provided by a single web service. In such situations, it is possible to reduce the execution time of the test data generation process by reducing the number of search queries and service invocations. In order to achieve this goal, a ‘partition stage’ is introduced.

In this stage, the ontology analyser finds classes that contain the required data for each input as normal. After the initial analysis, the ontology analyser examines the resulting classes for the possibility of containing an input other than that for which the search was conducted. If an ontology class containing more than one TSD input is found, it is marked as a combined solution for all the inputs it contains. As a result, during the next search iteration only one search query is used on combined solutions rather than the number of inputs they provide.

This functionality is only partly developed in the present version of ATAM. Its extension and other efficiency-improvement technique remain topics for future work.
4.4 ATAM and Tailored Test Data Generation

In this section we introduce ATAM and how it enables tailored data generation. Details of error handling mechanisms implemented in ATAM are also presented in this section.

4.4.1 Tailored Test Data Generation

After the completion of the search process, ATAM presents the tester with a graphical view of the discovered compositions in an interactive GUI as shown in Figure 4.2. This window provides the tester with the group view of the compositions and it also allows the tester to see the details of each web service in each group.

In the GUI, nodes with green colour represent MID service groups which can be automatically generated by ATAM. The red nodes represent TSD and DOS services. The node that all compositions are connected to represents the searched data.

The tester starts the data generation process from the node at the end of one composition. This might be the case for compositions that end with a MID group. On the other hand, for compositions that end with a TSD service, the tester might want to start the process from a different group. ATAM allows the tester to start the test data generation process at any point in a composition.

If the tester decides to start from a TSD group, ATAM asks the tester to provide the input data for the starting group in order to invoke a service from the selected group. Similarly, if the tester selects a DOS group then this group is considered to be a TSD group and the tester is asked for inputs.

This feature handles those cases where no MID services are found. It provides a ‘basecase’, allowing the tester to start test data generation process from a service group where he/she has knowledge on the required input data.

4.4.2 Constraints for Tailored Test Data Generation

When the tester selects a service group to start, ATAM asks the tester for constraints. Constraints are not essential but they do allow tailoring of test data. Using constraints, the tester can refine the outputs of each service group, thereby guiding the test data generation process towards the requirements of the SUT. The constraint input window
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and all windows a tester can provide inputs to ATAM is depicted in Figure 4.3.

To eliminate outputs that do not satisfy the constraints, we use XPath queries in ontology class instances. These queries are provided by the service developer within the xsltTransformationString element of the OWL-S grounding. As a result, the tester is not expected to provide a complete query, merely the constraint part of the XPath query such as “contains(hasAuthor,’rowling’)” or “hasPublisher = ‘Springer’”.

The ontology analyser helps the tester to build constraints by providing the structures of ontologies. The tester is provided with this information through a constraint input window.

4.4.3 Service & Data Error Handling

During test data generation process, errors might occur due to service faults or the datum that are passed among services. ATAM handles both types of error. Service-specific errors, such as interface errors and availability problems, are handled by the soapUI libraries. For other errors, such as SOAP faults and web server errors, ATAM introduces an error handling mechanism. Error messages from soapUI libraries are fed into this mechanism. In the case of a an error, ATAM replaces the erroneous service with another service from the same group. Where such an alternative exists, this replacement process happens seamlessly without interrupting the test data generation process. ATAM records the input data that are used for each service group in order to avoid using the same input multiple times. In the case of an error, the corresponding input is discarded.

4.4.4 Implementation Details

The selection of semantic service specifications is based on expedient of tool availability. That is, the OWL-S semantic markup language is chosen due to the availability of tools that support OWL-S. WSDL2OWLS [358] is used to automatically generate OWL-S templates from WSDL documents. JXML2OWL [160] is used to generate the transformation strings in the OWL-S grounding. WSDL2OWLS uses OWL-S version 1.1 specifications and generates OWL-S specifications. The architecture of ATAM based on the selected service specifications is depicted in Figure 4.4.
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(a) Ontology input type selection window

(b) Method and input selection window (for test data generation using OWL-S specification)

(c) Service group information window

(d) Tester constraint input window

Figure 4.3: ATAM user input windows
Even though all the OWL-S specifications used in our experiments are in OWL-S version 1.1 format, the OWL-S parsing mechanism uses the OWL-S API version 2. This was necessitated by a major technical problem faced with OWL-S API 1.1 which was the API’s inability to parse xsltTransformationString elements correctly. Our use of two different OWL-S versions creates issues, such as grounding incompatibilities, which we had to solve by modifying the OWL-S Grounding structure.

ATAM supports OWL Full, a version of OWL that allows mixing of RDF Schemata with OWL, and which enjoys a high degree of compatibility with RDF. Even though ATAM supports OWL Full, it does not support pure RDF ontologies due to constraint incompatibilities. However, despite these technical details and compatibility issues, we have been able to use ATAM to provide realistic test data, as our two case studies illustrate.

The service query mechanism uses the open source version of the soapUI [298] framework to send and receive SOAP messages. The soapUI framework supports multiple messaging protocols for services REST and SOAP. The web service broker/matchmaker selection is based on OWL-S support. The Alive matchmaker [2] was used for simulating a real-world semantic service broker. It is open source and offers flexible search query generation.
4.5 Empirical Studies

In this section, we introduce the case studies we used in our experiments, present the research questions we asked and explain our method of investigation.

4.5.1 Case Studies

For the experiments, we selected the set of related services shown in Table 4.1, most of which are commercial real-world services. We used these services for two reasons:

1. Commercial services are more likely to exhibit issues concerned with ‘realistic data’.
2. Commercial services allow a degree of ‘real-world’ evaluation of our ATAM approach.

<table>
<thead>
<tr>
<th>Service</th>
<th>Input(s)</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISBNdb by keyword (ISBNK)</td>
<td>Keyword</td>
<td>Book</td>
</tr>
<tr>
<td>ISBNdb by title (ISBNT)</td>
<td>Title</td>
<td>Book</td>
</tr>
<tr>
<td>ISBNdb find author ID</td>
<td>Author</td>
<td>AuthorID</td>
</tr>
<tr>
<td>ISBNdb by author ID</td>
<td>AuthorID</td>
<td>Book</td>
</tr>
<tr>
<td>ISBNdb find publisher ID</td>
<td>Publisher</td>
<td>PublisherID</td>
</tr>
<tr>
<td>ISBNdb by publisher ID</td>
<td>PublisherID</td>
<td>Book</td>
</tr>
<tr>
<td>Amazon Book Search (ABS)</td>
<td>ISBN</td>
<td>Item</td>
</tr>
<tr>
<td>Google Search (GS)</td>
<td>Keyword</td>
<td>Search result</td>
</tr>
<tr>
<td>Strikeiron IP Lookup (SIP)</td>
<td>Http address</td>
<td>IP address</td>
</tr>
<tr>
<td>FraudLabs IP2Location (IFIPL)</td>
<td>IP address</td>
<td>US location</td>
</tr>
<tr>
<td>CDYNE CheckPhone (CC)</td>
<td>Phone number</td>
<td>US location</td>
</tr>
<tr>
<td>FraudLabs AreaCodeWorld</td>
<td>NPA + NXX</td>
<td>US location</td>
</tr>
<tr>
<td>ZipCode Validator (ZCV)</td>
<td>ZipCode</td>
<td>Boolean</td>
</tr>
<tr>
<td>CDYNE Weather (CW)</td>
<td>ZipCode</td>
<td>W. forecast</td>
</tr>
</tbody>
</table>

Table 4.1: Web services used in the experiments

Only 6 out of 16 these services are free to use: ABS, vISBN, ZCV, GS, CW and CC. Even though these services are free, most of them are provided by commercial companies such as Google, Amazon and CDYNE. We only used the GS service in test data generation. The rest of the free services were used as services under test in the experiments.

One side effect of using commercial services is the potentially prohibitive cost involved in running our experiments. Fortunately, for most of the services used in
our case studies, we have been given limited but sufficient access which facilitated our experiments. However, we could not get cost-free access for the SIP service. As a result, we had to emulate the functionality of the SIP service by creating a SOAP service that mimics the SIP service’s functionality. This new SOAP service relies on the Selfseo [284] website to provide the necessary data.

Some of the services are wrapped in SOAP web service wrappers in order to overcome two technical problems:

1. Most of these services are REST services. Unfortunately, WSDL2OWLS tool does not support REST services even those with a WSDL description.

2. Some of these services are intended to be used statically. For example, ABS requires a signature with each SOAP message and can not be invoked dynamically.

### 4.5.2 Research Questions

We ask the following research questions:

RQ1. Is our approach more effective than random test data generation in generating realistic data?

RQ2. Is our approach more effective than random test data generation in situations where formed test data can be generated?

RQ3. Does using formed data rather than non-formed data as MID input data affect the effectiveness of our approach?

RQ4. Can our approach effectively generate tailored test data which fulfils given constraints?

### 4.5.3 Method of Investigation

In order to answer the research questions, we use two real-world case studies: CS1 and CS2. The services in each case study are listed in Table 4.1.

In CS1, we seek to generate realistic ISBNs using existing services. In order to evaluate the effectiveness of our approach, we selected vISBN and ABS services for
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evaluation and the rest of the services for generating ISBNs. vISBN is used to verify the structural validity of ISBNs and ABS is used to check if the ISBNs represent a real-world book. The search process for this case is presented in Figure 4.5 and the resulting service compositions are presented in Figure 4.2.

In CS2, we seek to generate realistic ZIP codes. In this case study, we selected ZCV and CW services for evaluation and the rest of the services for generating ZIP codes. ZCV is used to verify the structural validity of the generated ZIP codes and ABS is used to check whether the generated ZIP codes represent a real-world location in US. The resulting compositions for this case are presented in Figure 4.2.

In order to answer RQ1, we generated 100 ISBNs and 100 ZIP codes using both our approach and random test data generation. Then we compared the effectiveness of these approaches in creating structurally valid test cases (valid ISBNs) and in testing real-world services (i.e. generating semantically valid test cases.)

For the answer to RQ2, we generated 100 unique formed ISBNs using the check-digit algorithm. Then we used the same evaluation criteria used for RQ1 and compared ISBNs generated by our approach against the formed ones.

For the answer to RQ3, we introduced a keyword generator that generates valid English words. Using this generator, we generated 100 unique formed inputs and also generated unique 2 character long strings as non-formed data. The generated input data was used as input to service compositions that require keyword as input; ISBNK and GS. We ran these inputs and compared their effectiveness at test data generation with our approach.

There are two methods for generating tailored test data: the MID-seed method and the TSD-seed method. In the MID-seed method, ATAM generates test data using MID input data while eliminating data that does not fulfil the constraints. The TSD-seed method uses selected TSD input data which intend to direct ATAM towards data that fulfils the constraints. In order to answer RQ4, we evaluated these two methods using both case studies with five different constraints for each case study.
Figure 4.5: Complete search process for the first Case Study (CS1), explaining each step of the service composition generation in detail. The search process for CS1 is important because it illustrates the effectiveness of our grouping mechanism in finding the shortest compositions. The whole search process presented in this figure is automated. As a result, ATAM considerably reduces the manual effort required for service-based realistic test data generation.
4.6 Results and Analysis

In this section, we present the results from our experiments, provide answers to the research questions we asked and discuss the threats to the validity of the experiments we conducted.

4.6.1 Results

In generating valid ISBNs (depicted in Figure 4.6), our approach achieved a 100% success rate using formed data and 93% using non-formed data. Random test data generation achieves only an 8% success rate in generating valid ISBNs, whereas ISBNs generated using the check-digit algorithm achieved a 92% success rate.

In testing the ABS service (depicted in Figure 4.6), our approach achieved a 100% success rate with formed data and a 93% success rate with non-formed data. Only 2 out of 92 valid ISBNs generated with the ISBN validation algorithm successfully tested the ABS service. Valid ISBNs are unlikely to correspond to real books. As expected, none of the randomly generated ISBNs tested ABS successfully.

There are two unexpected results in Figure 4.6. The first one is the 92% validity score for ISBNs generated using the check-digit algorithm. This result is unexpected because we expected all ISBNs generated using this algorithm to be valid. We tested the 8 invalid ISBNs (4663277421, 2546962401, 8135892901, 5265526961, 7445203631, 1976505021, 3914584191, 6863093121) with other online ISBN validation tools. Unexpectedly, some of these tools identified these ISBNs as valid while others did not. This further confirms the need for realistic test data, even in cases where the syntactic structure is well defined. Even in these apparently straightforward cases, we cannot be sure to have valid instances without real-world validation of test cases.

The second unexpected result is the 93% validity score for our approach with non-formed inputs using ISBNK service. The same inputs achieved 96% validity score when used with ISBNT service. This is unexpected because the ISBNT service returns only a subset of possible ISBNK service results with the same input. According to developer functionality description ISBNK perform searches for books using all details
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(a) Comparison of valid ISBN generation success rates

Figure 4.6: Comparison of overall success rates for our approach against random test data generation for the first case study: the image on the top presents the effectiveness at successfully generating structurally valid test data. In this evaluation, our approach achieved a 100% success rate with formed input data and a 93% success rate using non-formed input data. On the other hand, 92% of the ISBNs generated using the check-digit algorithm and only 2% generated using random generation were found to be structurally valid. The image on the bottom presents the effectiveness at generating realistic test data. Our approach achieved 100% success rate with formed input data and a 93% success rate using non-formed input data. Whereas only 2% of the ‘ISBNs’ were generated by the check-digit algorithm and none of the randomly generated ISBNs successfully tested a real-world service.

(b) Comparison of realistic ISBN generation success rates

of the indexed book information (which includes the title field) and ISBNT perform searches using only the title field.

To the best of the authors’ knowledge, there is no algorithm to generate structurally valid ZIP codes other than requiring that they consist of 5 digits. As a result, in the second case study (CS2), our approach is compared to random test data generation only. For the problem of structurally valid ZIP code generation (depicted in Figure 4.7), our approach achieved a 94% success rates using both formed and non-formed data, whereas random test data generation only achieved a 24% success rate.

In testing the CW service (depicted in Figure 4.7), our approach achieved a 99%
success rate with formed data and a 98% success rate with non-formed data. On the other hand, only 34% of the randomly generated ZIP codes successfully tested the CW service.

Figure 4.7: Comparison of overall success rates for our approach against random test data generation for the second case study. The image on the top presents the effectiveness in successfully generating structurally valid test data. In this evaluation, our approach achieved a 94% success rate with both formed and non-formed input data. On the other hand, only 24% of the ZIP codes generated using random generation were found out to be structurally valid. The image on the bottom presents the effectiveness at generating realistic test data (structurally and semantically valid). In generating realistic data, our approach achieved a 99% success rate with formed input data and a 98% success rate using non-formed input data. Whereas, only 34% of the randomly generated ZIP codes successfully tested a real-world service.

The service reliability problem can be observed by comparing the results of CW and ZCV tests with the same ZIP codes. After investigating possible underlying causes of these inconsistencies in results, we discovered the following:

1. CW is not 100% reliable and returned unexpected results for 7 valid ZIP codes (20001, 20005, 20212, 03867, 04469, 20420, 97086). This also is the reason for our approach scoring less than 100% using formed input data.
2. ZCV’s reliability appears to be lower than that of CW. As a result, the achieved success rates are lower than expected.

3. The website used by the SIP replacement service also exhibited reliability issues. This caused a lower score than expected in 2 cases.

In order to test the ability to generate tailored test data, we used two different scenarios for the case studies. For CS1, we tried to generate an ISBN which is published by a chosen publisher. For CS2, we tried to generate a ZIP code which belongs to a given state. In this part of the experimental analysis, we did not compare our approach to random test data generation due to the expected low success rates it would achieve based on the previous evaluations.

<table>
<thead>
<tr>
<th>Publisher</th>
<th>Constraint</th>
<th>Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random House</td>
<td>contains(hasPublisher,’Random House’)</td>
<td>5%</td>
</tr>
<tr>
<td>Pearson</td>
<td>contains(hasPublisher,’Pearson’)</td>
<td>2%</td>
</tr>
<tr>
<td>Hachette</td>
<td>contains(hasPublisher,’Hachette’)</td>
<td>0%</td>
</tr>
<tr>
<td>HarperCollins</td>
<td>contains(hasPublisher,’HarperCollins’)</td>
<td>7%</td>
</tr>
<tr>
<td>Simon &amp; Schuster</td>
<td>contains(hasPublisher,’Simon &amp; Schuster’)</td>
<td>3%</td>
</tr>
</tbody>
</table>

Table 4.2: Success rates for tailored ISBN generation using MID-seed

<table>
<thead>
<tr>
<th>State</th>
<th>Constraint</th>
<th>Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>California</td>
<td>contentsEqual(State,’CA’)</td>
<td>93%</td>
</tr>
<tr>
<td>Texas</td>
<td>contentsEqual(State,’TX’)</td>
<td>29%</td>
</tr>
<tr>
<td>New York</td>
<td>contentsEqual(State,’NY’)</td>
<td>17%</td>
</tr>
<tr>
<td>Florida</td>
<td>contentsEqual(State,’FL’)</td>
<td>7%</td>
</tr>
<tr>
<td>Illinois</td>
<td>contentsEqual(State,’IL’)</td>
<td>5%</td>
</tr>
</tbody>
</table>

Table 4.3: Success rates for tailored ZIP code generation using MID-seed

As mentioned in Section 4.5.3, there are two different methods for tailored test data generation depending on whether MID or TSD is used as a ‘seed’. Table 4.2 and Table 4.3 present the results for the MID-seed method. By analysing the results, we concluded that in most cases ATAM is able to find a test input that fulfils the given criterion. Unfortunately, the success rates for the MID-seed method vary greatly depending on the selected criterion and the test data domain. The achieved success rates
can be as high as 93% (as shown in Table 4.3) and as low as 0% (as shown in Table 4.2).

<table>
<thead>
<tr>
<th>Publisher</th>
<th>Used input</th>
<th>Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random House</td>
<td>Random House</td>
<td>100%</td>
</tr>
<tr>
<td>Pearson</td>
<td>Pearson</td>
<td>100%</td>
</tr>
<tr>
<td>Hachette</td>
<td>Hachette</td>
<td>100%</td>
</tr>
<tr>
<td>HarperCollins</td>
<td>HarperCollins</td>
<td>100%</td>
</tr>
<tr>
<td>Simon &amp; Schuster</td>
<td>Simon &amp; Schuster</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 4.4: Success rates for tailored ISBN generation using TSD-seed

Table 4.4 and Table 4.5 present the results for the TSD-seed method. Using the TSD-seed method, ATAM successfully generated test data fulfilling the given constraints in both cases studies and achieved a 100% success rate.

<table>
<thead>
<tr>
<th>State</th>
<th>Used input</th>
<th>Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>California</td>
<td>website in California</td>
<td>100%</td>
</tr>
<tr>
<td>Texas</td>
<td>website in Texas</td>
<td>100%</td>
</tr>
<tr>
<td>New York</td>
<td>website in New York</td>
<td>100%</td>
</tr>
<tr>
<td>Florida</td>
<td>website in Florida</td>
<td>100%</td>
</tr>
<tr>
<td>Illinois</td>
<td>website in Illinois</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 4.5: Success rates for tailored ZIP code generation using TSD-seed

### 4.6.2 Answers to Research Questions

The results from the experiments provide evidence for the effectiveness of our approach compared to random test data generation and give an answer to RQ1. In all the scenarios, our tool noticeably outperformed random test data generation. On the other hand, results from both case studies indicated that random generation is not effective when it comes to generating realistic test data. However, existing service testing, whether it is automated at all, relies heavily on random testing. The results from CS1 clearly show how ineffective random generation can be in some domains. In CS1, random generation failed to generate a single ISBN that successfully test ABS service. Even the highest success rate achieved by random generation (34% in CS2) is significantly lower than the success rate of our approach in the same case study.
For RQ2, the results shows that even with a valid generation algorithm random test data generation cannot guarantee a high success rate for realistic test data generation. Even though the ISBNs generated using ISBN validation algorithm achieved a high structural validity rate, as shown in Figure 4.6, these ISBNs achieved only 2% success rate when testing the ABS service. On the other hand our approach for the same scenario achieved 100% success rate with formed input data.

The benefits of using formed input data can be observed in the results of both case studies, as shown in Figure 4.6 and Figure 4.7. Using formed data achieved 100% success rates in both case studies, while non-formed data achieved 93% and 98% success rates. These results provide evidence that using formed input data allows our approach to achieve better testing (answering RQ3).

In terms of tailored test data generation, as asked in RQ4, the results provide evidence for our approach’s ability to generate test data fulfilling given constraints. This functionality has the potential to achieve 100% success rates using TSD-seed method (as shown in Table 4.4 and Table 4.5). Unfortunately, the success rates are not as consistent with MID-seed method (as shown in Table 4.2 and Table 4.3).

4.6.3 Threats to Validity

In the experiments, the most important external threat which limits the general applicability of the proposed approach is the test scenarios representing real-world ones. This concern is especially important for work in which experimental validation is performed using simulation and synthetic case studies. In fact, in our experiments there are few synthetically generated artefacts (such as ontologies and service wrappers) which might lead to a sense of unrealism. In order to clarify these issues, we discussed how we maintained realism in all aspects of the experiments below:

1. **Realistic ontologies**: Due to a lack of well-structured ontologies that represent the concepts used in our experiments, we were forced to generate ontologies. As well as the representation problem, there were two main technical problems with existing ontologies: syntactic problems and incompatibilities with the match-
maker. In order to overcome these problems, we generated new ontologies by modifying existing ontologies. By making minor modifications we achieved two goals: maintained realism and increased conformance to OWL [341] specifications.

2. **Realistic services**: As mentioned, we wrapped some of the services in SOAP services wrappers in order to make them compatible with the tools and service specifications and to maintain their conformity to the ontologies. In order to maintain realism, we implemented the wrappers to not modify data syntax or content. Also, for the SIP service, we introduced a wrapper that simulates its functionality using a website due to access restrictions. SIP provides an ‘IP Lookup’ service which is a common service provided by many websites (even before the introduction of web services). We chose one of the highly rated websites [284] as a substitute to SIP and manually tested for correct functioning.

3. **Realistic matchmaking and service compositions**: Realism in matchmaking is not an issue since we used an existing matchmaking tool with realistic ontologies. Due to data being unmodified by the wrapper services, generated compositions of these services are some of the possible real-world orchestrations of them.

The only internal threat which might have affected the results obtained is the issue of the correctness of the check-digit algorithm (used in generating valid ISBNs). The correctness of the algorithm is verified using an external ISBN verification service as mentioned in the results.

### 4.7 Related Work

This section is divided into two categories: test data generation for web services and test data generation approaches that reuse existing resources.

#### 4.7.1 Test Data Generation for Web Services

Test case generation for web services is usually based on the web service specification. Traditional web services provide specifications that include abstract information on the
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Available operations and their parameters. Information from these specifications can be used to support test data generation for black-box testing techniques.

Existing WSDL-based test data generation approaches [16, 20, 29, 130, 185, 201, 235, 295] depend on XML Schema datatype information. The datatype information, which defines various constraints for each input type, allows data generation for each simple type. Since it is possible to define complex datatypes, test data generation for these types simply requires decomposition of the complex type into simple types and application of data generation for each simple type. This approach can generate structurally valid test inputs, but may not generate realistic test inputs.

Fault-based test data generation tests for prescribed faults in web services. Unlike other testing approaches, in fault-based test data generation, erroneous test data is generated intentionally. Proposed fault-based testing approaches [130, 235, 326, 332, 364, 384] generate test data from communications among services by inserting erroneous data. The focus of fault-based testing is often the generation of tests able to reveal the fault in question. However, there is no guarantee that the tests so-generated will be realistic.

Test data generation from a WSDL definition is limited to generating structurally valid test data, but this cannot be guaranteed to be realistic because WSDL contains no behavioural information about the service under test. This limitation is reduced with the introduction of semantic web services. The use of semantic models such as OWL-S for test data generation is proposed [17, 77, 326, 338] not only because of the behavioural information they provide, but also because of the semantic information on the input types. This semantic information (in the form of an ontology) allows ontology-based test data generation. However, this semantic information does not necessarily code realism, nor can it always guarantee to do this.

4.7.2 Test Data Generation Approaches Using Existing Resources

Test cases can be generated using existing data, such as existing test cases and recorded user session data. The use of session data for web application testing has been sug-
gested by several researchers [3, 163, 199].

Thummalapenta et al. [315] propose an approach that aids test generation approaches in reaching desired states. The proposed approach mines code bases and extracts sequences that are related to the object types of the method under test.

However, the only approach that aims to generate test data for ScS was proposed by Conroy et al. [74]. In this approach test cases are generated using the data from applications with Graphical User Interfaces (GUIs). The approach harnesses data from GUI elements and uses the harnessed data to generate test cases for ScS. Compared to approaches presented in Section 4.7.1, this approach might be expected to be more effective in generating realistic test data. Unfortunately, however, the proposed approach remains unautomated.

McMinn et al. [211] also proposed automatic generation of realistic test data, aiming to reduce the human oracle cost. The authors propose the use of genetic algorithms combined with data and input domain knowledge to increase the fault-finding capability, and the branch coverage probability of the generated test data. The approach also includes re-using of test data among related units of the system under test. Even though this approach is capable of generating ‘realistic’ test data, as with most of the automated approaches it can only provide structural realism.

Alshahwan and Harman [4] use search based testing to generate branch adequate test data for server side code in PHP. Their approach was shown to be effective at branch coverage. The proposed approach could be used to seed our approach for generatable input data as a base case. This remains a topic for future work.

### 4.8 Conclusion

In this chapter, we introduced a novel approach that can automate realistic test data generation. The proposed approach not only effectively generates realistic inputs, it also minimises the dependence on existing data. Another major benefit of this approach is its ability to produce customised and realistic test data. The test results obtained in the experiments provide evidence for the effectiveness of our approach compared to
the state of the art automated test data generation approach. In both case studies, our approach comfortably outperformed random test data generation.
Chapter 5

Cost Reduction Through

Multi-objective Data Source Selection

5.1 Motivation

Testing is one of the most widely used and important ways in which software engineers gain confidence in systems’ behaviour and with which they find faults. Testing is important for all kinds of software systems, but this chapter is concerned with web service based systems. Trust is considered as one of the technical barriers’ to enterprises transition to such ScS [64]. One of the potential solutions for establishing trust among different stakeholders is testing, which potentially provides the necessary assurance in correct functioning of ScS. Not surprisingly, this pressing need has led to a dramatic recent increase in the number of publications on ScS testing, as discussed in Chapter 2.

Service oriented systems present many challenges to the tester. The services available for use can change repeatedly, frequently and unpredictably, while many may offer substantially similar services, but with different quality and performance attributes and at different costs. For the tester, this presents the challenge of a rapidly changing, nondeterministic system with important choices to be made about the costs involved in testing; not merely execution costs, but monetary costs accrued from charges for third party service use.

In addition to the inherent complexities of web service testing, there is also a
need to construct realistic test cases [3, 74, 163, 200, 210, 211]; test data that achieves fault revelation and which does so with test cases that are achievable in practice and understandable to the human tester and user alike. For instance, it has been argued that user session data is valuable precisely because it is real data [3, 163, 200]. Other authors have also developed testing approaches to harness realism in testing, drawing realistic data from the Graphical User Interfaces of the systems under test [74] and from ‘web scavenging’ for suitable test data [210, 211].

Our approach to the challenge of testing web services is to seek to exploit the flexibility and, more specifically, the composability of services as a key mechanism for finding suitable solutions. Essentially, we seek, not only to ameliorate problems in web service testing, but to turn these problems around using these very same demanding characteristics as the basis for potential solutions. Our approach recommends composition topologies that deploy existing services to generate realistic tests.

In the previous chapter, we introduced the tool ATAM, which implements this approach. ATAM finds services that combine to form a composition topology (an acyclic graph in which nodes are services and edges denote input-output connectivity between each service). We demonstrated that this approach has the potential to help automate the process of finding realistic test data.

ATAM recommends a set of candidate topologies from which a user can select a suitable choice, resulting in an approach to generate realistic test data for the service under test. However, this does not completely solve the tester’s problem. There may be many services available from which to choose for each node of the topology. Since services may come at a cost and may offer differing degrees of reliability, there is an inherent multi-objective optimisation problem underpinning the final choice of services to select in order to concretise the topology. This choice is to balance the cost-benefit trade off.

In this chapter, we study this problem as a bi-objective typed selection problem, in which services of the right types for each node in the composition topology must be selected to balance testing cost against the reliability of the overall composition se-
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lected. We used NSGA-II to investigate the effect of three factors (composition size, composition topology and the number of services discovered) on performance (computation time) and quality (approximation to the pareto front). We used real world data on price to inform the cost choices and the results from previous chapter to determine the topologies to consider. However, we have no real-world reliability data available. Therefore, we study the effects of various models of the relationship between cost and reliability (logarithmic, linear and exponential) and various degrees of correlation strength (stronger, medium, weaker) between cost and reliability.

The primary contribution of this chapter as follows:

1. We introduce a multi-objective solution to service-centric test data generation. This approach is the first to apply multi-objective optimisation to service-based testing.

2. We present an investigation of the behaviour of our approach using different price-reliability models. We confirm that NSGA-II performs almost optimally on those problems for which problem size is sufficiently small to support exhaustive search for the globally optimal pareto front. On larger problems, we find that size and topology have more effect on quality and performance than the number of service choices discovered. This is encouraging because it provides evidence that the approach may cope with (widely anticipated) significant increases in the number of services that will become available in the coming years.

The rest of this chapter is organised as follows. Section 5.2 discusses existing test data generation approaches that use optimisation techniques and the concept of QoS in SOA. Section 5.3 explains the details of the proposed multi-objective optimisation for our approach. Sections 5.4 presents our case studies, research questions and our method of investigation. Section 5.5 presents the results from our experiments and answers the research questions. Section 5.6 concludes the chapter.
5.2 Background

In this section, we discuss the approaches to test data generation that are most closely related to our approach and also provide a brief information on the concept of QoS in SOA.

5.2.1 Test Data Generation and Optimisation

Our approach formulates test data generation as application for multi-objective SBSE [132]. We seek service compositions that generate realistic tests of a given type using services not are necessarily designed for testing.

Multi-objective optimisation is not new to the test data generation domain. Though our work is the first to use a multi-objective approach to service-based testing. Lakhotia et al. [166], Oster and Saglietti [240] and Pinto and Vergilio [259] already proposed multi-objective test data generation. These approaches focus on structural coverage as the main objective and use additional objectives such as execution time, memory consumption and size of test set. There are other approaches, such as Sagarna and Yao [277] where branch coverage is formulated as constrained optimisation problem. Similarly, Alshahwan and Harman [4] used a single objective search-based testing approach to generate test data to achieve branch coverage of server side code in PHP. The use of multi-objective optimisations in test case selection has also been proposed. For example, Yoo and Harman [373] used objectives such as code coverage and execution cost in test case selection.

5.2.2 Quality of Service Models

Our approach leverages the ability to compose and orchestrate web services to achieve goals for which individual services may not have been defined. One of the advantages of SOA is the ability to discover and compare services with similar business logic. The ability to compare services is enabled by a well-known concept called QoS in SOA.

QoS requirements generally refer to several functional and non-functional qualities of services in SOA [44, 334]. According to Wan Ab. Rahman [334], the most common QoS characteristics are service response time, performance, reliability, exe-
cution price (price from here on), availability and security. The explanation given to four of these characteristics that are covered in this chapter are:

1. **Price**: The monetary cost of invoking a service. There might exist multiple price plans for services but ATAM only considers the pay per use option.

2. **Reliability**: The capability of maintaining the quality of service. We accept reliability as the percentage of invocations that maintained the expected QoS levels.

3. **Availability**: The presence of a service for invocation. We consider availability as the percentage of time that the service available for invocation.

4. **Response time**: The amount of time that a service takes to respond various requests. Response time might be provided in different ways, such as maximum or average time. In this research, we assume maximum response times are provided by QoS.

The need for a QoS model that covers necessary quality aspects of SOA are also addressed by industry. OASIS introduced a QoS specification called Business QoS (bQoS) [234] in 2010.

### 5.2.3 Pareto-Optimality and NSGA-II

Pareto efficiency is a concept in economics which is also applied to many other subjects such as engineering [239]. It is used in the optimization of a vector of multiple criteria by enabling the decision maker to investigate the trade-offs among optimal combinations of these criteria. Pareto frontier (or pareto front) is a set of solutions that are pareto efficient. A solution is accepted as pareto efficient when it is not dominated by any other solution in the solution space [120]. A solution \( s \) is said to dominate another solution \( s' \) if \( s \) are equal or better than \( s' \) in all attributes/objectives.

Non-dominated Sorting Genetic Algorithm-II (NSGA-II), is introduced by Deb et al. [81]. NSGA-II does not produce a single result, but provides a pareto front of best solutions by using elitism and pareto optimality. Elitism is maintained by ranking each
of the discovered solutions after each generation according to nondomination level, as presented in Algorithm 1. NSGA-II also uses a mechanism called crowding distance, which helps achieving a wider pareto front with distant solutions [54]. In order to achieve a wider front, the mechanism measures the distance of each solution from the rest of the population and assigns a higher fitness value to more distant solutions (maintaining a crowding distance among individuals). The execution of NSGA-II is described in Algorithm 1 in more detail.

Algorithm 1 NSGA-II Algorithm [54]

1: procedure NSGA-II \( (N', g, f_k(x_k)) \) \( \triangleright N' \) members evolved \( g \) generations to solve \( f_k(x) \)
2: Initialize Population \( P' \)
3: Generate random population - size \( N' \)
4: Evaluate Objective Values
5: Assign Rank (level) Based on Pareto dominance - sort
6: Generate Child Population
7: Binary Tournament Selection
8: Recombination and Mutation
9: for \( i = 1 \) to \( g \) do
10: for each Parent and Child in Population do
11: Assign Rank (level) based on Pareto - sort
12: Generate sets of nondominated vectors along known pareto front
13: Loop (inside) by adding solutions to next generation starting from the first front until \( N' \) individuals found determine crowding distance between points on each front
14: end for
15: Select points (elitist) on the lower front (with lower rank) and are outside a crowding distance
16: Create next generation
17: Binary Tournament Selection
18: Recombination and Mutation
19: end for
20: end procedure

Deb et al. [81] also introduced a distance metric (\( \Upsilon \)) which is used for measuring how close the discovered set of solutions are to the optimal front. In order to measure this metric, the minimum Euclidean distance between each of the solutions from the generated set \( S' \) and the optimal front (or the optimal set \( S \)) is calculated and the average of these distances is used as the distance metric.

The Euclidean formula for the distance between two points \( p = \{p_1, p_2, \ldots, p_n\} \)
and \( q = \{q_1, q_2, \ldots, q_n\} \) in Euclidean \( n \)-space is:

\[
d(p, q) = \sqrt{\sum_{i=1}^{n} (q_i - p_i)^2}
\] (5.1)

The distance metric is formulated as:

\[
\Upsilon = d(S', S) = \frac{1}{m} \sum_{i=1}^{m} d_{\text{min}}(S'_i, S) \tag{5.2}
\]

where \( m \) is the number of solutions in \( S' \), \( d_{\text{min}}(i) \) denotes the minimum Euclidean distance between the \( i \)th solution in \( S' \) and \( S \).

## 5.3 Multi-objective Service-centric Test Input Generation

In this section, we explain the necessary elements required to support replication of results for the multi-objective optimisation approach we propose here: the objective function and genetic operators. We also discuss the choice of our algorithm and parameter values selected for the genetic algorithm.

### 5.3.1 Objective Functions

We introduce three different functions for the four QoS parameters we intend to include in the next version of ATAM: price, reliability, availability and response time. The reason for having three different objective functions is caused by our perception of combined reliability, availability and response time for compositions.

The objective function for the price parameter is straightforward. The function is the sum of the costs of all services required in a topology. In our approach, we considered price as an objective rather than a constraint, in order to allow the tester to explore all the possible solutions on the pareto-optimal front. The following is introduced as the objective function for minimising total cost of test data generation:
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Figure 5.1: Example topology scenario for generating realistic test data using services. In the figure, each node in the topology represents a service description. In this scenario, service $S_1$ is the service that provides the required test input. The services on the other end, such as $S_5$, $S_6$, and $S_7$, are services that either require tester input or automatically generated input using a predefined algorithm. Each edge in the figure represents an input required by the service that is targeted by the edge. The source of the edge is the service that provides the required input. For example, in this scenario, the input for $S_1$ is provided by $S_2$.

Minimize $\sum_{i=1}^{n} p_{s_i}$

where $n$ is the total number of services in the selected topology and $p_{s_i}$ is price of the $i$th service.

The objective function for the other three QoS characteristics are not as straightforward. The total reliability, availability or response time of a topology is as high as the combined value of each characteristic for all the services used in that topology.

We introduced the concept of ‘combined characteristic value’ (referred to as combined value from this point on) because the reliability, availability and response time of an individual service is not solely defined by the behaviour of that service in isolation. For example, in the case of reliability, the reliability of a service $S$ also depends on the reliability of the services that generate the necessary input for $S$. Figure 5.1 illustrates an example solution and explains necessary concepts in combined value calculations.

The same formulation can be used in the calculation of combined values for reliability and availability. For response time, however, we provide a third formulation. Due to space constraints, we explain our formulation for reliability and availability focusing on the reliability only. The combined value for reliability (referred to as combined reliability (cr)) of a service is formulated as:
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\[ cr(S_n) = r_{S_n} \times ir(S_n) \]

where \( cr(S_n) \) is the combined reliability and \( r_{S_n} \) is the reliability of the service \( S_n \) and \( ir(S_n) \) is the reliability function that calculates the combined reliability of the services that provide inputs for \( S_n \).

The reliability calculation for inputs (\( ir(S_n) \)) varies based on the number of services providing the input. This is because in our approach, a service in the composition can get the required inputs in two possible manner:

**case1** *From the tester or predefined algorithm:* In this case, the input reliability of the service is accepted 100% reliable (i.e. reliability score = 1.0). Services \( S_5, S_6 \) and \( S_7 \) in Figure 5.1 are examples to this case.

**case2** *From some arbitrary number of services:* In this case, the input reliability of the service is equal to the lowest of the combined reliability of the services that provide its inputs. For example, service \( S_3 \) takes input from service \( S_5 \) while \( S_4 \) takes input from two services \( S_6 \) and \( S_7 \) as depicted in Figure 5.1.

In the light of these definitions, we formulated our input reliability function to suit these two cases as follows:

\[
ir(S_n) = \begin{cases} 
1.0 & \text{if } S_n \text{ is case 1} \\
\text{MIN}(cr(S_{n1}^{1}), cr(S_{n2}^{2}), \ldots, cr(S_{nin}(S_n))) & \text{if } S_n \text{ is case 2}
\end{cases}
\]

where \( S_{ni}^{i} \) is the service providing \( i \)th input for service \( S_n \) and \( in(S_n) \) is the total number of inputs service \( S_n \) has.

The reliability score of a composition is equal to the combined reliability of the first service (service at the highest level). In light of the given combined reliability calculation, the objective function for maximising the total reliability is formulated as:
\[ \text{Maximise } r_{S_1} \times ir(S_1) \]

Having services that require inputs from multiple services allows ATAM to invoke the services which provide the inputs in parallel. Due to this parallel invocation ability, response time needs to be calculated in a similar fashion to reliability and availability.

We formulated combined response time as:

\[ cres(S_n) = res_{S_n} + ir_{S_n} \]

where \( cres(S_n) \) is the combined response time and \( res_{S_n} \) is the response time of the service \( S_n \) and \( ir_{S_n} \) is the response time function that calculates the combined response time of the services that provide inputs for \( S_n \).

There is also a minor difference in combined response time calculation. Even though the cases (case1 and case2) are also valid for response time, the values for the cases are different. The function that suits these two cases for response time is as follows:

\[
ires(S_n) = \begin{cases} 
0 & \text{if } S_n \text{ is case 1} \\
\text{MAX}(cres(S_n^1), cres(S_n^2), \ldots, cres(S_n^{in(S_n)})) & \text{if } S_n \text{ is case 2}
\end{cases}
\]

where \( S_n^i \) is the service providing \( i \)th input for service \( S_n \) and \( in(S_n) \) is the total number of inputs service \( S_n \) has.

We believe the testers use expected response time as a means to minimise the time it takes to generate test cases. As a result, the objective function needs to minimise the response time.

\[ \text{Minimise } res_{S_1} + ir_{S_1} \]
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5.3.2 Representation and Genetic Operators

After discovering all possible topologies, ATAM asks the tester to select one topology for test data generation. Then ATAM applies the optimisation process only to the selected topology using the service groups for this topology.

ATAM was implemented in a way to facilitate genetic operators (mutation and crossover) with service groups and topologies. As a result, in our multi-objective solution, genomes are represented as an array of integers as depicted in Figure 5.2. Each element in the array represents a ‘service group’ and values in each element represent a service that belongs to that group. The numbering of service groups and web services are based on the order of their discovery. For example, if the tester selects one of the topologies from Figure 5.2, the values of the elements in each genome represent the services which are in the places of $S_1, S_2, ..., S_9$ based on their order in the genome.

The initial population is generated using the number of services in each service group that form the selected topology. Each solution in the initial population is generated by randomly assigning a number to each array between 0 and the number of services in the service group which is represented by the element.

The mutation operator modifies the value in an element with a number between 0 and the number of services that the group contains. The crossover operator produces a new solution by combining two solutions into a new solution as depicted in Figure 5.2.
5.3.3 Mutli-Objective Algorithm and Parameters

We selected the NSGA-II as optimization technique for our problem due to its reported performance against other algorithms for similar problems [387]. We used a modified version of the popular ECJ framework [92] which provides a built-in NSGA-II algorithm, and integrated it to ATAM. After some tuning, we found out that the ideal parameters that provide the most diverse solutions for our problem are 35% mutation probability for each gene and one-point crossover with 50% crossover probability.

5.4 Empirical Studies

In this section, we introduce the case studies we used in our experiments, present the research questions we asked and explain our method of investigation.

5.4.1 Case Studies

Not having real-world case studies is one of the major set backs in SOA testing research [44]. As expected, we were unable to find existing services with measures of suitable QoS values. The only QoS characteristic that the authors have access to is service cost. As a result, we selected a group of existing commercial services with publicly available pricing details (presented in Table 5.1) which are collected from the Remote Methods website [268]. Due to access restrictions on non-commercial users, we were unable to verify the accuracy of the provided prices. We were also unable to verify continual service availability.

For 7 out of 9 groups in Table 5.1, we were able to identify at least two existing services with price details as a basis for determining the maximum and minimum prices. For groups 3 and 4, we were unable to find multiple services. However, for these two groups, we used the prices from different subscription models of the same service. In some of the groups, outputs of free to use services might not be the same as the paid ones (due to the level of detail provided), however, we accepted these services as alternatives to the paid ones due to their similar service descriptions.
### Table 5.1: Services used as a basis for the synthetically generated case study. The services and the given prices in this table are collected from Remote Methods website [268].

<table>
<thead>
<tr>
<th>Service Group</th>
<th>Price (per query)</th>
<th>Company</th>
<th>Min</th>
<th>Company</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Phone verification</td>
<td>$0.300</td>
<td>StrikeIron</td>
<td>Free</td>
<td>WebServiceMart</td>
</tr>
<tr>
<td>2 Traffic information</td>
<td>$0.300</td>
<td>MapPoint</td>
<td>Free</td>
<td>MapQuest</td>
</tr>
<tr>
<td>3 Geographic data</td>
<td>$0.165</td>
<td>Urban Mapping</td>
<td>$0.010</td>
<td>Urban Mapping</td>
</tr>
<tr>
<td>4 Bank info verification</td>
<td>$0.160</td>
<td>Unified</td>
<td>$0.090</td>
<td>Unified</td>
</tr>
<tr>
<td>5 IP to location</td>
<td>$0.020</td>
<td>StrikeIron</td>
<td>Free</td>
<td>IP2Location</td>
</tr>
<tr>
<td>6 Stock Quote</td>
<td>$0.020</td>
<td>XIgnite</td>
<td>$0.008</td>
<td>CDYNE</td>
</tr>
<tr>
<td>7 Financial data</td>
<td>$0.017</td>
<td>Eoddata</td>
<td>$0.007</td>
<td>XIgnite</td>
</tr>
<tr>
<td>8 Nutrition data</td>
<td>$0.010</td>
<td>CalorieKing</td>
<td>Free</td>
<td>MyNetDiary</td>
</tr>
<tr>
<td>9 Web search</td>
<td>$0.005</td>
<td>Google</td>
<td>Free</td>
<td>Bing</td>
</tr>
</tbody>
</table>

In our case study, we focused on two QoS characteristics: cost and reliability. The reason for choosing cost is due to existence of real-world references. We chose reliability due to our better understanding of the concept compared to availability and response time.

At present, making a realistic projection on the relation between reliability and cost is a challenging task due to lack of real-world reliability data. To compensate, we defined three price-reliability models (referred to as model) that construe the relation between price and reliability as illustrated in Figure 5.3.

We started generating our case study with the assumption that reliability and price are positively correlated. The reliability value for each service in each group cover is between 0.50 to 0.99. The cost value for each service in each group is assigned using the minimum and maximum prices given on the Table 5.1. We generated 9 service groups with 40 services in each group for all 3 models initially. Data for other group sizes (20 and 30) are generated by removing service entries from the initially generated groups.

Composition size in the experiments represents the number of groups (starting from Group 1) that are included in a given topology. For example, composition size 4 means a composition which includes the first 4 groups.
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(a) Linear model  
(b) Logarithmic model  
(c) Exponential model

Figure 5.3: Example reliability-price distribution of services in a group (Group size: 40 services) for all three models (with three very strong correlation).

5.4.2 Research Questions

We ask the following four questions:

**RQ1** Is there a relation between the used price-reliability model and the discovered pareto front?

**RQ2** How is discovered pareto front affected by different levels of price-reliability correlation in the models?

**RQ3** What are the effects of parameters such as composition size, group size and topology complexity on the discovered pareto front?

**RQ4** What are the effects of parameters on performance?
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5.4.3 Method of Investigation

In order to answer RQ1, we generated pareto fronts for all three models with most of the possible combinations (allowed by our case study) using different group sizes (20, 30 and 40) and composition sizes (3, 4, 5, 7 and 9). Then we investigated the fronts generated from these groups.

In order to answer RQ2, we created new case studies by introducing 3 different level of correlation (low, medium and high) in each model and investigated the fronts generated from these case studies. Figure 5.5 illustrates these three levels of correlation on the linear model.

In order to answer RQ3 and RQ4, we developed 7 different topologies with different complexities as depicted in Figure 5.4. First, we investigated the fronts generated from these topologies to answer RQ3. We also compared the execution times of the generated topologies using different population size and number of generations in order to answer RQ4.
5.5 Results and Analysis

In this section, we present the results from our experiments, provide answers to the research questions we asked and discuss the threats to the validity of the experiments we conducted.

5.5.1 Results

The discovered pareto fronts for all models are depicted in Figure 5.6 and 5.10 (using the topology complexity (c1) in Figure 5.4). As can be observed from these figures, the discovered fronts are very closely related to the model used. This similarity can be also observed in Figure 5.10.

Figure 5.5: Different levels of correlation for the linear correlation model. The calculated Pearson’s correlation coefficients for each correlation level from low to high are 0.8574, 0.9459 and 0.98412. The original distribution for this group is depicted in Figure 5.3a.
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(a) Group size: 20, Model: Exponential

(b) Group size: 30, Model: Exponential

(c) Group size: 40, Model: Exponential

Figure 5.6: Continued on next page...
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(d) Sequence size: 9, Model: Exponential

(e) Group size: 40, Model: Linear

(f) Sequence size: 9, Model: Linear

Figure 5.6: Continued on next page...
The results suggest that the group size and composition size do have a minor effect on the overall form of the discovered pareto front. Composition size, as expected, causes a shift on the position of the discovered front. The results provide evidence for the fact that the observed shift is closely related with price of the added/eliminated service group in the composition. As depicted in Figure 5.6g, the biggest shift is observed...
between composition sizes 3 and 4, due to the relatively high price of the services in group 4. The effect of the reliability in this case is less observable due to the relatively low difference between reliability scores of services in each group.

Figure 5.7: The difference between the globally optimal front and the front discovered by our approach. Measured distance ($\Upsilon$) between fronts is $\sim 0.00024$ price-reliability points.

Search-based optimisation techniques are often applied to problems with large solution sets due to their effectiveness in such scenarios. In our problem, the search space is not fixed and it can vary greatly (based on the composition and group sizes). We investigated the performance of our approach in small search spaces in order to compare to known globally optimal fronts. For topologies small enough for exhaustive search, we found that NSGA-II finds a pareto front very near the true pareto front as depicted in Figure 5.7. The Euclidean distance between the optimal front and the discovered front is $\sim 0.00024$ price-reliability points. We also measured the average execution time of our approach and the time it takes to calculate the optimal pareto front in Figure 5.7. Exhaustive calculation of the optimal front took 4.5 seconds whereas our approach (using NSGA-II with population size 400 and 100 generations) took 0.8347 seconds.
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(a) Effect of group size on execution time

(b) Effects of population size and number of generations on execution time

Figure 5.8: The effects of the parameters used in our experiments on the execution time. The values in each graph represent the composition sizes. The average execution times for different group and composition sizes are provided in Figure 5.8a. The average execution times in Figure 5.8b are for different population sizes and number of generations (given in the format “population size : number of generations”).

The effects of the parameters such as group size, composition size, population size and number of generations on the execution time are depicted in Figure 5.8. The results suggest that the effect of group size is negligible as depicted in Figure 5.8a. The performance difference between groups’ sizes is only a fraction of a second for all composition sizes ranging from 0.02s up to 0.13s, whereas for almost all group sizes there is about 1s difference in execution times between composition sizes 9 and 3.

One unexpected effect which is very noticeable in both graphs is the negative correlation between the composition size and the execution time. We believe that this negative correlation is caused by ECJ’s internal mechanism that maintains crowding distance. In order to prove our hypothesis, we measured the execution of the same case study with different population sizes and different number of generations. The results from these experiments are depicted in Figure 5.8b.

During our experiments, we also investigated the relation among composition size, number of generations and execution time. Our initial assumption was that the higher the composition size and the number of generations, the longer it should take to execute. The results provided evidence for the validity of our assumption. When we increased the number of generations from 100 to 200, execution time increased 2.21 times for composition size 9, whereas 2.03 times for composition size 3.
Figure 5.9: The effects of topology complexity on pareto-front and execution time. The labels on the graphs ((c1) to (c7)) represent the results for the topologies in Figure 5.4. Pareto fronts in Figure 5.9b are presented in a different form (lines instead of individual solutions as points) than the previous figures in order to make these 7 pareto fronts more distinguishable.

As mentioned, the results up to this point in the chapter are collected using the topology (c1) in Figure 5.4. The effects of complexity on execution time and pareto front are depicted in Figure 5.9. Investigation of the results in Figure 5.9a shows a positive correlation between the number of services that require multiple inputs and the execution time. In the case of topology (c1) the lowest execution time was achieved because this topology does not contain any services with multiple inputs, whereas the topologies (c4), (c6) and (c7) (topologies containing 2 multiple input services) have the highest execution times. Another important observation was that a topology’s form has a negligible effect on execution times. For example, very similar topologies such as (c5) and (c7) have different execution times.
Figure 5.10: Pareto fronts discovered from all three models (Composition Size: 9, Group size: 40 services) with different levels of correlation. The original distribution for this group is depicted in Figure 5.6.
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Complexity is found to have the highest effect among all parameters on the form of the discovered pareto front. This effect can clearly be observed in Figure 5.9b, where the discovered fronts are separated into two distinct groups. The first group consists of topologies (c5), (c6) and (c7) and the second group consists of (c1), (c2), (c3) and (c4). The cause of this grouping is the similarities between the forms of the topologies in each group. The effect of complexity is almost negligible in higher reliability scores, whereas for the rest of the pareto front it is more visible. The fronts (c1) and (c7) in Figure 5.9b are a distance of $\sim 0.073$ price-reliability points apart.

The results suggest that correlation level in models have the highest effect on the form of the discovered pareto fronts as depicted in Figure 5.10. Comparison between the fronts of the original case study (Figure 5.6) and the modified ones show that there is a positive correlation between the correlation level and the number of solutions on the discovered front. Correlation level has the same effect on all three models as depicted in Figure 5.10. We believe that this effect is caused by NSGA-II tendency to generate solutions around the services with better QoS scores than expected in the model.

5.5.2 Answers to Research Questions

The results depicted in Figure 5.6 and 5.10 answer RQ1 by providing evidence for the fact that the cost-reliability relationship is replicated in the discovered pareto fronts when correlation is high. However, as the price-reliability correlation decreases, less smooth fronts with fewer solutions are discovered.

The results also provide evidence for the fact that the level of correlation in a model can effect the form of the discovered pareto fronts. The results, which answer RQ2, suggest a negative correlation between the model correlation level and the number of solutions on the discovered front.

In order to answer RQ3, we have to provide a separate explanation for each parameter. The evidence from Figure 5.6h suggests that group size has a negligible effect on the discovered pareto front compared to composition size and topology complexity. As for the effects of the composition size, the results suggest that as one might
hope, the lower the composition size, the cheaper and more reliable the solution will be (using the same set of services and topology). The results from Figure 5.9b suggest that among all the three parameters we investigated, topology complexity has relatively highest impact.

As for the answer to RQ4 regarding the performance, we find that composition size has the strongest effect, with smaller topologies consuming more machine time; a curious effect we believe is due to the influence of crowding distance. The results suggest that group size has a negligible effect.

5.5.3 Threats to Validity

In the experiments, the most important external threat which limits the general applicability of the proposed approach is the test scenarios representing real-world ones. This concern is especially important for work in which experimental validation is performed using simulation and synthetic case studies. Although we performed our experiments using simulations in order to ensure maximum realism, we attempted to solve the realism problem on two fronts: realistic prices and realistic price-reliability models.

1. **Realistic prices:** Due to access restrictions and the high number of services needed to perform experiments, we could not use the actual prices for each service we simulated in the experiments. In order to make our simulation more realistic, we used the prices of existing services as a basis (maximum and minimum prices) for each service group. We believe the prices used in the experiments can serve a basis for a realistic scenario since they are real-world prices.

2. **Realistic price-reliability models:** Presenting a real-world model that represents price-reliability relation was one of the major challenges for the experiments presented in this chapter. To the best of the author’s knowledge, there is no empirical study on this subject. Chapter 6 of this thesis includes an empirical reliability study (in Table 6.1) with existing services, however, the number of services analysed in this study were substantially less than the number of reliability scores needed for the experiments in this chapter. As a result, we chose the three com-
mon statistical models to represent the price-reliability relation. In addition to this, we also simulated three different levels of correlation for all three models. We believe that some of the combinations of these three models and correlations might represent real-world scenarios.

The only internal threat which might have affected the results obtained are the reliability and price scores assignment to each service. In order to maintain consistency in each group, we automated this process using three algorithms (for three models) to generate scores for a given number of services, with maximum and minimum prices. The algorithms are also set to generate reliability scores between 0.55 and 0.99, which we believe covers all possible real-world scenarios. The correctness of the algorithms was manually inspected.

5.6 Conclusion

In this chapter, we presented a multi-objective solution to service-oriented test data generation. We focused on the cost of test data generation and the reliability of the test data sources as our primary objectives. We chose a widely used multi-objective algorithm NSGA-II and investigated the behaviour of our approach in various situations, drawn from different models and parameters for our problem and solution domain. The results provided evidence for robustness of our approach.
Chapter 6

Cost Reduction Through Pareto-optimal Test Suite Minimisation

6.1 Motivation

As discussed in Chapter 2, one of the limitations of ScST is the cost associated with invoking services. Increased test frequency for ScS exacerbates the severity of the issues regarding testing cost. The cost of invoking services during testing is a major problem at composition level. Solutions aimed at reducing the cost of testing, such as simulated testing have previously been proposed [146, 186, 205, 208, 247, 270]. However, these approaches do not eliminate the need for runtime testing (testing with real services).

In the previous chapters, we addressed testing cost reduction at different levels of ScST. For example, ATAM (discussed in Chapter 4) aimed at reducing the cost of (manual) realistic test input generation through automation. In Chapter 5, we introduced another solution that aimed at reducing test input generation cost by using services with lower invocation cost. Although the work introduced in these chapters can help in reducing the testing cost in ScST, there remains the issue of controlling the test cost at runtime.
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One widely studied solution aimed at reducing runtime testing cost is test suite minimisation [374]. The purpose of test suite minimisation and prioritisation is to reduce testing cost through removing redundant test cases. In test suite minimisation, there are concerns such as retaining coverage, test suite effectiveness or fault detection capability, execution time and resource usage, such as memory. According to the literature, problems where there are multiple competing and conflicting concerns can be investigated using pareto optimal optimisation approaches [133].

A tester is often faced with making decisions based on multiple test criteria during runtime testing. This is due to the fact that, in many situations, it is not expected that the tester aims to achieve a single goal during the testing process. According to the literature, one goal that is often used is code coverage. Achieving a high coverage is often regarded as a major goal in testing [361, 314]. However, achieving a high coverage is expensive and expecting to achieve 100% coverage might not be realistic when testing complex systems.

The cost of a test suite is one of the most important criteria, since a tester wants to get maximum value (e.g. number of branches covered) from the execution of a test suite [133]. In the literature, the cost of a test suite is often associated with the time it takes to execute it [374]. However, with the introduction of web services, service compositions and online APIs, the concept of monetary cost of testing is starting to gain acceptance in software testing literature.

The reliability (also referred to as quality) of a test suite is also an important concern. In Chapter 5, we introduced a formulation for the reliability score of a test input based on the reliability of its sources. We believe reliability is an important aspect especially in ScST, because it can help reduce the testing cost. A test suite with high reliability might reduce the cost of testing in two ways:

1. Human-oracle reduction due to the tester’s trust in the test input source. If the test data used in testing has a high reliability, the tester will not need to inspect all test inputs for errors such as invalidity and conformance to input requirements (e.g. input format).
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2. Avoiding extra testing cost due to erroneous test inputs. The extra cost in this case occurs due to service invocations with invalid test data during the execution and the tester’s investigation of the unexpected test results that might occur as a result of invalid inputs.

For instance, consider the case of U.S. ZIP codes. Zip codes can be decommissioned or new ones might be assigned to new areas over time. As a result, during the testing of an ScS that requires ZIP codes as inputs, only valid codes must be used. In this scenario, if the ZIP codes (used in testing) are generated from unreliable services, then the test suite’s reliability will be low, which means the test suite might include decommissioned or invalid ZIP codes. It is safe to assume that testing with decommissioned ZIP codes can be classified as unnecessary execution (except if the tester is performing robustness testing), which is likely to produce false positives. The results from our experimental studies for ZIP codes (discussed in Section 6.4) provided some evidence for the correctness of this assumption. The problem with false positives is that they might cause the tester to invest time in investigating the reasons for unexpected output(s).

In order to avoid the side effects of extensive runtime testing, a test suite minimisation approach could be used to remove ‘redundant’ test cases; those which merely cover previously covered features. On the other hand, to avoid side effects of a low reliability test suite, the selected approach must be able to manage multiple objectives. Thus, we propose to adapt the multi-objective test suite minimisation approach of Yoo and Harman [374] to ScST with the objectives, such as cost of service invocation, branch coverage and test suite reliability.

In this chapter, we introduce a pareto-optimal, multi-objective test suite minimisation approach to ScST aiming at reducing the runtime testing cost. The advantages of the proposed application of multi-objective test suite minimisation for ScS are:

1. Reduced cost in runtime testing through test suite minimisation.

2. Its ability to discover trade-offs between cost of test runs and system coverage.
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3. Its ability to select a more reliable test suite without increasing the cost and affecting the coverage of the test suite.

The rest of this chapter is organised as follows. Section 6.2 briefly introduces the concept test suite minimisation and explains the proposed multi-objective test suite minimisation approach for ScST. Section 6.3 presents our case studies, research questions and our method of investigation. Section 6.4 presents the results from our experiments and answers the research questions. Section 6.5 concludes the chapter.

6.2 Multi-Objective Test Suite Minimisation for Service-centric Systems

In this section, we explain the concept of test suite minimisation, our approach and present our objective functions.

6.2.1 Test Suite Minimisation and HNSGA-II

Test suite minimisation (or test suite reduction) techniques aim to reduce the size of a test suite by eliminating redundant test cases [374]. Test suite minimisation is considered as a hitting set (or set cover) problem which is an NP-complete problem and defined as follows:

Input: A test suite \( T = \{t_1, ..., t_n\} \) and a set of testing requirements \( R = \{r_1, ..., r_n\} \) which need to be satisfied in order to provide the desired level of testing.

Goal: To find a representative set of test cases \( T_0 \), from \( T \) \( (T_0 \subseteq T) \) that satisfies all requirements. In order to satisfy all requirements, each \( r_i \) must at least be satisfied by one of the test cases that belongs to \( T_0 \). The effect of minimisation is maximised when \( T_0 \) is the minimal hitting set of the test cases in \( T \).

Due to the test suite reduction problem (which is a minimal set cover problem) being NP-complete, the use of heuristics is proposed by many researchers [374]. According to the literature, another well known solution to the set cover problem is the greedy approximation. Yoo and Harman [372] proposed a solution (using an algorithm
called ‘HSNGA-II’) which combines these two solutions into a pareto-optimal test suite minimisation approach. HNSGA-II uses the additional greedy algorithm, described in Algorithm 2 along with multi-objective algorithms.

**Algorithm 2** Additional Greedy Algorithm \((\mathcal{U}, \mathcal{S})\) [373]

1: \( C \leftarrow \emptyset \) \hspace{1cm} \( \triangleright \) covered elements in \( \mathcal{U} \)
2: \textbf{repeat}
3: \( j \leftarrow \min_k (\text{cost}_k / |S_k - C|) \)
4: \hspace{1cm} \text{add } S_j \text{ to solution}
5: \hspace{1cm} \( C = C \cup S_j \)
6: \textbf{until } \( C = \mathcal{U} \)

Where \( \mathcal{U} \) is the universe, \( \mathcal{S} \) is the set that contains \( S_1, S_2, \ldots, S_n \) (with execution costs \( \text{cost}_1, \text{cost}_2, \ldots, \text{cost}_n \)) which cover subsets of \( \mathcal{U} \), such that \( \bigcup_i S_i = \mathcal{U} \). The assumption in this scenario is the existence of a subset of \( \mathcal{S} \) which covers all elements of \( \mathcal{U} \). The additional algorithm is cost cognisant, thus it does not just pick the subset that covers the most elements, but it aims at finding the subset that provides maximum coverage increase with the lowest cost at each iteration (at Line (4)) [373].

HNSGA-II is a variant of the standard NSGA-II and it may be more effective in multi-objective minimisation problems compared to NSGA-II. HNSGA-II combines the effectiveness of greedy algorithm for set cover problems with NSGA-II’s global search. Results from the execution of additional greedy algorithm are added to the initial population of NSGA-II in order to create an initial population with better solutions compared to a ‘random only’ population. The goal in using a better initial population is to guide NSGA-II to a better approximation to the optimal pareto front. This process can be especially beneficial in problems with very large search spaces.

**6.2.2 Proposed Approach**

Our approach consists of two stages: test suite artefact calculation and multi-objective minimisation. After test suite generation, our approach requires the calculation of three measurements in order to apply multi-objective approaches. These are coverage, reliability and execution cost of each test case.
The reliability score of a test case is based on the reliability of its inputs. Reliability scores for generated inputs are provided by ATAM (details of reliability calculation for test cases were discussed in Chapter 5).

Unlike reliability, execution cost and branch coverage cannot be acquired from an external source. The easiest way of acquiring this information is by executing the whole test suite. Unfortunately, performing a runtime execution for the whole test suite in order to measure its artefacts will increase the overall cost of testing which is an unacceptable side effect for an approach that aims to reduce testing cost. In order to avoid this cost, we propose the use of simulated testing using mock/stub services as discussed in Chapter 2. Using stub/mock services will allow us to measure branch coverage and service invocation information for each test case without incurring additional costs.

![Diagram](image)

Figure 6.1: Example test suite reduction scenario for a ScS. The table depicts test cases in the suite with their reliability, branch coverage and execution cost calculated. For the given test suite (T1,...,T6) it is expected that test cases T1 and T2 will be eliminated to get the optimal test suite (T3,T4,T5,T6) which achieves 100% coverage with lowest cost and highest reliability.

Service invocation costs can occur in several ways (based on the type of contract agreed between the provider and the integrator). Two of the most prominent payment plans used at present are: pay per-use and invocation quota-based plans. As a result,
two different cost calculation functions are introduced. Details of these two payment plans and the cost calculation associated with them are discussed in Section 6.2.3.

After completing stub/mock service generation, a simulated run for the test suite is performed in order to measure testing artefacts for each test case. An illustration of an example ScS and its test suite with the test case measurement is depicted in Figure 6.1.

In order to adapt Yoo and Harman’s minimisation approach to ScST, we modified the original greedy algorithm by replacing its objective functions with the objective functions from our approach. We used the following algorithms for the 2-objective and the 3-objective optimisation scenarios. The additional algorithm for 2-objective optimisation (described in Algorithm 3) uses the cost and coverage calculation algorithms discussed in Section 6.2.3.

**Algorithm 3 2-objective Additional Greedy Algorithm**

```plaintext
Require: Test suite S
1: DEFINE current fitness
2: DEFINE test case subset S′ := ∅
3: while not stopping rule do
4:     current fitness := 0
5:     for all test cases in the test suite S do
6:         if test case T is not in S′ then
7:             current fitness := coverage score of S′ (CovS′)
8:             ADD T to S′
9:             new fitness := CovS′ − current fitness
10:            end if
11:         if new fitness is better than current fitness then
12:             current fitness := new fitness
13:             MARK T as selected
14:             REMOVE T from S′
15:         end if
16:     if No test case is selected then
17:         End
18:     else
19:         ADD T to S′
20:     end if
21: end for
22: end while
```

The 3-objective additional algorithm (described in Algorithm 4) considers an ad-
ditional objective, reliability. In this algorithm, the objectives coverage, cost and reliability are combined into a single objective using the weighted-sum model (as depicted in Line(12)). In our experiments, both coverage and reliability objectives were given equal weights.

**Algorithm 4 3-objective Additional Greedy Algorithm**

Require: Test suite S
1: DEFINE current fitness
2: DEFINE test case subset \( S' := \emptyset \)
3: while not stopping rule do
4:   current fitness := 0
5:   for all test cases in the test suite \( S \) do
6:     if test case \( T \) is not in \( S' \) then
7:       coverage fitness := coverage score of \( S' \) (\( Cov_{S'} \))
8:       reliability fitness := reliability score of \( S' \) (\( Rel_{S'} \))
9:       ADD \( T \) to \( S' \)
10:      coverage fitness := \( \frac{Cov_{S'} - coverage \ fitness}{cost \ of \ S'} \)
11:      reliability fitness := \( \frac{Rel_{S'} - reliability \ fitness}{cost \ of \ S'} \)
12:      new fitness := \( \frac{coverage \ fitness + reliability \ fitness}{2} \) \( \triangleright \) reliability and coverage are given equal weight
13:     end if
14:     if new fitness is better than current fitness then
15:       current fitness := new fitness
16:       MARK \( T \) as selected
17:       REMOVE \( T \) from \( S' \)
18:     end if
19:   if No test case is selected then
20:     End
21: else
22:     ADD \( T \) to \( S' \)
23: end if
24: end for
25: end while

As mentioned, HNSGA-II uses the results from the greedy algorithm runs as an initial population. In the second stage of our approach, we run the greedy algorithm and feed its results to NSGA-II algorithm (explained in detail in Chapter 5) which produces the pareto optimal front enabling the tester to investigate the trade-offs between the measured testing artefacts. In the cases where the size of resulting set from greedy algorithm is less than the required population size for NSGA-II, we compensate for
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this shortcoming by adding randomly generated solutions to the greedy results.

6.2.3 Objective Functions

Branch coverage is calculated as the percentage of branches of ScS under test covered by the given test suite. In our approach, we considered coverage as an objective rather than a constraint, in order to allow the tester to explore all the possible solutions on the pareto-optimal front. The following objective function is used for branch coverage since our aim is to maximise the coverage of the test suite.

\[
\text{Maximize } \frac{\text{branches covered by test suite}}{\text{total number of branches}}
\]  

(6.1)

The objective function for the cost is not as straightforward as branch coverage because it has multiple options for service invocation cost. Several different payment plans might exist for service usage. However, we considered only the two prominent ones: pay per-use and quota based payment plans.

Pay per-use plan: In this case, the integrator is charged for each service invocation individually. The total cost of executing a test case is calculated as the total cost of services invoked by the test case and is formulated as:

\[
c_{S}(t_{cm}) = \sum_{i=1}^{n} X_{S_{i}} \cdot C_{S_{i}}
\]

where \( n \) is the number of services invoked by executing the test case \( t_{cm} \), \( S_{i} \) is the \( i \)th executed service, \( C_{S_{i}} \) is the cost of invoking service \( S_{i} \) and \( X_{S_{i}} \) is the number of times service \( S_{i} \) invoked by this test case.

The cost for each service can be determined by discovering available services and their prices. At runtime, it is safe to assume that multiple alternatives for each service in the composition will be discovered. As a result, the tester might not know which services will be invoked at runtime. However, the tester needs to assign a static service cost to each service in the composition in order to calculate the cost artefact for each test case. In order to determine the price of each service, the tester might choose to
use one of several criteria, such as using maximum, average or minimum price of the
discovered services alternatives. This is flexibility essential because the tester might
choose to change the runtime service selection criteria during the test runs (to force the
invocation of low-cost services) in order to reduce the cost of testing. In this case, the
lowest invocation costs for each service in composition is used to calculate cost of test
cases. However, the tester might also choose to use the average or maximum invocation
costs if a more realistic runtime testing is desired.

The objective function for pay-per use plan is formulated as:

\[
\text{Minimise } \sum_{i=1}^{k} cs(tc_i)
\]

(6.2)

where \( k \) is the total number of test cases and \( cs(tc_i) \) is the total cost of executing
the \( i \)th test case in the test suite.

**Invocation quota based plan:** In this case, the integrator pays a subscription fee for
a number of service invocations within a period of time (such as monthly or annually).
In our scenario, we presume that all the services used in the composition are selected
from a single provider and a total invocation quota applies to all services rather than an
individual quota for each service. The objective function for this plan is formulated as:

\[
\text{Minimise } \text{number of services invocations.}
\]

(6.3)

Generating test data using ATAM also enables the use of another test case artefact:
reliability. Reliability of a test case is based on the reliability of its inputs. Reliability
of a test input is calculated by ATAM as the combined reliability of the data sources
used in generation of this input. The reliability calculation and data source selection in
ATAM are discussed elsewhere [43].

Each test case might include a combination of inputs generated using ATAM and
user generated inputs. In the case of user generated inputs we consider the input to
be 100% reliable and for ATAM generated inputs the reliability score is provided by
ATAM. The reason behind considering the tester input as 100% reliable is our assump-
tion of the tester’s likely verification of the input data before test execution. Since we do not modify the tester inputs and use them as they are, we did not foresee any reason for having variations in the reliability score of the tester generated data.

In light of these possible cases, a reliability function covering these two cases is formulated as:

\[
rf(in_x) = \begin{cases} 
1.0 & \text{if } in_x \text{ is user generated} \\
\text{ATAM score} & \text{if } in_x \text{ is generated using ATAM}
\end{cases}
\]

where \(rf(in_x)\) is the reliability score of the input \(in_x\).

The reliability score of each test case is calculated as the average reliability of its inputs, and is formulated as:

\[
rel(tc_m) = \frac{1}{y} \sum_{i=1}^{y} rf(in_i)
\]

where \(y\) is the number of test inputs and \(rf(in_i)\) is the reliability of the \(i\)th input \((in_i)\) of the test case \(tc_m\).

Reliability of a test suite is calculated as the average reliability of its test cases. Since our aim is to increase the reliability of the test suite, the objective function for test suite reliability is formulated as:

\[
\text{Maximise } \frac{1}{z} \sum_{i=1}^{z} rel(tc_i)
\]

where \(z\) is the number of test cases in the test suite and \(rel(tc_i)\) is the reliability of the \(i\)th test case \((tc_i)\) in the test suite.

### 6.2.4 Representation and Genetic Operators

Our aim is to find test case subsets of the test suite. We represented test suites and their subsets as bit vectors (as depicted in Figure 6.2), where each bit in the vector represents a test case. The bits that are set to ‘true’ represent the test cases that are to be included in the subset.
The mutation operator generates a new solution by modifying the value of a bit element in the vector. It replaces the current value of a bit element to the opposite value. The crossover operator produces a new solution by combining two solutions into a new solution as depicted in Figure 6.2. The illustrated operator is a single-point crossover operator, used in our approach.

![Illustration of the mutation operator and the crossover operators.](image)

Figure 6.2: Illustration of the mutation operator and the crossover operators.

### 6.2.5 Multi-Objective Algorithm and Parameters

To implement and evaluate our approach, we used the popular ECJ framework [92] which provides a built-in NSGA-II algorithm. We used a single population with a size of 2000 and set the number of generations to 100. After some tuning, we found that the ideal parameters that provide the most diverse solutions for our problem are: 5% mutation probability for each gene and single-point crossover with 90% crossover probability.

As mentioned, the only difference between HNSGA-II and NSGA-II is the initial population. The initial population of NSGA-II is generated by ECJ’s internal mechanism. However, the initial population for HNSGA-II requires the use of additional greedy algorithms. The results from the additional greedy algorithm combined with the randomly generated solutions (in order to match the stated population size) are fed to EJC as the initial population of NSGA-II algorithm.
6.3 Empirical Studies

In this section, we introduce the case studies we used in our experiments, present the research questions we asked and explain our method of investigation.

6.3.1 Case Study

In order to evaluate our approach, we selected two case studies with different characteristics. The reason behind this selection is to observe the effectiveness of our approach in different scenarios by providing results that might challenge the findings from the other case study.

The first case study (CS1) is an example code used as a benchmark for applications/approaches that aim to achieve branch coverage called ‘Complex’. Complex is an artificial test object with complex branching conditions and loops [352]. However, in its original form, Complex is not an ScS. In order to evaluate our approach, we transformed Complex into an ScS by replacing all mathematical, relational and logical operators with service calls. We choose an existing calculator web service [46] to replace the 4 mathematical operators: addition, subtraction, division and multiplication. For the other five operators, we implemented a web service providing the required services. The list of used services are presented in Table 6.4.

The second case study (CS2) is a synthetically created shipping workflow that combines the functionality of a number of available online services [105, 289, 330, 331]. In order to make CS2 as realistic as possible, the shipping service invokes a combination of existing web services and other synthetically created services. We were required to use synthetic services in order to simulate the functions of existing services that we have restricted access to.

The most important aspect of CS2 is that it works with real-world services, which requires realistic test inputs. The workflow requires a total of 14 inputs and 2 of these inputs are realistic (ZIP codes). The other inputs are user generatable shipping options such as mail type, delivery type, box weight and dimensions. The realism of CS2 is

1The source code available at http://www0.cs.ucl.ac.uk/staff/M.Bozkurt/files/public/complex_source.zip
also strengthened by the fact that the ZIP codes used in this study are generated from existing web services. The flow graph for the workflow is depicted in Figure 6.3 and the 14 web services invoked are presented in Table 6.5.

As discussed, one of the advantages of ATAM is its ability to generate test data based on the reliability of the test data source. In order to carry out our experiments, we needed to measure the reliability of the services we used for generating test inputs. However, this was not possible for some of the services we used due to access restrictions. In order to overcome this limitation and to increase the realism of our case studies, we need real-world reliability scores. Thus, we measured the reliability of 8 publicly available existing services, presented in Table 6.1.

<table>
<thead>
<tr>
<th>Service</th>
<th>Type</th>
<th>Number of errors</th>
<th>Reliability Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>USPS.com</td>
<td>ZIP code validation</td>
<td>0</td>
<td>0.999</td>
</tr>
<tr>
<td>Websitemart.com</td>
<td>ZIP code validation</td>
<td>3102</td>
<td>0.744</td>
</tr>
<tr>
<td>Zip-codes.com</td>
<td>ZIP code validation</td>
<td>50</td>
<td>0.995</td>
</tr>
<tr>
<td>Webservicesx.com</td>
<td>ZIP code validation</td>
<td>727</td>
<td>0.939</td>
</tr>
<tr>
<td>NOOA.gov</td>
<td>Weather service</td>
<td>410</td>
<td>0.965</td>
</tr>
<tr>
<td>Myweather2.com</td>
<td>Weather service</td>
<td>146</td>
<td>0.987</td>
</tr>
<tr>
<td>CYDNE.com</td>
<td>Weather service</td>
<td>1218</td>
<td>0.899</td>
</tr>
<tr>
<td>Weatherbug.com</td>
<td>Weather service</td>
<td>550</td>
<td>0.954</td>
</tr>
<tr>
<td>Webservicesx.com</td>
<td>State ZIP code info</td>
<td>727</td>
<td>0.939</td>
</tr>
</tbody>
</table>

Table 6.1: The list of the services used in determining the real-world reliability scores used in our experiments. Services in the list are tested with 12171 ZIP codes belong to 23 U.S. States. The USPS service on the list is accepted as the ground truth for the validity of the ZIP codes. The rest of the ZIP validation services are evaluated with the generated ZIP codes to observe if they correctly identify given ZIP codes’ validity. As for the weather services, we observed if they return weather information only for the valid ZIP codes.

There are three main reasons that led us to choose these services for this part of our experiments:

1. The public availability and having no access restrictions, evidently supporting replication.

2. Requiring the same input that can be validated using a service which can be accepted as the ground truth.
3. Similar functionality of services allowing determination of the expected output.

Figure 6.3: Flowchart of the second case study

The services in the list are categorised into two main groups based on their func-
6.3. Empirical Studies

Empirical studies include ZIP code verification services and weather services. Verification services check if a given 5-digit US ZIP code is valid. Weather services provide current weather information for a given ZIP code.

Services in the list were tested using 12171 ZIP codes of 23 different U.S. states. The ZIP codes used in reliability analysis are generated using the 9th service from Table 6.1. The USPS service in the table is accepted as the ground truth for the validity of the ZIP codes. As a result, the number of errors observed for this service is set to 0 and its reliability score is set to the highest reliability score: 0.999. The rest of the ZIP validation services are evaluated with the generated ZIP codes to observe whether they correctly identify the given ZIP code’s validity. As for the weather services, we only considered the valid ZIP codes in order to maintain consistency and checked if they return weather information for all valid ZIP codes. For the reliability of the last service, we simply counted the number of invalid ZIP codes from the generated outputs.

<table>
<thead>
<tr>
<th>Input</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
</tr>
<tr>
<td>A</td>
<td>0.999</td>
</tr>
<tr>
<td>B</td>
<td>0.995</td>
</tr>
<tr>
<td>C</td>
<td>0.965</td>
</tr>
<tr>
<td>D</td>
<td>0.899</td>
</tr>
<tr>
<td>E</td>
<td>1.0</td>
</tr>
<tr>
<td>F</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 6.2: Reliability values used in the 3-objective evaluation of CS1. Positive and negative values for each input are assumed to be generated by a single web service with the given reliability on the list. The last two inputs are assumed to be human generated thus their reliability scores are 100%.

After acquiring the reliability scores, we generated test inputs for both case studies. As for the test inputs, Complex does not require realistic inputs, but requires 6 integer numbers which can be automatically generated. As a result, we did not use ATAM in generating test inputs for CS1. Instead, we generated the required test inputs using a random number generation method. However, in order to maintain consistency in our experiments, we also evaluated the 3-objective formulation of our approach on CS1. Thus, we needed to generate a fictional scenario where inputs are generated using...
different services such as the Random.org integer generator [267]. In this scenario, we assumed that the positive and negative values for each of the first four inputs (A to D) are generated using 8 different services. We assigned 8 of the measured reliability scores to these services as presented in Table 6.2.

For CS2 we determined 3 web service compositions, as presented in Table 6.3, to generate ZIP codes. The services and test inputs used in evaluating this case study are real-world entities. However, we were unable to measure the actual reliabilities of the three services in the first composition due to access restrictions. As a result, we assigned 3 of the reliability scores from Table 6.1 to the 3 services in the first composition (in Table 6.3) and used these scores in the combined reliability score calculation of this composition.

<table>
<thead>
<tr>
<th>Service</th>
<th>Input(s)</th>
<th>Output</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publisher</td>
<td>Input(s)</td>
<td>Output</td>
<td>Individual</td>
</tr>
<tr>
<td>Google Search</td>
<td>Keyword</td>
<td>Search result</td>
<td>0.999</td>
</tr>
<tr>
<td>Strikeiron</td>
<td>Http address</td>
<td>IP address</td>
<td>0.744</td>
</tr>
<tr>
<td>FraudLabs</td>
<td>IP address</td>
<td>US location</td>
<td>0.899</td>
</tr>
<tr>
<td>Codebump.com</td>
<td>–</td>
<td>US state names</td>
<td>0.954</td>
</tr>
<tr>
<td>Webservicesx</td>
<td>US state name</td>
<td>ZIP code</td>
<td>0.939</td>
</tr>
<tr>
<td>Webservicesx</td>
<td>US area code</td>
<td>ZIP code</td>
<td>0.899</td>
</tr>
</tbody>
</table>

Table 6.3: Web service compositions used in generating ZIP codes. Individual reliability scores represent the scores for each service and combined scores represent the reliability of the composition. The combined score of a composition also determines the reliability scores of inputs generated using this composition.

The other needed artefact is the cost of invoking services. This raises the issue of how to choose realistic values for this characteristic. In Chapter 5, we discussed this issue of generating realistic invocation cost values for the services used in the experiments and presented a solution where realistic costs values are obtained using costs of existing services as a basis. We adopted the same approach again and used the cost values from Table 5.1.

The real-world web service we used in CS1 is a free-to-use web service and provides 4 of the services used in this case study. Unfortunately, the free services presented challenges for maintaining consistency especially on CS1 due to these services being the most invoked services. This problem had an impact on our experiments using a
per-use payment plan, causing most of the test cases having the same execution cost even though there were large differences in the number of the services invoked. As a result, we assigned the invocation cost values presented in Table 6.4 to the services in CS1.

<table>
<thead>
<tr>
<th>Service</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Multiplication $0.300</td>
</tr>
<tr>
<td>2</td>
<td>Division $0.300</td>
</tr>
<tr>
<td>3</td>
<td>Logical AND $0.165</td>
</tr>
<tr>
<td>4</td>
<td>Logical OR $0.160</td>
</tr>
<tr>
<td>5</td>
<td>Greater Than $0.020</td>
</tr>
<tr>
<td>6</td>
<td>Less Than $0.020</td>
</tr>
<tr>
<td>7</td>
<td>Equal To $0.017</td>
</tr>
<tr>
<td>8</td>
<td>Subtract $0.010</td>
</tr>
<tr>
<td>9</td>
<td>Add $0.005</td>
</tr>
</tbody>
</table>

Table 6.4: The invocation costs for the services used in CS1.

For CS2, we used a combination of real service costs (for free to use services) and synthetically generated values (using the same method adopted in CS1) as presented in Table 6.5.

<table>
<thead>
<tr>
<th>Service</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 WebserviceMart</td>
<td>ZIP code verification Free</td>
</tr>
<tr>
<td>2 WebServicesx</td>
<td>ZIP code info $0.090</td>
</tr>
<tr>
<td>3 Bike messenger 1</td>
<td>Find bike messenger for CA, NY, WA $0.008</td>
</tr>
<tr>
<td>4 Bike messenger 2</td>
<td>Find bike messenger for FL, MD, TX $0.007</td>
</tr>
<tr>
<td>5 Bike messenger 3</td>
<td>Find bike messenger for all other states $0.007</td>
</tr>
<tr>
<td>6 WebServicesx</td>
<td>ZIP code distance $0.020</td>
</tr>
<tr>
<td>7 USPS</td>
<td>Get delivery price Free</td>
</tr>
<tr>
<td>8 Fedex</td>
<td>Get delivery price Free</td>
</tr>
<tr>
<td>9 TNT</td>
<td>Get delivery price Free</td>
</tr>
<tr>
<td>10 DHL</td>
<td>Get delivery price Free</td>
</tr>
<tr>
<td>11 UPS</td>
<td>Get delivery price Free</td>
</tr>
<tr>
<td>12 Payment system</td>
<td>get card payment $0.30</td>
</tr>
<tr>
<td>13 Label system</td>
<td>print mail label $0.017</td>
</tr>
<tr>
<td>14 Courier finder</td>
<td>find courier $0.010</td>
</tr>
</tbody>
</table>

Table 6.5: Invocation costs for the services used in CS2.

### 6.3.2 Research Questions

We ask the following three questions:
RQ1 Can multi-objective test suite minimisation reduce the testing cost by finding optimal test suite subset(s) for ScST?

RQ2 Is using a test suite with low reliability (containing invalid inputs) likely to generate false positives which might increase the testing cost?

RQ3 Can HNSGA-II algorithm discover dominating solutions compared to NSGA-II and the additional greedy algorithm in our problem?

6.3.3 Method of Investigation

In order to answer RQ1, we applied our minimisation technique to both of the case studies. Initially, we tried to randomly generate a test suite that achieves 100% branch coverage for each case study. However, we experienced two issues while using random test generation. It was found to be ineffective in achieving full coverage in CS2 and many of the generated test cases cover exactly the same branches as another test case (equivalent test cases). For CS1 the test suite reached 100% coverage after 1000 test cases and for CS2, test cases covering 3 of the branches (where two ZIP codes of the same city are required) could not be randomly generated within several thousand tries. As a result, we manually generated 4 test cases that cover the uncovered branches in CS2 and applied a simple test case reduction technique to eliminate equivalent test cases.

The resulting test suite sizes were 50 test cases for CS1 and 100 test cases for CS2. The details of both test cases are presented in Table 6.6. We applied our approach to both of the test suites and measured the minimisation rates achieved by our approach for two different respects: reduction in the number of test cases and reduction in the test cost for both payment models.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Test suite size</th>
<th>Coverage</th>
<th>Service invocations</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS1</td>
<td>50</td>
<td>100%</td>
<td>29760</td>
<td>$1302.90</td>
</tr>
<tr>
<td>CS2</td>
<td>100</td>
<td>100%</td>
<td>693</td>
<td>$212.45</td>
</tr>
</tbody>
</table>

Table 6.6: Details of the test suites generated for CS1 and CS2.
6.4. Results and Analysis

The main reason for seeking the answer to RQ2 is to investigate our assumption that there is a need for reliable test suite. In order to answer RQ2, we measured the false positives occurred during testing of the four weather information services. In this scenario, a false positive occurs when one of the four services returns a negative response to the given ZIP code which is identified as ‘invalid’ by USPS service.

In order to answer RQ3, we evaluated the generated pareto fronts from two different aspects. First, we ran greedy, NSGA-II and HNSGA-II\(^2\) with all possible combinations of configurations (both payment plans and both number of objectives) in our approach for both case studies and performed a domination analysis to compare the performance of the algorithms. We also measured the distances between discovered pareto fronts to give us a better understanding of the differences between the fronts. The distance metric we used (\(\Upsilon\)) is described in Chapter 5. In this part of the experiment, we used the pareto front generated by HNSGA-II as a reference front and measured the distance of the pareto front generated by NSGA-II to it.

6.4 Results and Analysis

In this section, we present the results from our experiments, provide answers to the research questions and discuss the threats to the validity of the results from experiments we conducted.

6.4.1 Results

We analysed the results of test suite reduction after the application of our approach to the initial test suites for both case studies in three different aspects. The first aspect is the reduction in number of test cases while retaining the branch coverage of the subject. As presented in Table 6.7, our approach achieved 84% reduction in the number of test cases for CS1 and 68% reduction for CS2.

During the experiments, we also found that only 12% of the test cases for CS1 and 34% of the test cases for CS2 in the initial test suites found out to be equivalent test cases. This is an important finding that justifies the diversity of the initial test suites, it

\(^{2}\)We ran NSGA-II and HNSGA-II for 10 times in order to statistically evaluate their performance.
also provides evidence for the effectiveness of our approach, since the reduction rates are higher than the equivalent test case rates.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Number of Test Cases</th>
<th>Cost (contract based)</th>
<th>Cost (per-use based)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test Suite</td>
<td>Our approach</td>
<td>Reduction</td>
</tr>
<tr>
<td>CS1</td>
<td>50</td>
<td>8</td>
<td>84%</td>
</tr>
<tr>
<td>CS2</td>
<td>100</td>
<td>32</td>
<td>68%</td>
</tr>
</tbody>
</table>

Table 6.7: Reduction in the number of test cases with the application of our approach. The results from our approach are the minimum number of test cases from the initial test suite that provide 100% branch coverage.

The second aspect is the reduction in the number of service invocations. This aspect relates to the testing cost when using a contract-based payment plan. Our approach in this case targeted for finding the minimum number of service invocations required to achieve 100% branch coverage. As presented in Table 6.8, our approach found a solution that reduces the number of invocations from 29760 to 415 for CS1 achieving 98.6% reduction while retaining the branch coverage of the test suite. As for CS2, our approach achieved a 72% reduction in the number of service invocations.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Cost (contract based)</th>
<th>Cost (per-use based)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test Suite</td>
<td>Our approach</td>
</tr>
<tr>
<td>CS1</td>
<td>29760</td>
<td>415</td>
</tr>
<tr>
<td>CS2</td>
<td>693</td>
<td>197</td>
</tr>
</tbody>
</table>

Table 6.8: Reduction in the number of service invocations with the application of our approach. The number for test suite represents the number of service invocations performed by executing the initial test suite. The results from our approach are the minimum number of invocations necessary to achieve 100% branch coverage.

Table 6.9: Reduction in the number of service invocations with the application of our approach. The number for test suite represents the number of service invocations performed by executing the initial test suite. The results from our approach are the minimum number of invocations necessary to achieve 100% branch coverage.
6.4. Results and Analysis

The third aspect is the reduction in the monetary cost of testing. This aspect relates to the testing cost when using a per-use payment plan. Our approach in this scenario seeks to find the set of test cases with the least expensive execution cost and achieves 100% branch coverage. As presented in Table 6.9, our approach found a solution that reduces the total cost of testing from $1302.90 to $19.86 for CS1 achieving 98.5% reduction while retaining the branch coverage of the test suite. As for CS2, our approach achieved a 69% reduction in the total cost of testing.

A general assumption was that one might expect our approach to achieve the same or very similar reduction rates for contract-based plan and the per-use plan. However, the results from Table 6.8 and Table 6.9 suggest that this assumption might not hold in all cases. According to the results, in the case of CS1, the difference between the reduction rates is minor. However, for CS2 the difference is significantly higher.

In order to answer RQ2, we investigated the false positives generated by the 727 ZIP codes which are identified as invalid by the USPS web service. We tested all the weather services with invalid ZIP codes in order to observe whether they cause a false positive. In this scenario, a false positive occurs when a service does not return a weather information for an invalid ZIP code.

<table>
<thead>
<tr>
<th>Service</th>
<th>Type</th>
<th>False Positives</th>
<th>FP Rate</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOOA.gov</td>
<td>Weather service</td>
<td>232</td>
<td>0.32</td>
<td>0.035</td>
</tr>
<tr>
<td>Myweather2.com</td>
<td>Weather service</td>
<td>1</td>
<td>0.0014</td>
<td>0.013</td>
</tr>
<tr>
<td>CYDNE.com</td>
<td>Weather service</td>
<td>493</td>
<td>0.68</td>
<td>0.101</td>
</tr>
<tr>
<td>Weatherbug.com</td>
<td>Weather service</td>
<td>196</td>
<td>0.27</td>
<td>0.046</td>
</tr>
</tbody>
</table>

Table 6.10: The list of false positives caused by erroneous test inputs. In this scenario, a false positive occurs when one of the four services return a negative response to the given ZIP code which is identified as ‘invalid’ by USPS service. Values in ‘FP rate’ column represent the false positive generation rate for invalid inputs. The values in ‘Error rate’ column represent the erroneous output generation rates for the test cases in the test suite.

As it is presented in Table 6.10, there is a big variance in the number of false positives generated by the weather services. We believe this variance might be caused by weather services having ZIP code databases (or using an external ZIP code ser-
vice) from different sources. For example, ‘MyWeather2’ service might be using a
database which is very similar to the service (Webservicesx) we used in generating the
ZIP codes. However, for the other weather services, we observed a much higher false
positive rate. For example, for the ‘NOAA’ service, the tester needs to check the test
results for 232 ZIP codes and verify each of these ZIP codes if they used this test suite.

There is also another interesting result observed in Table 6.10: an invalid ZIP code
is more likely to generate a false positive than a valid one to cause an erroneous output.
For all services except one, the false positive rate is much higher than error rate.

One other important finding we need to discuss in this analysis is that none of the
services generated the all 727 false positives we expected to observe. Only 561 of the
invalid ZIP codes caused a false positive and for the remainder of the codes the weather
services returned a valid response. We believe this is a further indication that supports
our claim regarding weather services not using up-to-date ZIP code databases/services.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Contract</th>
<th>Per Use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CS1 (2 obj.)</td>
<td>CS2 (2 obj.)</td>
</tr>
<tr>
<td>n</td>
<td>HNSGA-II Avg.</td>
<td>0.5</td>
</tr>
<tr>
<td>n</td>
<td>NSGA-II Avg.</td>
<td>23.0</td>
</tr>
<tr>
<td>σ</td>
<td>HNSGA-II σ</td>
<td>0.89</td>
</tr>
<tr>
<td>σ</td>
<td>NSGA-II σ</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 6.11: Results from our domination analysis. The column ‘n’ represents the average size of the discovered pareto fronts. ‘Avg.’ column for each algorithm represents the average number of dominating solutions discovered by the algorithm. The results lead to two important findings that NSGA-II and HNSGA-II’s performances are similar for problems in which greedy algorithm does not outperform NSGA-II (such as CS1). However, for problems (such as CS2) where greedy outperforms NSGA-II, HNSGA-II outperforms NSGA-II.

The results from the domination analysis (presented in Table 6.11) revealed results
that conform with the analysis of Yoo and Harman [372]. Our first finding came from
the results of CS1 that NSGA-II might outperform HNSGA-II (by a small margin)
where additional greedy algorithm cannot outperform NSGA-II (as depicted in Figure
6.4, 6.7 and 6.9). We believe this is due to HSNGA-II starting with a good initial
population, leading it to discover solutions around this set whereas NSGA-II explored
a larger space using random population. However, as can be observed in Figure 6.4, 6.5 6.6 and 6.8, the majority of the solutions discovered by both algorithms are the same.

![Figure 6.4: Pareto fronts discovered from the 2 objective optimisation of CS1](image1)

![Figure 6.5: Pareto fronts discovered from the 2 objective optimisation of CS2](image2)

On the other hand, the results of CS2 provide evidence for the improvements HNSGA-II can provide for problems in which greedy outperforms NSGA-II. The results from both 2- and 3-objective runs indicate that HNSGA-II outperforms NSGA-II by a high margin. For example, on average, 68% of the discovered solutions with 2 objectives for CS2 (contract-based plan) dominate NSGA-II and the domination rate goes up to 89% for the same scenario with 3 objectives. A similar trend was also observed for other configurations of CS2.
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Figure 6.6: 3 objective optimisation for CS1 with per-use payment plan

Figure 6.7: Projected view of Figure 6.6 focusing on the solutions with 100% coverage score.
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Figure 6.8: 3 objective optimisation for CS1 with contract-based payment plan

Figure 6.9: Projected view of Figure 6.8 focusing on the solutions with 100% coverage score.
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Figure 6.10: 3 objective optimisation for CS2 with per-use payment plan

Figure 6.11: Projected view of Figure 6.10 focusing on the solutions with 100% coverage score.
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Figure 6.12: 3 objective optimisation for CS2 with contract-based payment plan

Figure 6.13: Projected view of Figure 6.12 focusing around the solutions with 100% coverage score.
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The results revealed that the difference between the generated pareto fronts are not as high as presented in Table 6.12. Before the analysis, we expected the results to have a direct relation with the number of dominant solutions discovered. Our assumption was that the higher the number of dominant solutions, the higher the distance between the pareto fronts must be. The results from the analysis did not validate this assumption. However, the results provide evidence for the fact that for problems in which NSGA-II outperforms greedy, NSGA-II discovers solutions further from HNSGA-II. This can be observed in Figure 6.6 and 6.8 (a closer look of the high coverage areas of these two figures are depicted in Figure 6.7 and 6.9), where NSGA-II discovered solutions (especially around 100% coverage) that are far from the solutions discovered by HNSGA-II.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Contract Average</th>
<th>$\sigma$</th>
<th>Per Use Average</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS1 (2 objectives)</td>
<td>0.6999</td>
<td>0.71219</td>
<td>0.0353</td>
<td>0.05036</td>
</tr>
<tr>
<td>CS2 (2 objectives)</td>
<td>5.4224</td>
<td>1.83578</td>
<td>0.9128</td>
<td>0.24409</td>
</tr>
<tr>
<td>CS1 (3 objectives)</td>
<td>4.5524</td>
<td>2.28092</td>
<td>0.07</td>
<td>0.08572</td>
</tr>
<tr>
<td>CS2 (3 objectives)</td>
<td>1.521</td>
<td>0.42198</td>
<td>0.4014</td>
<td>0.11026</td>
</tr>
</tbody>
</table>

Table 6.12: The average distances between the pareto fronts generated by both algorithms. Both algorithms are run 10 times and the average Euclidean distance between pareto fronts are measured using the distance metric $\Upsilon$ discussed in the previous chapter.

The distances (between discovered fronts) depicted in figures mentioned here might not accurately represent the actual distance between the solutions due to cost values being normalised. The cost values (for both per-use and contract-based) are normalised in order to fit all discovered fronts into a single graph. However, the distances provided in tables are based on the calculations with the actual cost values and reflect the real distances between fronts.

The results provide evidence for the effectiveness of HNSGA-II over both NSGA-II and greedy algorithm. For example, results from Figure 6.11 and 6.13 clearly indicate that HNSGA-II can match greedy’s performance for problems in which greedy discovers a pareto front close to optimum front and can outperform NSGA-II. On the other
hand, results from Figure 6.7 and 6.9 indicate that for problems in which greedy can outperform NSGA-II, HNSGA-II also can outperform greedy by matching NSGA-II’s performance.

### 6.4.2 Answers to Research Questions

The results from our experiments provide evidence for the effectiveness of our approach in testing cost reduction using multi-objective algorithms and answered **RQ1**. For both case studies, our approach achieved high reduction rates, with up to 84% reduction in the size of test suite and up to 99% reduction in the testing cost (for both payment plans) while retaining the coverage of the initial test suite.

With regards to **RQ2**, the results provide evidence for the fact that invalid inputs have a significant possibility of generating a false positive which might increase the testing cost in ScST. The observed false positive generation rates during the experiments were high (varying between 27% to 68%) for all the services we analysed except for one where the rate was 0.0014. The results also suggest that an invalid input is more likely to cause a false positive than the possibility of a realistic input causing an erroneous output in ScST.

As for **RQ3**, the results provide evidence for the fact that HNSGA-II performance is highly related to the performance of greedy algorithm. Since HNSGA-II executes the same NSGA-II algorithm for problems in which NSGA-II outperforms greedy (such as CS1), it performs similarly to NSGA-II. However, for the problems in which greedy outperforms NSGA-II, we observe the real benefit of HNSGA-II. The evidence for this claim came from the results of CS2, for both payment plans greedy discovered a very good set of solutions and HNSGA-II could not discover better results and resulted with the same pareto front. The advantage of using HNSGA-II is that it can match the performance of the best performing algorithm (out of the two) in any scenario, while outperforming the other one.
6.4.3 Threats to Validity

In the experiments, the most important external threat which limits the general applicability of the proposed approach is the test subjects representing real-world scenarios. This concern is especially important for synthetic cases studies. Although the ScS used in our experiments are synthetic examples, they are implemented merely to orchestrate the selected existing web services. Thus, these synthetic services definitely represent one of the possible orchestrations of these aforementioned services.

The other threat is the concept of test input reliability which is based on the reliability of the services used in generating it. The concept of service reliability, its formulation and threats regarding it were discussed in detail in Chapter 5.

The internal threats which might have affected the results obtained are:

1. **Coverage measurement**: We used a manual instrumentation method to measure the coverage scores of test cases. However, the correctness of the instrumentation was verified using the coverage measurement plug-in provided by Netbeans IDE.

2. **Service reliability measurements**: The most important factor that might affect the obtained reliability scores is our use of USPS as the ground truth for ZIP code validation. However, we believe that USPS must use one of the most up-to-date ZIP code databases since it is one of the government bodies that is responsible for address standardisation in the U.S.

3. **Price measurements**: Actual invocation prices of some of the services used in the experiments were not available to the authors during the experiments. As a result, the authors are forced to assign the invocation prices obtained for the experiments presented in Chapter 5 to these services. Despite not being the actual prices of these services, we believe they can serve a basis for a realistic scenario since they are real-world prices.
6.5 Conclusion

In this chapter, we introduced a solution aimed at reducing the runtime testing cost in ScST by using multi-objective optimisation, and presented an experimental study that investigated the relative effectiveness of proposed approach. We also investigated the HNSGA-II algorithm and compared its effectiveness in ScST against the other two well known algorithms (NSGA-II and greedy) used in test suite minimisation. In this part of our research agenda, we focused on the cost of runtime testing, branch coverage of the test suite and test suite reliability as our three primary objectives. The results provide evidence for the applicability and the effectiveness of the approach to ScS. Our approach achieved high reduction rates in both case studies with all possible payment plans without reducing the coverage of the test suite. The results also affirm the benefits of using HNSHA-II over NSGA-II especially for certain problems.
Chapter 7

Conclusion

7.1 Summary of Achievements

The two main goals of this thesis were automating the generation of realistic test inputs and reducing the cost of testing in ScST. Cost reduction was addressed at two different levels: test data generation level and runtime level. The details of each goal are as follows:

1. To automate generation of realistic test inputs using ScTDG, which is achieved through the exploitation of the existing web services.

2. To reduce cost at test data generation level through the multi-objective formulation of the objectives at this level. This enables the tester to select low cost test cases and make trade-offs in test data source selection based on different QoS characteristics. To provide further cost reduction by minimising the human-oracle cost by enabling testers to select and use more reliable data sources.

3. To reduce testing cost at runtime level by adapting traditional multi-objective test suite minimisation to ScST by formulating the ScST concerns.

7.1.1 Automated Realistic Test Input Generation

Automated test data generation is one of the major goals of automated software testing. Many different techniques such as random generation and search-based techniques are used for automating this process. These techniques are effective in generating inputs for
systems such as embedded systems and control systems. However, their effectiveness is very limited when it comes to generating data for other systems, such as online systems. This limitation is caused by the fact that many online systems require test inputs that are not only correctly formed according to structural rules, but also contain semantics that ties them to real-world entities. The challenge in automation of these inputs is posed by the latter requirement.

Test data generation for ScS was performed using the available service specifications such as WSDL and OWL-S. Existing WSDL-based test data generation approaches [16, 20, 29, 130, 185, 201, 235, 295] combine XML data information and domain knowledge to generate valid and ‘more realistic’ test inputs. Even though these approaches can generate structurally valid test inputs, they cannot generate semantic realism. Ontology based approaches [17, 77, 326, 338] also fail in the aspect of semantic realism.

With the introduction of services, SOA and concepts such as Data as a Service, data is becoming easily accessible to consumers [91]. SOA enables the automation of finding and accessing the data source. This thesis considered existing services as sources of realistic test inputs and proposes their use for the automation of realistic test data generation.

This thesis proposed a new technique called ScDTG. In ScTDG, compositions of existing services which can provide the required realistic inputs are discovered and invoked in an automated fashion. The automation aspect of ScTDG helps reduce dependence on existing data and the need for tester input. The technique also brings benefits such as tester specified test data generation and reduction in human-oracle cost. The empirical study provides evidence for the feasibility of the technique and its effectiveness.

7.1.2 Multi-objective Data Source Selection

One of the factors that contribute to the overall testing cost is the cost of test data generation. This cost is often associated with the effort it takes in manual test data
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generation and/or the time it takes to generate the test data in automated generation [162]. However, when the tester uses ScTDG, the cost of manual effort is replaced by the monetary cost of invoking services. There are also other concerns in ScTDG, such as reliability of test data (based on its source), response time of services and availability of services, that might affect the test data generation process. Consider a situation where the tester has to use services with high response time which determines the test data generation time. In this case, he/she might prefer to use the services with low response time in order to reduce the total test data generation time.

As with many real-world situations, it is safe to assume that the tester will end up dealing with multiple objectives in ScTDG. Thus, he/she will want to be able to select and use services based on multiple criteria. This thesis formulates service selection problem in ScTDG as a multi-objective optimisation problem using the mentioned objectives: cost, reliability, response time and availability. The tester also benefits from the pareto-optimality of the approach which enables him to observe the trade-offs between objectives and to make a more informed decision based on his preferences. The empirical study provides evidence for the ability of the approach to discover solution sets very near optimal pareto fronts and the benefits it provides even in problems with small solution sets, such as reduced execution time.

### 7.1.3 Cost-aware Test Suite Minimisation

According to the literature, one of the limitations in ScST is the cost that is associated with invoking services. Existing approaches that address this problem offer solutions such as simulated testing and the use of stub/mock services. However, these approaches do not eliminate the need for runtime testing where ScS tested with real service invocations.

The literature also suggests that one of the well-known ways of reducing the cost of testing is test suite minimisation [374]. Even though the cost (of a test case) is often regarded as the execution time in existing work, this thesis replaces this notion with the invocation cost of services. The thesis introduces the concept of cost-aware test suite
minimisation in ScST. The proposed approach is a multi-objective formulation of the problem which also considers other concerns such as test suite reliability and coverage. The approach enables the tester to make trade-offs between objectives due to its pareto-optimality. The empirical study provides evidence for the ability of the approaches to reduce the cost of testing while retaining branch coverage. The results also provide evidence to its ability to discover highly reliable test suites without increasing the testing cost.

7.2 Future Work

This section describes the future research direction where exactly the solutions described in this thesis can be extended.

7.2.1 ATAM as a Test Data Generator

An automated realistic test data generator is a goal not yet accomplished. The existing tools require too much manual effort and remains highly dependent on existing accessible test data sources. Unfortunately, these approaches might not be sufficient for testing ScS. What is required is a tool that is capable of generating realistic data and that can also be used in professional testing environments. ATAM was developed to fill this gap. Although ATAM helped automate realistic test data generation in experimental analysis, it does not fulfil the latter requirement.

As mentioned in Chapter 4, ATAM is designed as a prototype tool and does not support all possible service interactions and web service specifications. There are three major improvements needed to be implemented in order to make ATAM a complete testing tool: The first needed improvement is the redesign of the UI in order to make ATAM capable of representing services with multiple inputs and services that provide inputs for multiple services. The new design will also need to incorporate the missing functionality in the existing version such as dynamic constraint window building based on the structure of the data ontology and a more expressive data window for service groups. The second important addition is the support of all service specifications such as WSDL-S and especially Web Application Description Language (WADL), which is
commonly used for describing RESTful services. The increase in the acceptance of REST among data services makes this improvement a top priority. The third improvement is the addition of full support for RDF. This addition combined with its OWL support will make ATAM compatible with most existing ontologies. The aforementioned additions are the first step in making ATAM a complete test data generator.

7.2.2 Pareto-optimal Service Composition Problem

Selection of optimal set of services is one of the major goals in automated service composition. Almost all of the existing approaches consider global composition constrains as hard goals that needs to be fulfilled. However, they are divided into two main categories when it comes to the level where optimisation is applied [10]. The first group applies optimisation at the global level, whereas the other group suggest optimisation at the local level. However, we believe that these approaches are not well suited to extreme changes in the QoS where a solution that fulfils the global requirements cannot be found. Ardagna and Pernici [10] address this issue by integrating the concept of QoS negotiation into the composition process. Unfortunately, the negotiation process cannot always guarantee a solution.

In the human decision process, it is important to see trade-offs between different solutions [103]. In order to make a more informed decision in multiple-criteria problems, humans often look at the improvements and decrements and assess their importance based on their situation. Unfortunately, at present the “optimal solution” in service composition is only based on the calculation of a few given QoS constraints. Existing work expects that the given constraints are good for any situation and expect the developer to specify these constraints. However, it is safe to assume that in an ideal composition process, the developer might expect to see the behaviour of the systems in situations where a composition fulfilling the given constraints cannot be found and specify some actions for those cases.

In order to address this problem, we propose the integration of human decisions (in the form of an oracle) from a range of possible scenarios into service composition prob-
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lem especially targeting extreme situations. Decision oracles could be generated using the developer’s decisions in various situations. The decisions will be collected from the training session where the developer is asked to choose the composition of their choice from the pareto-optimal solutions of different extreme QoS scenarios. The QoS scenarios used in training can be generated from existing trends in order to make the scenarios more realistic. This approach might also increase the developer’s confidence by defining the expected composition in extreme situations. The proposed approach will be an extension of the work presented in Chapter 5 as it will benefit from its experiences and use its service selection framework.

7.2.3 Need for Test Suite Prioritisation

Selecting the execution order of the test cases can be as important as selecting the right test cases in many testing scenarios. Ordering is especially important if the tester is unsure if he/she will be able to execute all test cases in the time allocated for testing. As a result, the tester will want to run the most important/effective test cases as early as possible in order to get maximum benefit. Test case prioritisation seeks to find the ideal ordering of the test cases in order to maximise testing benefit if the process is stopped before the completion [374].

This scenario might occur in ScST where a developer is using a contract-based payment plan for service invocations. In this case, the testing might need to end after a certain number of invocations or a certain duration in order to avoid extra charges. Even though the test suite minimisation technique introduced in this thesis can help reduce runtime testing cost and help the developer to choose which test cases to run, there is still a need for the application of test suite prioritisation in ScST.

Hou et al [139] addressed some of these concerns in their multi-objective prioritisation approach, however, unaddressed concerns still remain. We believe their approach does not address two main concerns: assurance for the execution time of the selected test cases will not be more than the given time slot and execution of the test cases that cover the untested/selected parts of the SUT as early as possible. A new so-
solution targeting these concerns might allow the developer to release their service earlier and it might be beneficial in projects with fast development cycles.

7.3 Closing Remarks

This thesis aimed at providing solutions to three important problems in ScST and introduced three novel solutions addressing these problems. The evidence acquired from the experimental analysis supports the hypothesis of using existing web services to automate realistic test data generation and using multi-objective search algorithms to reduce testing cost. The experimental results also provided evidence for the effectiveness of the proposed solutions compared to the state-of-the-art and the feasibility of their application to real world scenarios. The thesis also provided a roadmap to ScST researchers. The background information (in Chapter 2) and the analysis of the trends in ScST (in Chapter 3) might be useful especially to researchers who are new to the ScST domain.
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