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Abstract

This thesis explores novel communication techniques which promise to meet the capacity requirements in next generation networks. The study commences with an overview of research trends in current and future wireless and mobile systems. Two key technology enablers are then examined in more detail, namely Cognitive Radio (CR) and Spectrally Efficient Frequency Division Multiplexing (SEFDM).

The first part of this thesis proposes the use of traffic prediction in CR systems to improve the Quality of Service (QoS) for CR users. This work presents a generic selective opportunistic spectrum access framework allowing CR users to capture a frequency slot in an idle channel occupied by licensed users. This is achieved by using CR to sense and select target spectrum bands combined with traffic prediction to determine the optimum channel-sensing order.

The second part of this thesis considers the design, hardware implementation and performance evaluation of a novel multi-carrier modulation technique termed SEFDM, which improves spectrum efficiency at the expense of receiver complexity. The key challenge that arises in SEFDM systems is the self-created interference which complicates the design of receiver architectures. Previous work has focused on the mathematical modelling and optimisation of sophisticated detection algorithms, however, these suffer from an impractical computational complexity. Consequently, the aim of this work is two-fold; first, to reduce the complexity of existing algorithms to make them better-suited for application in the real world; second, to develop hardware prototypes to assess the feasibility of employing SEFDM in practical systems.

Initially, a thorough analysis of the impact of fixed-point and sampling effects on the performance of SEFDM is carried out to identify the optimum design parameters and implementation trade-offs. This analysis is followed by the design and implementation of linear detection techniques, such as Zero Forcing (ZF) and Truncated Singular Value Decomposition (TSVD), using Field Programmable Gate Arrays (FPGAs). The performance of these FPGA based linear receivers is evaluated in terms of throughput and resource utilisation while their Bit Error Rate (BER) probability is compared to theoretical predictions. Finally, variants of the Sphere Decoding (SD) algorithm are investigated to ameliorate the error performance of SEFDM systems with targeted reduction in complexity. The Fixed Sphere Decoding (FSD) algorithm is implemented on a Digital Signal Processor (DSP) to measure its computational complexity. Modified sorting and decomposition strategies are then applied to this conventional FSD algorithm offering trade-offs between execution speed and BER.
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</tr>
<tr>
<td>FOMS</td>
<td>Frequency Overlapped Multi-carrier System</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field Programmable Gate Array</td>
</tr>
<tr>
<td>FSD</td>
<td>Fixed Sphere Decoding</td>
</tr>
<tr>
<td>FSM</td>
<td>Finite State Machine</td>
</tr>
<tr>
<td>FTN</td>
<td>Faster than Nyquist</td>
</tr>
<tr>
<td>FUSC</td>
<td>Fully Used Sub Channelisation</td>
</tr>
</tbody>
</table>
LIST OF ABBREVIATIONS

GB  Guard Band
GFDM  Generalized Frequency Division Multiplexing
GI  Guard Interval
GPU  Graphics Processing Unit
GS  Gram-Schmidt
GSD  Grid Steepest Descent
GUI  Graphical User Interface

HDL  Hardware Description Language
HDSL  High-bit-rate Digital Subscriber Line
HiperLAN  High Performance Radio Local Area Network
HMM  Hidden Markov Model
HPA  High-power Amplifier

I  In-Phase
i.i.d.  independent and identically distributed
I/O  Input/Output
IC  Iterative Cancellation
ICI  Inter-carrier Interference
IDFT  Inverse Discrete Fourier Transform
IDSD  Iterative Detection with Soft Decision
IEEE  Institute of Electrical and Electronics Engineers
IFDMA  Interleaved Frequency Division Multiple Access
IFFT  Inverse Fast Fourier Transform
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IFrFT</td>
<td>Inverse Fractional Fourier Transform</td>
</tr>
<tr>
<td>IMD</td>
<td>Inter-modulation Distortion</td>
</tr>
<tr>
<td>IMGS</td>
<td>Iterative Modified Gram Schmidt</td>
</tr>
<tr>
<td>IMT</td>
<td>International Mobile Telecommunications</td>
</tr>
<tr>
<td>IOTA</td>
<td>Isotropic Orthogonal Transform Algorithm</td>
</tr>
<tr>
<td>IP</td>
<td>Intellectual Properties</td>
</tr>
<tr>
<td>ISI</td>
<td>Inter-symbol Interference</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>JTAG</td>
<td>Joint Test Action Group</td>
</tr>
<tr>
<td>LDPC</td>
<td>Low Density Parity Check</td>
</tr>
<tr>
<td>LFDMA</td>
<td>Localised Frequency Division Multiple Access</td>
</tr>
<tr>
<td>LNA</td>
<td>Low-noise Amplifier</td>
</tr>
<tr>
<td>LO</td>
<td>Local Oscillator</td>
</tr>
<tr>
<td>LPF</td>
<td>Low-pass Filter</td>
</tr>
<tr>
<td>LS</td>
<td>Least Squares</td>
</tr>
<tr>
<td>LSB</td>
<td>Least Significant Bit</td>
</tr>
<tr>
<td>LTE</td>
<td>Long Term Evolution</td>
</tr>
<tr>
<td>LUT</td>
<td>Look Up Table</td>
</tr>
<tr>
<td>MA</td>
<td>Multiple Access</td>
</tr>
<tr>
<td>MAC</td>
<td>Media Access Control</td>
</tr>
<tr>
<td>MAU</td>
<td>Multiplier-Accumulator Unit</td>
</tr>
<tr>
<td>MCM</td>
<td>Multi-carrier Modulation</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>MF</td>
<td>Matched Filtering</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple Input Multiple Output</td>
</tr>
<tr>
<td>MISO</td>
<td>Multiple Input Single Output</td>
</tr>
<tr>
<td>MIT</td>
<td>Massachusetts Institute of Technology</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Squared Error</td>
</tr>
<tr>
<td>modem</td>
<td>modulator-demodulator</td>
</tr>
<tr>
<td>MRC</td>
<td>Maximal Ratio Combining</td>
</tr>
<tr>
<td>MRVD</td>
<td>Modified Real Valued Decomposition</td>
</tr>
<tr>
<td>MSB</td>
<td>Most Significant Bit</td>
</tr>
<tr>
<td>MUD</td>
<td>Multi-user Diversity</td>
</tr>
<tr>
<td>MUX</td>
<td>Multiplexer</td>
</tr>
<tr>
<td>NC-OFDM</td>
<td>Non-Contiguous OFDM</td>
</tr>
<tr>
<td>NGD</td>
<td>Native Generic Database</td>
</tr>
<tr>
<td>NGN</td>
<td>Next Generation Network</td>
</tr>
<tr>
<td>NP</td>
<td>Non-Polynomial</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>OFDMA</td>
<td>Orthogonal Frequency Division Multiple Access</td>
</tr>
<tr>
<td>OQAM</td>
<td>Offset Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>P/S</td>
<td>Parallel-to-Serial</td>
</tr>
<tr>
<td>PA</td>
<td>Power Amplifier</td>
</tr>
<tr>
<td>PAM</td>
<td>Pulse Amplitude Modulation</td>
</tr>
</tbody>
</table>
### LIST OF ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAPR</td>
<td>Peak-to-Average Power Ratio</td>
</tr>
<tr>
<td>PCI</td>
<td>Peripheral Component Interconnect</td>
</tr>
<tr>
<td>PED</td>
<td>Partial Euclidean Distance</td>
</tr>
<tr>
<td>PHY</td>
<td>Physical</td>
</tr>
<tr>
<td>PLC</td>
<td>Power Line Communication</td>
</tr>
<tr>
<td>PLR</td>
<td>Packet Loss Ratio</td>
</tr>
<tr>
<td>PRBS</td>
<td>Pseudo Random Binary Sequence</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>PSK</td>
<td>Phase Shift Keying</td>
</tr>
<tr>
<td>PUSC</td>
<td>Partially Used Sub Channelisation</td>
</tr>
<tr>
<td>Q</td>
<td>Quadrature</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>RAM</td>
<td>Random Access Memory</td>
</tr>
<tr>
<td>RC</td>
<td>Raised Cosine</td>
</tr>
<tr>
<td>ROM</td>
<td>Read Only Memory</td>
</tr>
<tr>
<td>RRC</td>
<td>Root Raised Cosine</td>
</tr>
<tr>
<td>RTL</td>
<td>Register Transfer Logic</td>
</tr>
<tr>
<td>RVD</td>
<td>Real-valued Decomposition</td>
</tr>
<tr>
<td>S/P</td>
<td>Serial-to-Parallel</td>
</tr>
<tr>
<td>SC-FDMA</td>
<td>Single Carrier Frequency Division Multiple Access</td>
</tr>
<tr>
<td>SCD</td>
<td>Spectral Correlation Density</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>SD</td>
<td>Sphere Decoding</td>
</tr>
<tr>
<td>SDP</td>
<td>Semi Definite Programming</td>
</tr>
<tr>
<td>SDR</td>
<td>Software Defined Radio</td>
</tr>
<tr>
<td>SE</td>
<td>Schnorr-Euchner</td>
</tr>
<tr>
<td>SEFDM</td>
<td>Spectrally Efficient Frequency Division Multiplexing</td>
</tr>
<tr>
<td>SelE</td>
<td>Selective Equalization</td>
</tr>
<tr>
<td>SF</td>
<td>Sort Free</td>
</tr>
<tr>
<td>SIC</td>
<td>Successive Interference Cancellation</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SOSA</td>
<td>Selective Opportunistic Spectrum Access</td>
</tr>
<tr>
<td>SP</td>
<td>Shortest Path</td>
</tr>
<tr>
<td>SQNR</td>
<td>Signal-to-Quantisation-Noise Ratio</td>
</tr>
<tr>
<td>STC</td>
<td>Space-Time Coding</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
<tr>
<td>TSVD</td>
<td>Truncated Singular Value Decomposition</td>
</tr>
<tr>
<td>TVWS</td>
<td>Television White Spaces</td>
</tr>
<tr>
<td>USB</td>
<td>Universal Serial Bus</td>
</tr>
<tr>
<td>USRP</td>
<td>Universal Software Radio Peripheral</td>
</tr>
<tr>
<td>VHDL</td>
<td>Very-high-speed-integrated-circuit Hardware Description Language</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very Large Scale Integration</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>Wireless Fidelity</td>
</tr>
<tr>
<td>WiMAX</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
<tr>
<td>WMAN</td>
<td>Wireless Metropolitan Area Network</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero Forcing</td>
</tr>
</tbody>
</table>
List of Symbols and Operators

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absolute value of a number</td>
</tr>
<tr>
<td>⌈·⌉</td>
<td>Ceiling function, meaning rounding up to the closest integer</td>
</tr>
<tr>
<td>$\text{chol}{\cdot}$</td>
<td>Cholesky decomposition function</td>
</tr>
<tr>
<td>$\mathcal{O}(\cdot)$</td>
<td>The order of complexity</td>
</tr>
<tr>
<td>$\kappa(\cdot)$</td>
<td>Condition number of a matrix</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>Set of constellation points pertaining to a specific modulation scheme, such as M-QAM or M-PSK</td>
</tr>
<tr>
<td>$\text{diag}(\cdot)$</td>
<td>Denotes a matrix having diagonal form</td>
</tr>
<tr>
<td>$a \mod b$</td>
<td>Gives the modulus of the remainder after division of $a$ by $b$</td>
</tr>
<tr>
<td>$E_b/N_0$</td>
<td>Energy per bit to noise power spectral density ratio</td>
</tr>
<tr>
<td>$\lambda(\cdot)$</td>
<td>Eigenvalue of a matrix</td>
</tr>
<tr>
<td>$\lambda_{\text{max}}(\cdot)$</td>
<td>Maximum eigenvalue of a matrix</td>
</tr>
<tr>
<td>$\lambda_{\text{min}}(\cdot)$</td>
<td>Minimum eigenvalue of a matrix</td>
</tr>
<tr>
<td>$\hat{s}$</td>
<td>Estimate of the transmitted signal vector $s$ after slicing</td>
</tr>
<tr>
<td>$\tilde{s}$</td>
<td>Unconstrained estimate of the transmitted signal vector $s$ before slicing</td>
</tr>
<tr>
<td>$|\cdot|$</td>
<td>$\ell^2$-norm also known as the Euclidean distance</td>
</tr>
<tr>
<td>⌊·⌋</td>
<td>Floor function, meaning rounding down to the closest integer</td>
</tr>
<tr>
<td>$\Im m$</td>
<td>Imaginary part of a complex number</td>
</tr>
<tr>
<td>$j$</td>
<td>Imaginary unit defined as $j = \sqrt{-1}$</td>
</tr>
</tbody>
</table>
\( \in \) \( \mathcal{X} \in \mathcal{Y} \) means that \( \mathcal{X} \) takes values in the set \( \mathcal{Y} \)

\( \infty \) Denotes infinity

\( \langle \cdot, \cdot \rangle \) Inner product on a vector space

\( \mathbf{A} \) Where a symbol appears in bold, this will denote a vector or a matrix of any dimension

\( \mathbf{A}^H \) The Hermitian of a vector or square matrix denoting the conjugate transpose

\( \mathbf{A}^{-1} \) The inverse of a square matrix

\( \mathbf{A}^T \) The transpose of a square matrix

\( \Re \) Real part of a complex number

\( \text{rect} \{ \cdot \} \) Rectangular pulse shaping function

\( \tilde{\sigma}(\cdot) \) Singular value of a matrix

\( \tilde{\sigma}_{\text{max}}(\cdot) \) Maximum singular value of a matrix

\( \tilde{\sigma}_{\text{min}}(\cdot) \) Minimum singular value of a matrix

\( \lfloor \cdot \rfloor \) Slicing operator, which rounds the value to the nearest constellation point

\( \mathbb{E}\{\cdot\} \) The expected value of a random variable, also referred to as statistical expectation

\( \subset \) Denotes a sub-set

\( [\cdot]' \) Vector or matrix transpose operation
Part I

Next Generation Communication Technologies
Chapter 1

Introduction

The Olympic Games that took place in London in the summer of 2012 presented a great challenge for the telecommunication providers putting mobile communications technology to the test. More than four million extra people were expected to arrive in London during the Games [1] accessing broadband services using a myriad of devices ranging from 2nd Generation (2G) mobile phones to the latest smartphones, tablets and laptops connecting to the Internet via mobile networks and Wireless Fidelity (Wi-Fi) hotspots. This year also marks the first 4th Generation (4G) trials taking place in the United Kingdom [2].

While modulation schemes for high-speed data transmission have been of continuing interest for well over half a century [3], the advancement of modern communication systems can be attributed to the use of Multi-carrier Modulation (MCM) techniques, which provide better immunity against multipath fading compared to single carrier schemes. The generic term MCM appeared in the 1990’s [4], yet the concept of parallel data transmission dates back to 1958 with the Collins Kineplex data systems [5]. The theoretical principles of Orthogonal Frequency Division Multiplexing (OFDM) were established almost a decade later [6] leading to a subsequent patent [7] and practical performance evaluation [8]. Around the same period, the Discrete Fourier Transform (DFT) was considered for the design of OFDM systems [9] which favoured the imple-
mentation of a data communication system using digital circuitry [10].

Two decades later, one of the first commercial systems employing OFDM came to light, known as Discrete Multi-tone (DMT) [11]. DMT was designed for High-bit-rate Digital Subscriber Line (HDSL) access [12] leading to the standardised Asymmetric Digital Subscriber Line (ADSL) system. OFDM also formed part of the Institute of Electrical and Electronics Engineers (IEEE) 802.11 standards for Wireless Local Area Network (WLAN) access with 802.11n being the most recent one developed [13]. The technology based on the 802.11 standards is referred to as Wi-Fi with the European counterpart being High Performance Radio Local Area Network (HiperLAN) II [14]. OFDM has also found application in Digital Audio Broadcasting (DAB) [15] and especially Digital Video Broadcasting (DVB) [16] [17] [18].

While existing 3rd Generation (3G) systems utilise the Code Division Multiple Access (CDMA) air interface standard, OFDM is regarded as one of the key technology enablers in 4G mobile telecommunication networks [19]. The two primary competitors for providing mobile broadband access are Worldwide Interoperability for Microwave Access (WiMAX) [20] and 3rd Generation Partnership Project (3GPP)-Long Term Evolution (LTE) [21]. WiMAX is based on the IEEE 802.16 standard which defines the Wireless Metropolitan Area Network (WMAN) air interface for broadband wireless access [22]. The most recent version of the standard is IEEE 802.16m [23]. In the same fashion, LTE is a new air interface defined by 3GPP [24] with Release 10 currently under development, commonly referred to as LTE-Advanced.

Two additional technologies which promise significant performance gains in future, or what is termed Next Generation Networks (NGNs), are Multiple Input Multiple Output (MIMO) and Adaptive Modulation and Coding (AMC). MIMO increases spectrum efficiency by exploiting transmit diversity achieved through spatial multiplexing. AMC allows sub-carriers to be modulated with varying levels of Quadrature Amplitude Modulation (QAM), thus offering optimum throughput depending on the instantaneous channel conditions [20]. These technologies complement OFDM to enhance robustness
against wireless channel impairments while concurrently offering high data rates \[25\] \[26\].

Beyond wireless and mobile networks, the use of OFDM has been investigated in many other fields including optical systems \[27\] \[28\], Power Line Communication (PLC) \[29\] \[30\] and physical layer encryption \[31\] \[32\], the latter known as Masked-OFDM. More recently, OFDM has been combined with Offset Quadrature Amplitude Modulation (OQAM) with the aim of increasing capacity in PLC systems \[33\] \[34\].

Despite the success of the aforementioned systems during the 20th century, the beginning of the 21st century was marked by a pressing need for more spectrum \[35\]. Networks are confronted with an ever-growing number of users who run bandwidth-hungry applications using a wide range of devices. Yet, spectrum is a scarce and an expensive resource. This fact coupled with users’ demand for higher data rates, better Quality of Service (QoS) and lower costs, has led telecommunication operators and engineers to recognise that the best means for increasing capacity in future communication systems is via improved spectrum efficiency.

So far, it has been established that OFDM is the preferred modulation method for 4G networks. Notwithstanding, OFDM has certain disadvantages which make it inapt for spectrum optimisation. First, the overlapping sub-carriers have to be perfectly orthogonal between them to allow a successful recovery of the transmitted symbols. This is achieved by setting the frequency spacing between the sub-carriers to equal exactly the reciprocal of the OFDM symbol period. Consequently, this poses a limit on the number of sub-carriers into which the signal frequency band may be divided. Second, local oscillator offsets and Doppler shifts which occur in practical scenarios cause frequency and timing errors resulting in loss of orthogonality and giving rise to Inter-carrier Interference (ICI) and Inter-symbol Interference (ISI) \[36\]. Tight synchronisation between the transmitter and receiver oscillators is therefore crucial to maintain orthogonality and counteract ICI. To combat ISI, a Guard Interval (GI) is added to the OFDM signal in the form of a Cyclic Prefix (CP). This CP, however, introduces
an overhead and thus reduces spectrum efficiency.

Hereby, the optimum use of radio spectrum seems to be a burning research topic for systems beyond 4G and calls for novel techniques to tackle the challenge of conveying more data within the available bandwidth. Research trends suggest that two indispensable technologies for optimising spectrum use in future cellular and wireless networks will be Cognitive Radio (CR) and spectrally efficient multi-carrier modulation schemes. CR has been the subject of research and development for over a decade. It is based on Software Defined Radio (SDR) [37] and allows the existing wireless spectrum to be exploited opportunistically via Dynamic Spectrum Access (DSA). With the recent switchover to digital television which released large areas of frequency, known as TV white spaces, CR is gradually moving from the laboratory to the commercial world [38]. Multi-carrier modulation techniques aimed at improving spectrum utilisation have only recently started to gain more attention by the academic community across the globe. These techniques propose time-frequency packing by:

- Deliberately and counter-intuitively violating the orthogonality principle defined for OFDM systems, hence reducing the frequency spacing between the subcarriers to save bandwidth or increasing the data rate within the same bandwidth.

- Transmitting non-orthogonal pulses with special properties.

- Applying advanced detection algorithms at the receiver, such as soft decoding and Sphere Decoding (SD), which has been made feasible due to advances in silicon technology.

The idea of designing systems able to transmit data at speeds close to the Nyquist rate is not new [39]. In 1975, Mazo showed that for a reduction in transmission bandwidth by a factor $\rho = 0.8$ with reference to conventional Nyquist pulses, the signalling rate can be increased by $(1 - \rho^2) \cdot 100 = 25\%$ without a penalty in error performance [40]. This concept, termed Faster than Nyquist (FTN) signalling, was validated only for one-dimensional (1D) modulation schemes, such as Pulse Amplitude Modulation (PAM),
Amplitude Shift Keying (ASK) and Binary Phase Shift Keying (BPSK). In 2005, Rusek and Anderson extended the concept to a two-dimensional (2D) space, for example 16-QAM [41]. FTN increases the data rate within the Nyquist signal bandwidth at the expense of introducing additional ISI [42].

One of the first systems designed to increase the data rate relative to an OFDM system was OFDM/OQAM [43]. This was achieved by discarding the guard interval. As a result, alternative prototype functions providing good localisation in the time domain had to be employed to mitigate the effects of ISI. The use of non-orthogonal functions offered new degrees of freedom favouring the design of ameliorated pulses which were better-suited for minimising the ICI and ISI effects present in frequency-selective and time-dispersive channels [44]. An example of a prototype function offering quasi-optimum localisation is the Isotropic Orthogonal Transform Algorithm (IOTA) function which is generated by applying an IOTA filter to a Gaussian function [45].

In retrospect, a number of systems have been explored with the aim of increasing spectrum efficiency through bandwidth savings and/or flexible frequency allocation. Examples of systems which reduce spectrum utilisation by half but constrained to 1D modulation schemes include Fast Orthogonal Frequency Division Multiplexing (FOFDM) [46] and M-ary ASK OFDM (MASK-OFDM) [47]. Systems designed to operate with 2D modulation methods include High Compaction MCM (HCMCM) [48], Overlapped FDM (Ov-FDM) [49], FTN signalling [50], Frequency Overlapped Multi-carrier System (FOMS) [51], as well as Spectrally Efficient Frequency Division Multiplexing (SEFDM) [52].

The significance of the aforementioned spectrally efficient systems is further highlighted by the fact that these techniques are gradually being introduced in many fields beyond wireless and cellular networks. Notable examples include FOFDM, Optical Dense OFDM and FTN for optical communications [53] [54] [55], FTN for coding [56] and physical layer security [57], as well as Generalized Frequency Division Multiplexing (GFDM) for CR applications [58].
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Table 1.1: Comparison of Xilinx (Altera) device families.

<table>
<thead>
<tr>
<th>Device Family</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtex (Stratix)</td>
<td>Highest density and bandwidth (high-end applications)</td>
</tr>
<tr>
<td>Spartan (Arria)</td>
<td>Balanced performance, price and cost (mid-range applications)</td>
</tr>
<tr>
<td>Artix (Cyclone)</td>
<td>Lowest power, footprint and cost (cost-sensitive applications)</td>
</tr>
<tr>
<td>Kintex (-)</td>
<td>Offers the best price/performance/watt</td>
</tr>
</tbody>
</table>

This thesis initially examines CR as one of the key technologies for improving spectrum utilisation in future communication systems. Subsequently, the attention is turned to SEFDM, a novel multi-carrier modulation technique, which tackles the issue of spectrum efficiency by breaking previously established theoretical barriers. A critical aspect, which will determine the success of both these technologies, is the validation of theoretical results through practical experimentation. Experimental work in turn is facilitated via testbeds and programmable platforms which increasingly employ Field Programmable Gate Arrays (FPGAs) [59]. In contrast to general-purpose processors, FPGAs offer greater flexibility and allow the designer to customise any aspect of a circuit, thus optimising its use [60]. Thanks to the implementation of designs in the spatial domain, which permits multiple levels of pipelining, dedicated FPGA and Very Large Scale Integration (VLSI) circuits are well-positioned to offer target throughput rates which cannot be met by conventional Digital Signal Processors (DSPs) [61]. Consequently, in this work, FPGAs were chosen as the preferred devices for the implementation of SEFDM transceiver algorithms.

The most popular vendors of FPGA chips include Xilinx, Altera, Lattice and Actel. However, the two primary competitors in this field are Xilinx and Altera [59]. The testbed employed in this work uses Xilinx devices. Two main reasons motivated this choice; first, the programmable platforms available in the laboratory at the time of development were equipped with Xilinx FPGAs; second, the predecessor to this work [59] incorporated Xilinx chips, hence using devices from the same vendor would favour compatibility, as well as smooth migration and/or scalability. For informative purposes,
a comparison between Xilinx and Altera device families is given in Table 1.1 [62] [63].

1.1 Thesis Outline

While there are a number of emerging techniques targeting increased spectrum efficiency, this thesis examines two key technologies, namely CR and SEFDM. To this end:

Chapter 2 gives an overview of technologies employed in NGNs for managing spectrum, enhancing capacity and exploiting multi-user diversity. These include MIMO, MCM, as well as Multiple Access (MA) techniques with a particular emphasis on Orthogonal Frequency Division Multiple Access (OFDMA) and Single Carrier Frequency Division Multiple Access (SC-FDMA). This chapter also delves into the fundamental principles surrounding MCM and gives a good qualitative and quantitative description of OFDM. The theoretical upper bounds for communication below orthogonality are also identified leading up to the treatment of SEFDM systems.

Chapter 3 explores spectrum management techniques for efficiently allocating and sharing the available radio resources. The first part discusses techniques exploiting the inherent cyclostationarity present in OFDM based systems to address the detection challenge in CR networks, such as cyclostationary signatures and automatic modulation classification. The second part, proposes a Selective Opportunistic Spectrum Access (SOSA) framework which aims to improve the QoS of a CR user by optimising the spectrum sensing cycle. This is achieved by applying traffic prediction techniques to a conventional CR system.

Chapter 4 provides a fresh look at the basic principles and properties surrounding SEFDM systems with an eye on implementation. The concept of time-frequency packing is explained in detail. It is shown that the ill-conditioning that arises in SEFDM may be attributed to deliberate aliasing and spectral leakage. An in depth review to determine the most suitable transceiver architecture for hardware realisation is also carried out.
Chapter 5 considers practical-level aspects involved in the application of SEFDM in the real world. This chapter introduces the available SEFDM detection algorithms, together with their corresponding complexity scaling behaviour, hence leading to an educated decision regarding the suitability of these choices for hardware implementation. The benefits and drawbacks of oversampling at the modulation, de-modulation and detection stages are quantified and discussed. The performance of SEFDM in a fixed-point environment which takes into account the limited precision available in hardware devices is also evaluated. To this end, this chapter forms the basis for the development and evaluation of transceiver algorithms and architectures employing FP-GAs that appear in later chapters.

Chapter 6 focuses on linear detection techniques and describes the FPGA design and implementation of SEFDM receivers employing Zero Forcing (ZF) and Truncated Singular Value Decomposition (TSVD). Results show that these detectors are suitable for the recovery of signals employing real-valued modulation schemes, for example BPSK. Conversely, these techniques exhibit poor performance for complex-valued modulation schemes, for example M-QAM, in accordance with previous theoretical predictions and simulation results. The corresponding trade-offs in computational complexity and error performance are explained. The chapter closes with a discussion of optimisation techniques applied to FPGA architectures with an emphasis on the special properties of the matrices employed in SEFDM systems.

Chapter 7 is dedicated to the analysis and experimental evaluation of more sophisticated detection techniques. Based on previous work which demonstrates that Maximum Likelihood (ML) has an impractical computational complexity due to the exhaustive search nature of the algorithm, this chapter considers iterative tree-search algorithms. The chapter starts by presenting the concepts of SD and Fixed Sphere Decoding (FSD), the latter fixing the complexity of the conventional SD algorithm. This brings us to the next area of discussion which gives an account of the FSD variants employed in MIMO systems and their applicability to the SEFDM detection problem. A number
of algorithmic optimisations are described while the challenges encountered during an FPGA realisation are explained. The SD algorithm is initially employed as part of a hybrid hardware and software SEFDM pseudo-transceiver to verify the accuracy of experimental signals generated using an FPGA. The FSD algorithm is then evaluated in terms of suitability for hardware implementation. It is found that the original FSD exceeds the device’s available resources due to the large system dimension in terms of the number of sub-carriers employed. Hence, modified sorting and Real-valued Decomposition (RVD) strategies are applied, which reduce the complexity of the original FSD targeting it for hardware implementation while offering trade-offs in execution speed and Bit Error Rate (BER) performance.

Finally, Chapter 8 presents conclusions and summarises the salient points discussed in previous chapters. This chapter also lists potential research areas open to further investigation.

Due to the nature of the Engineering Doctorate (EngD) programme, this thesis comprises a number of closely related topics. Fig. 1.1 depicts the background and motivation of this research work. Fig. 1.2 shows the links that exist between different aspects of CR leading on finally to the examination of the key topic in this thesis being that of SEFDM, as illustrated in Fig 1.3.

This thesis comprises three appendices. The first appendix describes a Graphical User Interface (GUI) developed in MathWorks® MATLAB® (henceforth referred to as MATLAB) for the simulation of OFDM and SEFDM systems. The second appendix presents schematic diagrams of the platform employed in Chapters 6 and 7. Waveforms and screenshots acquired during the real-time operation of the application under consideration are also illustrated. Finally, the third appendix details the code structure for the SEFDM receiver implemented using Very-high-speed-integrated-circuit Hardware Description Language (VHDL) and the C programming language. The DVD disc contains the MATLAB code, VHDL code and C code, developed during the EngD programme.
Figure 1.1: Focus of Chapters 1 and 2 (OFDM, MIMO).
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Figure 1.2: Focus of Chapter 3 (CR).
Figure 1.3: Focus of Chapters 4-7 (SEFDM).
1.2 Main Contributions

The goal of this thesis is to examine two key technology enablers for the purpose of spectrum optimisation in wireless communication systems, namely CR and SEFDM, with a focus on the latter. The detailed contributions of this work are as follows:

- Developed a SOSA framework to improve the QoS of a CR user. Contrary to other approaches, this model considers CR and traffic prediction in conjunction while taking into account practical issues, such as discontinuous target frequency bands and the limited dynamic range of the radio front-end used for spectrum sensing. It is shown that the proposed solution increases throughput and reduces packet losses with respect to a conventional system.

- Evaluated the impact of oversampling on the performance of SEFDM systems in an Additive White Gaussian Noise (AWGN) environment. It is shown that the conditioning of the SEFDM sub-carriers correlation matrix is ameliorated in proportion to the oversampling factor. As a result, it is demonstrated that the BER performance of different SEFDM detectors is improved accordingly, particularly for linear detection methods.

- Developed a bit-accurate, fixed-point, FPGA model of an SEFDM transceiver. Using this model, the impact of finite word length effects on the performance of SEFDM systems was evaluated. It is shown that bit scaling and dynamic range have a significant impact on resource requirements and quantisation noise.

- Implemented a reconfigurable SEFDM receiver with the aid of FPGAs. The receiver comprises a Fast Fourier Transform (FFT) based demodulator and a linear detector with the ability to switch between ZF and TSVD. The architecture is evaluated in terms of resource utilisation, latency and throughput.

- Introduced new variants of the FSD algorithm which reduce its complexity rendering it more suitable for application in the real world. It is shown that the
sort-free and modified decomposition approaches optimise the execution of FSD at both an algorithmic and architectural level.

- Implemented the original and modified FSD algorithms on a DSP to acquire more realistic estimates of the computational complexity associated with these detection techniques. Evaluated the experimental versions of these FSD variants in terms of execution speed, as well as the number of arithmetic and logic operations required by each algorithm.

- Examined the results obtained from the implementation of different FSD variants using a Xilinx Virtex 6 FPGA chip. Results demonstrate that the original FSD algorithm demands a high resource utilisation, which exceeds the chip’s available logic slices, in order to sustain the same throughput as the modified version of the algorithm adopting the sort-free strategy.

In summary, the majority of the work in this thesis evolves around a feasibility study to assess if the current technology is adequate to allow the application of SEFDM in the real world. Low complexity solutions including both algorithms and FPGA architectures have been devised for the reception of SEFDM signals while taking into account paramount system-level aspects at the transmitter side. The proposed designs are described in detail and provide a reference for the true hardware complexity of corresponding implementations. To the best of the author’s knowledge, these implementations are ranked among the world’s first with regard to the realisation of a spectrally efficient multi-carrier communication system.

1.3 List of Publications

The work presented in this thesis has resulted in the following conference and journal publications listed in chronological order:
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Chapter 2

Multi-carrier Communication Techniques

Over the past two decades, the International Telecommunication Union (ITU), which specifies the requirements for radio interfaces, has been working closely with the public and private sectors with the aim of developing a global, broadband multimedia, International Mobile Telecommunications (IMT) system. The IMT concept was introduced in the late 1990’s (IMT-2000) and includes the family of 3G systems. The next standard called IMT-Advanced, also known as ‘systems beyond IMT-2000’, is designed to provide a unified platform to deliver a wide range of data rates and services in both low and high mobility\(^1\) environments. A number of different access systems will exist but these will be compatible in order to allow interconnection and network sharing. The IMT-Advanced specification aims to achieve this by defining stringent requirements with regard to the Physical (PHY) and Media Access Control (MAC) layers. Hence, the key points outlined in IMT-Advanced [64] include:

- Co-existence and interoperability between diverse radio access technologies.

- Scalable bandwidth and variable transmission modes to deliver content according

\(^1\)In this context, mobility refers to the travelling speed of a user carrying a mobile device ranging from a stationary position to high-speed motion (for example, when travelling on a train).
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to the particular application demand.

- Enhanced peak data rates of 1 Gbps and 100 Mbps in low and high mobility scenarios, respectively.

Currently deployed communication systems cannot achieve the aforementioned data rates [65]. Hereby, this chapter starts with an overview of state-of-the-art technologies which have already been or are in the process of being employed in today’s networks to deliver the data rates specified by IMT-Advanced.

Section 2.1 looks at multiple antenna technologies, such as MIMO and Cyclic Delay Diversity (CDD). Section 2.2 is devoted to the comparison of OFDMA and SC-FDMA, since the latter addresses the Peak-to-Average Power Ratio (PAPR) problem associated with OFDM and has been included officially in the 3GPP-LTE standards. Simulation based studies of the effect of different sub-carrier mapping methods on the PAPR performance of OFDMA and SC-FDMA is detailed in Section 2.2 and a set of results is reported in the same section. The chapter closes with a detailed review of OFDM in Section 2.3 forming the foundation for the analysis of SEFDM in subsequent chapters. This final section describes the signal properties and transceiver architectures of OFDM based systems. Part of the work in this chapter was presented at the International Symposium on Broadband Communications (ISBC) in 2010 [66].

2.1 Multiple Antenna Technologies

2.1.1 Multiple Input Multiple Output

MIMO is without doubt one of the most cost-effective technologies for delivering Gbps data rates [67]. In conjunction with OFDM, field trials have demonstrated [68] that MIMO-OFDM systems can offer significant performance gains in terms of throughput, coverage and reliability.

MIMO increases data throughput by exploiting antenna diversity. This is achieved through spatial multiplexing, a technique which divides the data stream into multiple
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sub-streams which are then transmitted in parallel. Data rates of up to 150 Mbps and 300 Mbps can be achieved in LTE systems using 2x2 and 4x4 MIMO antenna configurations, respectively. In practice, MIMO is used in conjunction with other smart antenna technologies, such as antenna beam-forming and Space-Time Coding (STC) to maximise performance gains [69]. Moreover, Maximal Ratio Combining (MRC) is used at the receiver to enhance link reliability in the presence of noise and fading [36].

MIMO research is important in the pursuit of SEFDM systems, as both technologies encounter similar detection challenges. For MIMO systems, these include channel matrix pre-coding and antenna stream decoding [70]. For the former, the requirement is for the matrix to be non-singular in order to be invertible. However, practical aspects, such as small antenna spacing, may degrade the conditioning of the channel matrix, thereby hindering the matrix’s invertibility. Techniques like Singular Value Decomposition (SVD) are therefore employed to compute the pseudoinverse of a matrix. As for the decoding of the antenna streams, ML is the optimum detection scheme, yet the Non-Polynomial (NP) complexity linked to its execution renders it inapt for hardware implementation. Hence, sub-optimum techniques based on SD are explored offering a substantial reduction in complexity compared to the ML solution while maintaining a reasonable error performance.

As will be revealed in latter chapters of this thesis, the ill-conditioning of the sub-carriers correlation matrix in SEFDM, which has similar properties to the channel matrix in MIMO systems, complicates the design of receiver architectures. For this reason, methods previously employed in MIMO are adapted to address the detection challenge in SEFDM. Nonetheless, the key difference between MIMO and SEFDM is that the dimension of the problem for SEFDM is far greater compared to MIMO leading to higher computational complexity and thus a more involved implementation.
2.1.2 Cyclic Delay Diversity

Another technology which is being introduced in LTE-Advanced is CDD [71], which was originally investigated and implemented for use in DVB as part of the PLUTO project [72]. CDD is a low complexity and flexible spatial diversity scheme for OFDM based systems which intends to improve signal detection at the receiver by exploiting antenna transmit diversity. While the term was coined circa 2001 [73], the concept of using transmit diversity to improve bandwidth efficiency dates back to the early 1990’s [74]. A patent describing the architecture and operation of the system was published in 2005 [75]. CDD is also being included in the WiMAX standard under the name Cyclic Shift Transmit Diversity (CSTD) [20].

CDD is based on the concept of Delay Diversity (DD) [73]. Contrary to MIMO systems, DD does not require the alteration of the receiver used in a conventional Single Input Single Output (SISO) OFDM system. Instead, it uses multiple antennas at the transmitting end to send delayed replicas of the original signal, as illustrated in Fig. 2.1. Hence, it should be evident that DD entails a Multiple Input Single Output (MISO) transceiver architecture. By this means, it translates spatial diversity into frequency diversity resulting in uncorrelated frequency selectivity [75].

With DD, each transmit antenna conveys a replica $s_i(k)$ of the original signal $s_0(k)$ differing by a delay $\delta_i$. This delay $\delta_i$ has to be a multiple of the system sampling time
while the total number of delayed replicas is equal to $N_T - 1$ where $N_T$ is the number of transmit antennas.

The drawback with DD is that the added delay results in increased channel delay spread $\tau_d$, the latter signifying the longest delay of a reflected signal, thus making the system more prone to ISI. Conversely, this imposes a tight constraint on the maximum value of $\delta_i$. CDD alleviates this problem by adding the cyclic prefix to each of the delayed replicas independently rather than at the output of the OFDM modulation process, as depicted in Fig. 2.2.

With CDD, the transmitted signal replicas differ in cyclic shifts rather than delays. In other words, the original signal $s_0(k)$ is rotated in phase prior to being cyclically extended, thus skipping redundant data which would be present in a signal with DD and which could potentially cause ISI to adjacent OFDM symbols, as shown in Fig. 2.3. From Fig. 2.3, it should be evident that DD is equivalent to sending the original signal with a delay in time while CDD is equivalent to sending the original signal with a delay in phase.

The advantage of using CDD over DD is in that the delay in CDD is independent of the CP, thereby relaxing the constraint imposed upon the length of the CP in standard OFDM systems leading to improved bandwidth efficiency [76]. Closely related diversity techniques include sub-carrier diversity, phase diversity and time-variant phase...
diversity, the latter offering additional time selectivity to yield further performance gains. All the aforementioned antenna diversity schemes share the same goal, which is to increase the frequency selectivity of the multipath channel by “uncorrelating the channel paths” [77].

2.1.3 Other Technologies

The aforementioned technologies are being complemented with additional enhancements, such as carrier aggregation, multi-hop relaying and Fractional Frequency Reuse (FFR). Carrier aggregation [78] is being accommodated in LTE-Advanced to provide scalable expansion of the effective bandwidth. This is achieved by combining the radio resources across multiple carriers located in different spectrum bands. Multi-hop relaying [79] trades off capacity for extended coverage by conveying user data between a base station and a mobile terminal via one or more relays. Combined with spatial diversity techniques, relays could provide large cellular coverage with high data rates. Finally, FFR [69] reduces interference by dividing the spectrum into frequency sub-bands, thus favouring flexible sub-channel reuse. FFR tends to increase the overall system capacity at the expense of slight performance degradation at the cell edges.
2.2 OFDMA and SC-FDMA

One of the pitfalls associated with OFDM signals is that they exhibit a high PAPR. This is due to the summation of multiple sub-carriers in parallel which causes high envelope fluctuations giving rise to the noise-like nature of OFDM signals. The ratio increases linearly with the number of sub-carriers $N$ [80] while the maximum theoretical value can be as high as $10\log_{10}(N)$ [81].

PAPR is a crucial design factor in any communication system, since it determines the dynamic range of Analogue-to-Digital (A/D) and Digital-to-Analogue (D/A) converters. It also has a direct impact on the efficiency of Power Amplifiers (PAs), which yield maximum efficiency when they operate at their saturation point. When OFDM signals add up constructively, they may result in a high instantaneous peak power forcing the PA to operate with a large back-off, thus lowering power efficiency. Conversely, allowing the PA to operate in its non-linear region will lead to signal clipping causing Inter-modulation Distortion (IMD) [36]. This distortion increases out-of-band radiation which i) gives rise to unwanted signals interfering with the signal of interest, thereby degrading system performance, and ii) violates the standards set by telecommunications regulators.

To address the PAPR challenge, the SC-FDMA scheme, also known as DFT-spread OFDM, was introduced in LTE systems and is employed in the uplink channel. As will be presented in the following paragraphs, SC-FDMA can reduce the PAPR by at least 2 dB with reference to OFDM systems, thus extending the battery life of mobile devices [36].

SC-FDMA is a MA technique, which means that the time and frequency resources are allocated to multiple users simultaneously, contrary to standalone multiplexing, which allocates all resources to a single user. OFDMA is the competing technology against SC-FDMA. While OFDMA is being used in the downlink in both WiMAX and LTE systems, SC-FDMA is employed in the uplink only in LTE. A comparative review of these two MA schemes was carried out by the author and is provided in [66].
CHAPTER 2. MULTI-CARRIER COMMUNICATION TECHNIQUES

Figure 2.4: Sub-carrier mapping and grouping schemes.

OFDMA is an extension of OFDM, by means of which a fraction of the total number of sub-carriers per OFDM symbol is allocated to each user. This is achieved by dividing the total number of sub-carriers into groups, termed sub-channels in WiMAX or chunks in LTE. Sub-channelisation favours Multi-user Diversity (MUD) and allows resources to be allocated dynamically to users depending on their QoS needs [20].

Sub-carriers are allocated to sub-channels or chunks in either a localised or a distributed fashion. The first method uses a block of contiguous sub-carriers to form a sub-channel. In the latter method, sub-carriers are allocated to sub-channels pseudo-randomly using a permutation mechanism. Localised allocation is preferred for low mobility scenarios as it optimises throughput. The distributed method provides frequency diversity, thus is advantageous in high mobility scenarios. These allocation schemes can be configured to make use of all available sub-carriers or only a portion of them and are referred to respectively as Fully Used Sub Channelisation (FUSC) and Partially Used Sub Channelisation (PUSC). These concepts are illustrated in Fig. 2.4 with PUSC favouring inter-cell interference averaging [20]. Note that the sub-carrier configuration shown for the distributed method is actually a special case, known as Interleaved Frequency Division Multiple Access (IFDMA).

Fig. 2.5 presents the signal chains for OFDM, OFDMA and SC-FDMA highlighting their respective differences. The OFDM signal chain will be discussed in detail in Section 2.3. In OFDMA, a sub-carrier mapping block is added to the conventional OFDM signal chain which assigns $N_{FFT}$ data symbols to multiple users and then maps them to $N_{FFT}$ complex sub-carriers. OFDMA retains the advantages of OFDM in that
it provides immunity against multipath fading and narrowband interference with the additional benefits of flexible resource allocation and scalable bandwidths. The latter is achieved by maintaining the same frequency spacing between the sub-carriers and adjusting the Inverse Fast Fourier Transform (IFFT) size to produce scalable channel bandwidths from 1.25 MHz to 20 MHz [69].

In SC-FDMA, the data symbols are pre-coded via a DFT block prior to sending them to the sub-carrier mapping block. This process spreads the symbols over all the available sub-carriers and creates a ‘virtual’ single carrier modulation scheme. This is the reason SC-FDMA is commonly referred to as DFT-spread OFDM. As shown in Fig. 2.5, the $N$ complex amplitudes at the output of the DFT block are transformed into an equivalent complex time domain signal. Ordinarily, the size of the IFFT is larger than the size of the DFT with the ratio $Q = \frac{N_{\text{IFFT}}}{N}$, termed the bandwidth expansion factor, signifying the number of simultaneous users the system can handle.

While the underlying waveform in SC-FDMA is single carrier, the scheme is still regarded as multi-carrier, thereby providing the same robustness against multipath fading as OFDMA. Unlike OFDMA though, where data symbols are transmitted in parallel, in SC-FDMA data symbols are transmitted sequentially over a symbol period, as illustrated in Fig. 2.6. This results in lower PAPR compared to OFDM transmission at the expense of higher sensitivity to ISI. Notwithstanding, SC-FDMA has only been introduced in the uplink, where it is presumed that the Base Station (BS) will have sufficient resources to carry out complex Frequency Domain Equalisation (FDE).

Since SC-FDMA has been recommended as a viable solution for reducing the high
PAPR present in OFDM systems, this section aims to evaluate its performance and compare it against OFDMA. Results are analysed in terms of the Complementary Cumulative Distribution Function (CCDF) indicating the probability of the PAPR being higher than a specified value $P_{APR_0}$. Table 2.1 summarises the system parameters employed in the simulations.

Table 2.1: Simulation parameters for OFDMA and SC-FDMA.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of sub-carriers $N_{IFFT}$</td>
<td>256 / 512</td>
</tr>
<tr>
<td>Used sub-carriers $N$</td>
<td>16 / 64 / 128 / 256</td>
</tr>
<tr>
<td>Modulation scheme</td>
<td>4-QAM / 16-QAM</td>
</tr>
<tr>
<td>System bandwidth</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Oversampling factor</td>
<td>4</td>
</tr>
<tr>
<td>Number of runs</td>
<td>10,000</td>
</tr>
</tbody>
</table>

Fig. 2.7 compares the CCDF of the PAPR for a different number of transmitted data symbols when OFDMA is employed with the constellation scheme set to 4-QAM and the IFFT size fixed at $N_{IFFT} = 512$. The number of transmitted data symbols is commensurate with the number of used sub-carriers, hence the data sequence is padded with trailing zeros up to the length of the IFFT. From Fig. 2.7, it is clear that the probability of the PAPR being exceeded increases as the number of used sub-carriers is increased within one OFDM symbol. These results are complemented by those in Fig. 2.8 for 16-QAM which show that the PAPR is distributed from approximately 3.5 dB to a maximum value of 11.5 dB depending on the number of used sub-carriers. These latter results also indicate that even though the peak and average powers of 16-QAM
will naturally be higher compared to 4-QAM, the corresponding PAPRs are in fact the same.

Fig. 2.9 compares the CCDF of diverse sub-carrier allocation schemes used in SC-FDMA, namely IFDMA, Localised Frequency Division Multiple Access (LFDMA) and Distributed Frequency Division Multiple Access (DFDMA), employing QAM with different constellation sizes and assuming no pulse shaping is applied. From Fig. 2.9, it is obvious that IFDMA outperforms the other allocation schemes. The reason IFDMA has such a low PAPR is attributed to the fact that the time domain signal for this case is nothing more than a repeating sequence of the original data symbols, hence the PAPR is identical to that for the single carrier case. This can be better comprehended by referring to Fig. 2.10.

In practice, Raised Cosine (RC) or Root Raised Cosine (RRC) filtering is employed to eliminate ISI and reduce out-of-band energy, thus controlling Adjacent Channel Interference (ACI). Fig. 2.11 compares the aforementioned SC-FDMA sub-carrier allocation schemes with different RC pulse shaping roll-off factors $\beta$ for 16-QAM. From Fig. 2.11, it is evident that the PAPR performance of IFDMA is significantly degraded.
Figure 2.8: Distribution of PAPR for OFDMA for a different number of used sub-carriers ($N_{IFFT} = 512$, 16-QAM).

Figure 2.9: CCDF of PAPR for different SC-FDMA sub-carrier allocation schemes and constellation sizes ($N_{IFFT} = 256$).
by over 4 dB when pulse shaping is applied compared to the other two schemes where the difference is less than 1.5 dB.

Fig. 2.12 shows the effect of RC and RRC pulse shaping on IFDMA. From Fig. 2.12, it can be inferred that RRC filtering with a roll-off factor of $\beta_{RRC} = 0.5$ provides an optimum trade-off between low PAPR and practical pulse shaping. Fig. 2.13 compares the performance of SC-FDMA-IFDMA and SC-FDMA-LFDMA against OFDMA for a different number of transmitted data symbols or equivalently used sub-carriers $N$. From Fig. 2.13, it is clear that OFDMA is outperformed in all cases. Moreover, an increase in the number of used sub-carriers has a significant impact on the performance of LFDMA and OFDMA but is marginal for IFDMA.

These observations show that IFDMA outperforms all other schemes in terms of low PAPR but rapidly loses its competitive advantage when pulse shaping is applied. These results are in accordance with the work presented in the literature [82]. DFDMA, which provides the best robustness against multipath fading by allocating sub-carriers in a random manner, exhibits the poorest PAPR performance, as expected and according to the work of the authors in [83]. Finally, LFDMA provides the highest throughput with
Figure 2.11: CCDF of PAPR for IFDMA, LFDMA and DFDMA with RC pulse shaping ($N_{IFFT} = 256$, 16-QAM).

Figure 2.12: CCDF of PAPR for IFDMA with different RC and RRC pulse shaping ($N_{IFFT} = 256$, 16-QAM).
a negligible degradation in performance when pulse shaping is applied. In summary, the choice of the sub-carrier allocation scheme to be adopted strongly depends upon the application under consideration with trade-offs between low PAPR, high throughput and robustness against the impairments encountered in a multipath propagation channel.

Numerous techniques have been explored with the aim of improving the performance of SC-FDMA, however, these are beyond the scope of this thesis. To mention but a few, the authors in [82] suggest that LFDMA can offer significant throughput gains while improving frequency selectivity through Channel-dependent Scheduling (CDS). Other techniques that have been considered include the use of MIMO in the uplink [84], as well as PAPR reduction methods, such as adaptive digital pre-distortion which is a new feature in LTE [71], clipping, companding and the use of the wavelet transform [85].
2.3 OFDM

As mentioned in the introductory chapter, OFDM is the key enabling technology in 4G mobile networks. OFDM is both a Frequency Division Multiplexing (FDM) scheme and a multi-carrier technique with these two concepts in turn being closely related. Ordinarily, FDM refers to the splitting of a wideband radio into multiple narrowband channels with each channel allocated to a specific frequency range. These channels are non-overlapping, hence multiple users can occupy these channels concurrently without interfering with each other. Multi-carrier transmission refers to the splitting of each channel into several, narrower sub-carriers and in that sense multi-carrier transmission resembles FDM. However, it should be evident that multi-carrier modulation can in fact be considered a sub-set of FDM. For simplicity, henceforth it shall be assumed that the entire system bandwidth is commensurate with a single channel and that FDM refers to the multiplexing of the sub-carriers in that channel.

In a conventional multi-carrier system, the signal bandwidth is divided into parallel, non-overlapping sub-carriers with Guard Bands (GBs) placed in between the individual sub-carriers. Each sub-carrier is modulated separately with a data symbol followed by the summation of all modulated sub-carriers to generate the time-domain signal. While this configuration eliminates ICI, it makes inefficient use of the available spectrum [86]. This is the reason the introduction of OFDM in the 1960’s [7] revolutionised multi-carrier systems, as it maximised spectral efficiency\(^2\) through the use of overlapping but non-interfering sub-carriers. A comparison of conventional FDM and OFDM is illustrated in Fig. 2.14.

In a conventional FDM system, the frequency spacing between the sub-carriers is such that it obeys Nyquist’s first criterion, also known as the Nyquist ISI criterion, which is the condition for zero ISI between transmitted symbols [87]. In OFDM, this spacing is equal to the reciprocal of the OFDM symbol period, which in turn is equal

\(^2\)The terms spectrum efficiency, spectral efficiency and bandwidth efficiency will be used interchangeably throughout this thesis to signify the optimisation of radio resources.
to the identical transmission speed of each sub-carrier. This relationship between the sub-carriers' frequency spacing and the OFDM symbol’s period is at the core of OFDM systems, as it guarantees orthogonality between the sub-carriers. This orthogonality rule is paramount as it ensures that there is no cross-talk between the sub-carriers. Hence, this concept will be expounded throughout the remainder of this section.

2.3.1 Basic Principles

The compelling advantage of employing OFDM over single carrier systems is its increased robustness against the impairments that occur in frequency-selective and time-dispersive channels. Another acute aspect is that the classical method of generating and demodulating OFDM signals using a bank of modulators-demodulators (modems) can be replaced by a far more efficient implementation incorporating FFT operations. Consequently and not surprisingly, a number of hybrid systems have come to light over the past decade with the most notable examples being Flash OFDM (fast-hopped OFDM), Vector OFDM (OFDM with MIMO) and Wideband OFDM, the latter designed to introduce enough spacing between the channels to mitigate frequency errors [88], as well as multi-carrier (MC)-CDMA, which is Direct Sequence Spread Spectrum

Figure 2.14: Conventional FDM vs. OFDM.
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(DSSS)-CDMA followed by OFDM [89]. Finally, Coded OFDM (COFDM) combines OFDM with Forward Error Correction (FEC) to correct sub-carriers which undergo deep fading [90].

OFDM operates by transmitting a high data rate input data stream over multiple lower data rate parallel streams. This configuration achieves two related objectives concurrently; first, the narrowband nature of the sub-carriers means that the fading experienced by each one can be considered to be approximately flat. This alleviates the need for complex equalisation rendering OFDM attractive for wireless and mobile applications; second, the duration of the OFDM symbol increases in proportion to the number of sub-carriers employed, thus providing a greater tolerance against the channel’s delay spread.

OFDM can sustain the aforementioned advantages only if the orthogonality rule is obeyed at all times. This rule can be expressed in different, nonetheless equivalent ways:

- The frequency spacing $\Delta f$ between the overlapping sub-carriers has to equal the reciprocal of the OFDM symbol period $T$. 

Figure 2.15: Time-frequency representation of OFDM sub-carriers.
The frequency of each sub-carrier has to equal an integer multiple of the frequency spacing $\Delta f$, as illustrated in Fig. 2.15. Equivalently, each sub-carrier must have an integer number of cycles within the OFDM symbol period $T$.

The length of the FFT window applied during the demodulation stage and the length of the OFDM symbol period $T$ must be commensurate. This ensures that the FFT bins are aligned perfectly to the peaks and the nulls of the corresponding sub-carriers.

Practical issues, however, render OFDM susceptible to many sources of interference which could destroy the orthogonality, thus hindering the successful recovery of the transmitted symbols. The Doppler effect, the phase noise associated with Local Oscillators (LOs), as well as mismatches between the transmitter and receiver oscillators may lead to frequency offsets. Such offsets alter the actual frequencies of the underlying sub-carriers and may cause a non-integer number of cycles to appear in the FFT window. This leads to loss of orthogonality giving rise to ICI, as a result of the FFT bins not lining up with the peaks and zero-crossings of the overlapping sub-carriers, as depicted in Fig. 2.16.
Another impairment which signals suffer during their propagation over a wireless channel is the spreading of their symbol duration. This elongation causes symbols to smear into adjacent ones giving rise to ISI. If this foreign content is present in the FFT window of the symbol to be reconstructed, the output of the demodulation process will not be correct.

2.3.2 Mitigating ICI and ISI

OFDM employs specific techniques to counteract the aforementioned impairments. First, it uses LOs with very low jitter and tight synchronisation to correct frequency errors, thus mitigating ICI. Second, it uses a GI between successive OFDM symbols to protect the content of each symbol. This GI is best induced by copying a section of the symbol’s tail and appending it to the front of the symbol in a cyclic manner making the extended symbol appear periodic in time. This extension is known as a CP and the concept is illustrated in Fig. 2.17.

The CP has a multi-fold purpose; first, it protects the OFDM against ISI; second, it offers an extra degree of freedom in positioning the FFT window to avoid any overlap with the preceding or the subsequent OFDM symbol, given that the length of the FFT window is now smaller than the total symbol duration $T_{OFDM}$ which includes the useful OFDM data, of length $T$, and the CP, of length $T_{CP}$; third, it ensures the signal appears periodic in the FFT window having an integer number of cycles in accordance with the orthogonality rule. This would not have been the case if the GI had been
implemented as zero padding. This periodicity also converts the convolution with the channel response from linear to circular, thus allowing FFT operations to be employed in the frequency domain since multiplication in the frequency domain translates to circular convolution in the time domain [91]. Linear and circular convolution may be mathematically expressed as follows:

**Linear convolution:**

\[
y[n] = h[n] * x[n] = \sum_{k=0}^{N_h-1} h[k] x[n-k], \quad n = 0, ..., N_x + N_h - 1.
\] (2.1)

**Circular convolution:**

\[
y[n] = h[n] \odot x[n] = \sum_{k=0}^{N_h-1} h[k] x[n-k] N_L, \quad n = 0, ..., N_L,
\] (2.2)

where \(x[n]\) is the channel input, \(h[n]\) is the channel response and \(y[n]\) is the output generated from the convolution of the input with the channel response. The lengths of the input and channel response are denoted by \(N_x\) and \(N_h\), respectively, while \(N_L\) corresponds to the longest length, for example, \(N_L = N_x\) if \(N_x > N_h\). In linear convolution, both sequences are padded with zeros up to the length of the sum of their lengths, in other words \(N_x + N_h\). In circular convolution, the output is as long as the longest sequence with the input wrapping round. For example, if \(z = n - k\) and \(z < 0\) then \(z\) is set to \(z = n - k + N_L\).

Based on the above, it can be observed that there are conflicting trade-offs when selecting the number of sub-carriers to be employed in an OFDM system. On the one hand, increasing the number of sub-carriers provides greater immunity against frequency-selective fading and delay spread. On the other hand, assuming the same data rate is maintained, increasing the number of sub-carriers translates to a narrower frequency spacing rendering the system more sensitive to frequency offsets and thus ICI. For a small number of sub-carriers, the CP provides added tolerance against ISI, however, this comes at the expense of reduced bandwidth efficiency.
2.3.3 Parallelism, Orthogonality and the DFT

The previous subsections alluded to three key characteristics of OFDM systems which call for closer examination, namely parallelism, orthogonality and the use of DFT operations.

Parallelism refers to the basic principle of OFDM in dividing a serial input symbol stream into a number of equally spaced parallel sub-carriers each of which has a data rate $R$ equal to the incoming data rate $R_{sym}$ divided by the number of sub-carriers $N$. Reciprocally, the duration of the resultant multiplexed OFDM symbol is increased by the same factor $N$ with respect to the period $T_{sym}$ of the incoming data, in other words $T = NT_{sym}$. It is this increased duration of the OFDM symbol which provides greater tolerance to multipath delay spread. A typical architecture of an OFDM transceiver employing a bank of modems, similar to the one proposed in the late 1960’s [8], is shown in Fig. 2.18.

It can be seen that a typical OFDM transmitter consists of three stages, namely a pulse shaping stage, a modulation stage and a summation stage. In OFDM, the pulse shaping function is typically a rectangular function $\text{rect} \{ \cdot \}$ with width $T$ and is defined
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as

\[
rect_T(t) \triangleq \begin{cases} 
1 & \text{if } -\frac{T}{2} \leq t \leq \frac{T}{2}, \\
0 & \text{otherwise.}
\end{cases}
\]  

(2.3)

The serial symbol stream, which represents the information sequence is given by

\[
s(t) = \sum_{k=-\infty}^{+\infty} s_k g(t - kT_{sym}),
\]  

(2.4)

where \(s_k\) represents the complex data symbols indexed by the integer variable \(k\), \(g(t)\) is the pulse shaping function, \(T_{sym}\) is the period of one data symbol equal to the reciprocal of the data symbol rate \(R_{sym}\) and \(\infty\) denotes infinity. In OFDM, this sequence of data symbols is split into frames. During the modulation stage, the data symbols are multiplied by an exponential function \(e^{j\omega_n t}\), where \(j\) is an imaginary unit defined as \(j = \sqrt{-1}\) and \(\omega_n = 2\pi n \Delta f\) represents the sub-carriers’ angular frequencies. The modulated symbols of each frame are then multiplexed yielding an OFDM signal, which may be expressed as

\[
x(t) = \sum_{l=-\infty}^{+\infty} \sum_{n=0}^{N-1} s_{l,n} g(t - lT)e^{j\omega_n t},
\]  

(2.5)

where \(l \in \mathbb{Z}\) denotes the frame or OFDM symbol index, \(n \in \mathbb{Z}_{\geq 0}\) denotes the sub-carrier index and \(s_{l,n}\) represents the information symbol conveyed by sub-carrier with index \(n\) during the time stamp with index \(l\).

The next distinctive feature of OFDM signals is their inherent orthogonality. As noted earlier, the sub-carriers in OFDM overlap with each other, thus eliminating the need for GBs and favouring better utilisation of the available spectrum. In order to allow this overlapping of the sub-carriers without causing interference, the frequency spacing between them has to equal exactly the reciprocal of the OFDM symbol period, in other words \(\Delta f = \frac{1}{T}\). A direct consequence of this rule is that the frequency of each sub-carrier is a multiple of the frequency spacing. Consequently, given that the lowest frequency \(f_0\) (excluding the DC component) will equal the frequency spacing \(\Delta f\), all subsequent higher frequencies will be harmonic to \(f_0\). This statement also equates
Figure 2.19: Spectrum of an OFDM signal and (a fraction of) its underlying sub-carriers in theory.

to each sub-carrier having an integer number of cycles within $T$, meaning that the area over one symbol period will equal zero, which translates to the sub-carriers being orthogonal between them [92]. Moreover, the exponential function used to modulate the incoming data symbols consists of sine and cosine components, which by default constitute a set of orthogonal basis functions.

Fig. 2.19 illustrates the theoretical spectrum of an unmodulated OFDM signal along with a portion of its underlying sub-carriers. Since a rectangular pulse is applied to each of the incoming data symbols, the resultant spectrum will be overlapping sinc spectra of the individual sub-carriers. Thanks to the orthogonality rule, the peak of each sub-carrier lands exactly at the zero-crossings of all the other sub-carriers, hence avoiding ICI.

In practice, the spectrum of a modulated OFDM signal has a more abrupt look, as depicted in Fig. 2.20. It should be evident that at the maximum amplitude of each sub-carrier the contribution from all other sub-carriers is zero, hence the reason an OFDM receiver can demodulate each sub-carrier free from any cross-talk [86]. As illustrated in Fig. 2.18, at the receiver a bank of demodulators downconvert the received signal
to DC. Each sub-carrier is multiplied by the corresponding frequency and the product is integrated over one symbol period to recover the data from that sub-carrier. The integration process gives the estimated symbol value for that sub-carrier only since the result of the cross-correlation with all the other sub-carriers will equate to zero, in accordance with the orthogonality rule. In this sense, the modulation and demodulation processes in OFDM resemble the code spreading and deseeding operations in CDMA.

The aforementioned discussion regarding the orthogonality in OFDM systems revealed one of its major advantages in that it alleviates the need for complex equalisation at the receiver. Nonetheless, a corollary of employing orthogonal basis functions is that it allows the use of DFT operations, as was initially observed in the 1970’s [10]. To understand this relationship between OFDM and the DFT, the discrete-time equivalent of the continuous OFDM signal defined in Eq. 2.5 is generated. First, the bandwidth of an OFDM signal is approximately equal to $N\Delta f$ and as shown in Figs. 2.19 and 2.20, it is defined between $-0.5f_s$ and $0.5f_s$. Hence, assuming critical sampling is employed, the continuous signal $x(t)$ is sampled at a sampling frequency $f_s = N\Delta f$, which is equivalent to $\Delta f = \frac{f_s}{N} = \frac{1}{NT_s} = \frac{1}{T_s}$, where $T_s$ is the sampling period with $T_s = \frac{1}{f_s}$. 

Figure 2.20: Power spectrum of a modulated OFDM signal and its underlying sub-carriers in practice.
CHAPTER 2. MULTI-CARRIER COMMUNICATION TECHNIQUES

Subsequently, the sampled version of $x(t)$ may be expressed as

$$x_s(t) = \sum_{m=-\infty}^{\infty} x(m)\delta(t - mT_s), \quad (2.6)$$

where $x(m)$ represents the discrete sample values indexed by $m \in \mathbb{Z}$. Considering a single discrete-time OFDM symbol, $x(m)$ is given by

$$x(m) = \sum_{n=0}^{N-1} s_n e^{j2\pi n \Delta f t} = \sum_{n=0}^{N-1} s_n e^{j2\pi n \frac{f_s}{N} m T_s} = \sum_{n=0}^{N-1} s_n e^{j2\pi \frac{nm}{N}}, \quad (2.7)$$

where $x(m) = x(0), \cdots, x(N - 1)$ represents the time samples making up one OFDM symbol. It is clear that Eq. 2.7 resembles the Inverse Discrete Fourier Transform (IDFT) synthesis equation given by

$$x(m) = \frac{1}{N} \sum_{n=1}^{N} X(n) e^{j2\pi (n-1)(m-1) / N}, \quad (2.8)$$

with the DFT counterpart given by

$$X(n) = \sum_{m=1}^{N} x(m) e^{-j2\pi (n-1)(m-1) / N}, \quad (2.9)$$

thereby demonstrating the way in which DFT operations may be used to replace their analogue equivalents. The DFT is what made the practical implementation of OFDM feasible since:

- It allows the entire modulation and demodulation stages to be implemented digitally alleviating the need for banks of modems which are expensive and require tight and accurate synchronisation, thus hindering scalability.
- It simplifies the generation and recovery of OFDM signals as the IDFT and DFT operations form a matched filter pair.
- The IDFT and DFT operations can be replaced by more efficient realisations.
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Figure 2.21: Simplified diagram of a practical OFDM system.

- Processing is carried out at baseband obviating band-pass filtering while concurrently relaxing sampling rate constraints.

Fig. 2.21 shows an OFDM system comprising typical blocks that would be present in a practical scenario. For clarity, certain stages have been omitted, such as de-/coding, de-/interleaving, pilot insertion and channel estimation and correction. Fig. 2.21 illustrates that the multiplication and summation stages have been substituted by a single IFFT process simplifying and favouring a more efficient implementation of OFDM transmission compared to the conventional technique shown in Fig. 2.18.

Based on Fig. 2.21, the input bit stream is mapped initially to a constellation scheme to generate complex data symbols. First, the bit values $u_n$ are grouped to generate the integer values $d_n$ according to

$$d_n = \sum_{i=1}^{\log_2 M} u_n(i)2^{\log_2 M - i},$$

which are then mapped to a constellation diagram to yield the complex data symbols $s_n$. $M$ denotes the constellation cardinality or equivalently the number of bits per symbol.
In the next stage, a Serial-to-Parallel (S/P) converter splits the data sequence into a number of parallel streams equal to the number of sub-carriers employed. The IFFT block is responsible for modulating the sub-carriers according to the incoming data symbols generating a discrete time domain signal at its output as per Eq. 2.7. The elements of this block are given by $e^{j2\pi \frac{nm}{N}}$ yielding an $N \times N$ matrix, where $m$ denotes the row index and $n$ denotes the column index. This matrix represents the unmodulated sub-carriers, where the rows and columns correspond to the complex time samples and frequencies, respectively. Since FFT operations are being employed, it is assumed that the size of the IFFT block is a power of two, hence this matrix gives rise to $2^N - 1$ unique frequencies plus the DC component with the remaining $2^N/2$ frequencies forming complex conjugate frequencies [91]. Consequently, the IFFT signal generation process obeys the Nyquist criterion since $N$ time samples are produced with the highest frequency equal to $(2^N - 1)\Delta f$.

Ordinarily, the size of an IFFT matrix is commensurate with the number of incoming data symbols, the number of sub-carriers and the number of time samples of the resultant time domain OFDM signal. The sub-carriers are modulated in amplitude and/or phase by the incoming data symbols, which typically originate from a Phase Shift Keying (PSK) or QAM constellation. Having generated the discrete time domain samples, a Parallel-to-Serial (P/S) converter combines them into a serial stream which is then cyclically extended with a prefix. At this stage, the discrete-time baseband OFDM signal has been obtained. Fig. 2.22 gives an example of an unmodulated and modulated time domain OFDM signal along with the underlying individual unmodulated and modulated sub-carriers. Note that only the first five sub-carriers are shown in the top sub-plots for clarity of presentation.

A D/A converter is then used to translate the digital values into analogue voltages while a Low-pass Filter (LPF) is subsequently applied to smooth out sharp phase transitions. The signal is then upconverted and amplified using a High-power Amplifier (HPA). The receiver performs the reciprocal transmitter operations. A Low-noise
Figure 2.22: Individual sub-carriers (top) and subsequent OFDM signal (bottom) for unmodulated (left) and modulated (right) scenarios ($N = 128$).
Amplifier (LNA) is used instead to reduce the noise floor while an additional block responsible for time and frequency synchronisation (not shown in Fig. 2.21) is indispensable to ensure correct recovery of the transmitted symbols. Two important operations which have not been added to the signal chain in Fig. 2.21 for simplicity include pulse shaping and quantisation. Pulse shaping serves to reduce out-of-band radiation when a small number of sub-carriers is employed. With regard to quantisation, in a practical realisation the output of the IFFT would be automatically quantised, whereas this is not the case in a simulation environment. Quantisation and fixed-point effects will be explained in detail in subsequent chapters.

In this section, the issue of multipath fading and its effects on signal transmission was discussed. While an important topic, it is not feasible to deal with all its issues in this thesis. Furthermore, this work focuses on the practical implementation and performance of advanced detection techniques which could potentially make SEFDM feasible in the near future, in the same way the DFT was the catalyst for the success of OFDM in modern communication systems. Hereby, in this thesis only an AWGN channel will be considered, since this is the most common form of noise in communication systems [93]. AWGN has the same impact on an OFDM system as for a single carrier system. Consequently, the BER of an OFDM signal is identical to the BER of the underlying constellation scheme.

2.4 Conclusions

This chapter started with a description of the key technologies that will be employed in NGNs. These technologies, which are being introduced in the latest WiMAX and LTE products, are well-placed to deliver a wide range of data rates which will scale according to the spectrum allocated and the antenna configuration used. The main requirements are enhanced throughput, reduced power, flexible bandwidth allocation and increased spectrum efficiency.

The second part of this chapter addressed one of the key drawbacks associated
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with OFDM signals, namely their PAPR. The simultaneous transmission of a large number of sub-carriers configured in parallel in OFDM systems leads to a high PAPR. Consequently, there is a complex trade-off between the use of highly linear PAs and IMD. SC-FDMA, as proposed by 3GPP for use in the uplink of LTE systems, was therefore examined as a solution to the PAPR problem in OFDM. The performance of SC-FDMA was compared against that of OFDMA taking into account that the latter will be employed in WiMAX systems in both the downlink and uplink directions.

The final section provided an account of OFDM. The concept and mathematical principles of this modulation scheme were thoroughly reviewed. This analysis emphasized the three tricks employed in OFDM which led to its successful integration in modern communication systems, namely parallelism, orthogonality and the use of FFT operations. The parallelism feature offers robustness against multipath fading and channel delay spread. The orthogonality principle allows for overlapping between sub-carriers, hence maximising the use of the available spectrum while guaranteeing an interference-free transmission. Finally, the replacement of conventional bank of modems by efficient FFT signal processing offers a significant reduction in complexity while allowing the entire baseband chain to be implemented digitally.

The ever-increasing demand for higher data rates and improved coverage has called for a change of regime with the ultimate goal of optimising spectrum utilisation. Hence, Chapter 3 provides an overview of CR techniques and hybrid methods combining CR with traffic prediction with the aim of improving signal detection and QoS for CR users. In subsequent chapters, a novel multi-carrier communication technique termed SEFDM is examined since it promises significant bandwidth savings at the expense of receiver complexity. SEFDM was developed to address the limits imposed upon spectral efficiency in OFDM systems. The use of a CP in OFDM has a direct impact on the maximum achievable spectral efficiency. Furthermore, the loss of orthogonality due to ICI leads to severe performance degradation rendering OFDM useless if not warranted for carefully. The performance, complexity and practical feasibility of sophisticated al-
algorithms developed for generating and recovering SEFDM signals is evaluated. SEFDM offers an additional degree of freedom while the algorithms are capable of mitigating the self-created ICI, hence offering trade-offs in complexity and performance for diverse bandwidth compression rates.
Chapter 3

Cognitive Radio and Dynamic Spectrum Access

As discussed in Chapter 1, the central theme of this thesis, alas a major concern in future wireless networks, is that of spectrum availability. Radio spectrum is sparse and is currently not being utilised adequately. This calls for spectrum management which considers the efficient allocation and sharing of the available radio resources. Consequently, one of the burning research topics in which many researchers are engaged is DSA, which exploits the existing wireless spectrum opportunistically [94].

One of the mainstream technologies enabling DSA is CR. CR allows a user to access dynamically discontinuous frequency bands and make use of idle channel resources, referred to as spectrum holes or white spaces [94], thereby increasing spectral efficiency and subsequently system capacity. Hence, this chapter commences by exploring the basics of CR technology.

Since CR is based on SDR, Section 3.1 explains the concepts of SDRs, the latter being totally programmable in terms of their components and functionalities including frequency ranges, channel access modes and channel modulation [95]. Section 3.2 examines different spectrum sensing techniques with an emphasis on cyclostationarity based detection. The discussion shows that exploiting the statistical properties
of signals with inherent cyclostationarity, constitutes a low complexity technique for accurate signal detection and system identification. Section 3.3 details novel CR mod-ulation techniques aimed at mitigating interference through sidelobe suppression and pulse shaping. Finally, Section 3.4 describes the application of traffic prediction tech-niques to CR systems with the purpose of improving the QoS for CR users. It is shown that the proposed solution offers performance gains in terms of throughput and packet loss ratio.

A review of CR and the use of cyclostationarity based techniques in communications applications was carried out by the author and presented at the London Communications Symposium (LCS) in 2009 [96]. The research in Section 3.4 was presented at the IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC) also in 2009 [97]. An extended version of this work was published in the IEEE Transactions on Vehicular Technology (TVT) in 2010 [98].

3.1 Cognitive Radio Basics

SDR can be viewed as the physical means for changing between different frequencies, whereas CR can be seen as the intelligent processing added to the radio front-ends to make the decisions. Hereby, CR devices may be regarded as *reconfigurable devices with frequency-agile front-ends capable of dynamically adapting their transmission parameters to obtain the “best available spectrum”* [94] [99] while satisfying certain criteria, such as link reliability and sustained transmission rate.

One of the first SDR initiatives was the Speakeasy Program [100] designed for military purposes. Key to this programme was the software reprogrammability of waveform processing achieved by using a modular and self-reconfigurable architecture. SDRs can be seen as an amalgamation of several different technologies including multi-band technology, multi-mode radios and programmable baseband processing [101]. Such devices should have agile front-ends capable of supporting multi-band antennas and wideband digital and analogue converters with the baseband functions implemented in software.
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using general-purpose programmable processors.

SDR devices are well-positioned to meet important requirements in modern communication systems like interoperability and flexibility. One of the aims is to seamlessly integrate multimedia services via increased programmability and joint control functions. The ultimate goal is to render SDRs fully autonomous with ‘plug-and-play’ capabilities, enabling them to enhance their features through regular software updates. A direct benefit of realising more radio components in software, is the reduced size of the corresponding hardware [37].

The notion of CR was originally introduced by Mitola [102] and was used to describe the intelligence of a radio device capable of sensing its environment, making decisions based on observations and learning from experience to improve future decision making. CRs may be identified through seven intrinsic characteristics, namely awareness, intelligence, learning, adaptivity, reliability, efficiency and reconfigurability [95]. Reconfigurability is taken care of by using SDR as the physical hardware for carrying out CR tasks. The remaining characteristics may be realised thanks to the significant advances in signal processing and machine learning.

The original reasons that triggered the development of CR was the need for better spectrum utilisation and the inclination to allow different systems with incompatible modulation schemes to coexist in the same frequency regions. During the last decade, this objective has been narrowed down to allowing CR users (also known as secondary users) to access radio channels which are temporally unused by licensed users (also known as primary or incumbent users). Additional spectrum has been released recently due to the switchover from analogue to digital broadcasting. This vacant spectrum has been designated as Television White Spaces (TVWS) and is intended to be made available to unlicensed broadband wireless devices [103]. The unique combination of bandwidth and coverage offered by TVWS renders them an attractive option for CR applications [38]. Evidently, CR users should be able to detect and make use of both incumbent and miscellaneous opportunistic signals.
CHAPTER 3. COGNITIVE RADIO AND DYNAMIC SPECTRUM ACCESS

To this end, the fundamental tasks pertaining to a CR device include radio analysis, predictive modelling and dynamic spectrum management, which in turn correspond to three crucial stages involved in a CR cycle, namely sensing, feedback and action [95]. Typical CR networks will comprise diverse wireless access systems spanning a wide range of discontinuous frequency bands. Hence, a CR user has to intelligently search for idle channel resources and exploit them through DSA without interfering with the communication of licensed users.

Thereby, CR devices are faced with conflicting objectives. On one hand, the CR device should be powerful enough to detect vacant frequency slots and fast enough to modify its transceiver parameters to take advantage of this opportunistic spectrum availability. On the other hand, this opportunistic spectrum access should not interfere with the transmission of the primary users. As a result, the radio front-end of the CR device should be sensitive enough to detect the weakest signal and concurrently minimise the probability of error. To jointly optimise interference control and dynamic reuse of the spectrum, a cross-layer approach entailing spectrum sensing, analysis and decision is necessitated [103].

Spectrum management at the physical layer is achieved through spectrum sensing. Spectrum analysis and decision are dealt with at higher layers. A major challenge for the former is the detection of weak signals over a wide spectrum range. This is particularly true in view of the hidden node problem that may arise in CR networks [38]. Novel techniques to tackle this challenge are discussed in Sections 3.2 and 3.3, whereas Section 3.4 proposes a solution to yield better decisions at higher layers. As with any communication system, trade-offs exist between i) the complexity of the solution, ii) the speed at which the CR device can sense its environment and modify its transmission configuration accordingly, and iii) the probability of error.
3.2 Cyclostationarity Based Detection

The objective in CR networks is the efficient and fair allocation of licensed spectrum while concurrently mitigating any interference caused to primary users [94]. The key obstacles that arise in meeting this objective are the detection of weak signals over a wide dynamic range and the ‘hidden node’ problem [38]. A number of solutions have been proposed to address these issues with spectrum sensing and geolocation databases widely accepted as the most promising candidates. Telecommunications regulators recognise that geolocation is the most important mechanism for protecting licensed users [38]. Nevertheless, to increase the probability of detecting a signal correctly, spectrum sensing has to be employed in conjunction with geolocation.

Spectrum sensing techniques may be categorised into transmitter detection, cooperative detection and interference based detection [94]. Cooperative transmission comes at the expense of a large overhead, subsequently increasing design costs and system complexity [38]. Interference based methods rely on measuring the interference temperature, a metric introduced by Haykin [95], yet questions arise as to the accuracy of the model employed to measure this temperature [94]. Hence, transmitter detection is currently the preferred method for spectrum sensing. Transmitter detection techniques can be further divided into three methods, namely energy detection, matched filter detection and cyclostationary feature detection [94].

Although energy detection is the simplest method, it is generally avoided due to its high sensitivity to noise uncertainty. Matched filter detection is the optimum detector in AWGN, however, it requires a priori knowledge of the primary user signal [94]. The best spectrum sensing performance is achieved by sophisticated, yet low complexity, algorithms, which exploit the cyclostationary properties of incumbent signals and are robust to the uncertainty in noise power. For this reason, cyclostationary feature detection is examined in more detail in subsequent sections.
3.2.1 Principles of Cyclostationarity

Cyclostationarity is a key technique for the detection of signals in CR and other systems which rely on statistical properties to extract highly corrupted signals [96]. These properties are determined by the physical layer scheme employed. In CR applications, the aim is to configure the transmitted signals in such a way, that their features are unique with respect to primary and secondary systems [104].

Landmark work on the theory of cyclostationarity and its applications has been carried out by Gardner [105]. According to Gardner, cyclostationarity arises in signals which exhibit an underlying periodicity. A signal exhibits cyclostationarity “if and only if the signal is correlated with certain frequency-shifted versions of itself” [106]. Exploiting these cyclostationary features allows the recovery of the signal when it is subjected to noise and interference.

From a mathematical perspective\(^1\), a signal is cyclostationary if its non-linear transformation can generate spectral lines, in other words finite-strength additive sinusoidal components, at some non-zero frequencies [106]. For example, if the non-linear transformation of a signal \(x(t)\) is denoted by \(y(t)\), then \(x(t)\) is cyclostationary if \(\langle y(t)e^{j2\pi\alpha t} \rangle \neq 0\), for \(\alpha = \frac{m}{T}\), where \(\alpha\) denotes the non-zero cyclic frequencies at which spectral lines are obtained, \(T\) denotes the period of \(x(t)\), \(m\) is an integer number, and \(\langle \cdot \rangle\) denotes a time-averaging operation.

The most common form of non-linear transformation is the quadratic time-invariant transformation which induces second order cyclostationarity. This cyclostationarity gives rise to distinct correlation patterns in the spectrum of the signal [99]. In the previous example, the quadratic transformation of \(x(t)\) is given by \(y(t) = x(t)x(t - \tau)\), where \(\tau\) denotes a non-zero delay. The cyclostationary properties of \(x(t)\) are then evaluated using the Cyclic Autocorrelation Function (CAF), also referred to as the

---

\(^1\)For consistency with the work presented in related articles [97] [98], as well as that of other authors in the field of CR, the same notation has been adopted in this chapter. Consequently, certain symbols may appear to be the same as those employed in other chapters of this thesis. Nonetheless, their meaning is entirely different and should not be confused.
Fourier coefficient, denoted by $R^a_x(\tau)$ and given by

$$R^a_x(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_{-T/2}^{T/2} x(t)x^*(t - \tau)e^{-j2\pi at} \, dt. \quad (3.1)$$

A signal exhibits second order cyclostationarity if its CAF is non-zero for a non-zero cyclic frequency [104]. Alternatively, the cyclostationarity may be characterised through the Spectral Correlation Density (SCD) function, which is obtained by taking the Fourier transform of the CAF. The most common applications exploiting cyclostationarity include:

- **Signal processing**: For generating better estimates of the original transmitted signal corrupted during its propagation over a hostile channel.

- **Radio-signal analysis**: For the detection and classification of signals, as well as for modulation recognition.

- **Communication systems**: For the design and analysis of systems where non-linearities are present.

This discussion focuses on the use of cyclostationarity for signal processing tasks. The SCD function is employed to detect the presence of signals and classify them according to their modulation type. This is achieved via the generation of spectral lines at different cyclic frequencies followed by the detection of the presence of that spectral line. The SCD function may also be used for estimating parameters like carrier frequencies, phases and keying rate.

### 3.2.2 Cyclostationary Signatures

A *cyclostationary signature* is a feature deliberately embedded in the physical properties of a digital communications signal which can be exploited thanks to the underlying periodicity of that signal [99]. OFDM is the preferred modulation scheme due to the inherent cyclostationarity present in an OFDM signal employing the CP.
In CR systems, cyclostationary signatures are used for system identification and network coordination by embedding the signature in OFDM waveforms [99] [104]. This is achieved by configuring the signals at the transmitter in such a way, that the signal statistics between primary and secondary users are significantly different. By altering the length of the GI, distinct peaks can be induced at predefined cyclic frequencies where the signal exhibits the highest power levels. The amplitude of these peaks depends on the statistical nature of the signals dictated by the modulation format, the bit rate and the carrier frequency under consideration [99].

However, changing the GI length translates to a variable OFDM frame. For this reason, methods for inducing cyclostationary features in an OFDM waveform without altering the frame length have been proposed [104]. The first method, allocates a set of sub-carriers to be used as a preamble at the beginning of each OFDM frame. The second method, dedicates a set of sub-carriers for the entire duration of each OFDM frame. Both methods configure the time-domain or frequency-domain characteristics of the allocated sub-carriers in a specific way to induce unique CAF patterns allowing the receiver to distinguish between different systems.

An alternative technique for creating artificial cyclostationary signatures was proposed by Sutton using sub-carrier mapping [99]. In particular, one set of sub-carriers is carefully mapped to another set of sub-carriers in a predefined manner, resulting in data symbols being transmitted simultaneously on more than one sub-carriers. “A statistical dependence between certain sub-carriers of an OFDM signal” [99] is therefore created, generating distinct autocorrelation patterns while introducing a form of redundancy.

Contrary to conventional cyclostationary signal analysis, which requires long observation times to guarantee the reliability of a SCD function estimate, cyclostationary signatures can achieve the same performance with lower complexity. Since these signatures are unique, they can be used for network coordination in CR systems alleviating the need for a dedicated control channel. Taking into account that these signatures
are constantly present in a transmitted OFDM symbol, detection can be carried out using any segment of the received signal. Finally, they can be integrated in existing transceiver architectures without modifying the standards. The main drawback is the overhead incurred to map the sub-carriers appropriately, sacrificing transmission rate for detection performance [99].

The generation of cyclostationary signatures by exploiting the cyclic features present in CDD has also been examined [107]. In this case, the signatures are created by manipulating the cyclic delay, the latter introduced in Section 2.1.2. The authors demonstrate that altering the cyclic delay in OFDM based transmitters employing CDD, gives rise to CDD-induced signatures [107].

As a final note, the cyclostationary features present in an OFDM signal may also be used to improve automatic modulation classification, the latter defined as “the automatic recognition of the modulation format of a sensed signal” [108]. Ordinarily, automatic modulation classification takes place between the detection of a signal arriving at the receiver and its subsequent demodulation. The first objective is to identify the existence of a signal operating at a certain frequency or being present at a given location. The second objective is to determine the modulation type employed by the detected signal. These objectives are accomplished using the Cyclic Domain Profile (CDP) which corresponds to the maximum value of the normalised SCD function over all cyclic frequencies [108]. Having generated the CDP, the desired signal is extracted using pattern matching or Hidden Markov Models (HMMs).

In conclusion, it is evident that cyclostationary feature detection constitutes a low complexity, nevertheless, effective technique to address the detection, classification and coordination of signals and systems in CR networks.

3.3 Cognitive Radio Modulation Techniques

The technology which allows different wireless systems to coexist in the same spectrum space is known as spectrum pooling [109]. The idea is to merge continuous and dis-
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continuous frequency bands into a common pool. Ordinarily, spectrum pooling allows the secondary utilisation of a licensed system in order to increase spectral efficiency. Spectrum pooling allows more users to access the same channels without calling for additional hardware nor changes to the existing incumbent system. The spectral efficiency gains and the maximum number of users allowed to transmit in various bands, when employing spectrum pooling, has been quantified by Haddad et al. [110].

Two methods employed to access the spectrum are spectrum overlay and spectrum underlay [94]. In spectrum overlay, systems exploit frequency bands which have not been used by primary users. In spectrum underlay, systems may transmit in channels occupied by licensed users, provided that the transmit power of the secondary users is low enough to be perceived as noise by the primary users. Spectrum underlay requires the use of spread spectrum technologies, thereby spectrum overlay is usually preferred, especially when cross-talk amongst users is high.

Evidently, spectrum pooling has to deal with a number of technical issues at the physical and upper layers. For this reason, novel CR modulation techniques are coming to light aimed at improved spectrum management and interference mitigation.

CR systems must be able to aggregate spectrum white spaces over discontinuous frequency bands without impeding the transmission of existing primary systems [111]. OFDM is therefore an attractive option for CR as it allows a set of sub-carriers to remain unused, essentially acting as an adaptive transmit filter [109]. One such example is Non-Contiguous OFDM (NC-OFDM) [112] which can achieve high data rates by pooling a number of (potentially fragmented) channels and reduce cross-talk by deactivating specific blocks of sub-carriers [38]. The key component of NC-OFDM is an FFT pruning algorithm which reduces the number of arithmetic operations required, hence offering the additional benefit of faster execution compared to a conventional FFT operation.

The high sidelobes associated with OFDM may give rise to spectral leakage causing secondary users to interfere with the communication of primary users. Consequently, alternative multi-carrier communication techniques have been proposed to suppress
the sidelobes. The most popular sidelobe suppression methods involve some form of signal shaping, for example, windowing, sidelobe cancellation via carrier insertion, sub-carrier weighting, multiple choice sequence, as well as adaptive symbol transition [113]. Through sidelobe suppression and pulse shaping, primary and secondary users may coexist in the same spectrum space without interfering with each other.

A system that has come to light recently, offering sidelobe mitigation, pulse shaping and interference cancellation, is GFDM [111]. GFDM reduces out-of-band radiation, thanks to RC pulse shaping, and improves signal detection with the aid of tail biting techniques. Tail biting allows a circular structure to be maintained in each transmitted block, thus inducing cyclostationarity. OFDM is in fact a special case of GFDM with the number of blocks set equal to one [103]. It has been demonstrated that GFDM is well-suited for allowing a secondary system employing this multi-carrier scheme to be overlaid on top of an OFDM primary system [114].

GFDM may be classified as a filterbank multi-carrier technique, the latter regarded as a promising method for allowing agile waveforming over fragmented spectrum [38]. Filterbank techniques have lower complexity compared to multi-taper methods, which are considered to be the optimum solution for spectrum sensing [95]. Filterbanks offer full control over spectral leakage allowing dynamic adjustment of the interference temperature, which is a desirable feature enforced by regulators [115].

Another drawback associated with OFDM is the use of the FFT, which limits the spectral dynamic range and may lead to CRs being unable to detect low-power users. For this reason, a more disruptive solution which suggests replacing the Fourier transform with the wavelet packet based transform, has been proposed [113].

In conclusion, spectrum pooling constitutes an innovative technology allowing diverse networks to coexist in the same frequency regions by overlaying one system on top of another. Despite the increasing number of novel modulation techniques entering the scene, it is still difficult to strike a balance between performance and complexity.
3.3.1 Cognitive Radio Testbeds

Although the literature is rich in CR concepts and techniques for DSA, there has been a limited number of prototypes. The known platforms that have been developed over the last decade have been surveyed by Pawelczak et al. [116]. The majority of these testbeds comprise both software and hardware modules employing reconfigurable devices, such as FPGAs. Three key successful prototypes include GNU Radio [117], which emerged from Massachusetts Institute of Technology (MIT), the IRIS (Implementing Radio In Software) system [118], which was developed by Trinity College, University of Dublin, and the WARP (Wireless open-Access Research Platform) [119] from Rice University. These systems are designed to carry out most signal processing operations in software, nevertheless, low-level and high-level tools, such as VHDL and MATLAB, may also be used. An open design front-end is usually employed, the most popular one being the Universal Software Radio Peripheral (USRP) provided by Ettus Research [120].

While the IRIS framework has been a popular system for testing different CR applications, trials and prototypes for experimenting with transmission and spectrum sensing in TVWS have also emerged. Key demonstrations include:

- Cyclostationary signature embedding and detection (Trinity College, University of Dublin) [121].
- An FPGA based autonomous adaptive radio (Trinity College, University of Dublin) [122].
- OFDM pulse-shaping for DSA (Trinity College, University of Dublin) [123].
- Transmission over TVWS (Institute for Infocomm Research, Singapore) [124].
- NC-OFDM with spectrum sensing (TU Delft, University of Twente, Netherlands) [125].

Unsolved challenges encountered during the practical realisation of CRs are the lack of receiver selectivity and the need for frequency-agile front-ends. The aforementioned
testbeds and demonstrations focus on DSA functionality and have been designed to work in licence-exempt bands. Hence, an important gap that needs to be addressed in the short-term future is the impact of secondary user access on the communication of primary users operating in a real, licensed system. Another interesting topic which would benefit from further research is the application of Artificial Intelligence (AI) techniques to the spectrum selection process [116]. In line with these observations, Section 3.4 proposes the incorporation of traffic prediction methods in the CR cycle, to improve spectrum access and thus QoS for secondary users.

3.4 Improving Cognitive Radio Spectrum Access using Traffic Prediction

The ability to capture a frequency slot for transmission in a vacant channel has a significant impact on the spectrum efficiency and QoS of a CR user. The radio front-ends of a CR user have limited bandwidth for spectrum sensing with the target frequency bands dispersed in a discontinuous manner. This forces the CR user to sense multiple target frequency bands in a small period of time prior to selecting an appropriate transmission opportunity. Consequently, the transmission path and QoS of the CR user could be severely degraded.

The ability to predict the variation of transceiver parameters reflecting network conditions is a key challenge in network management and control. The idea of predictive dynamic spectrum access is not new [126] [127]. Notwithstanding, existing techniques do not consider traffic prediction and spectrum sensing in conjunction.

To address this challenge, the work presented in this section brings together theory from the CR and machine learning domains with a two-fold aim; first, to improve the spectrum sensing process carried out by a CR user to identify vacant channels assigned to licensed users at a specific instantaneous point in time; second, to improve the QoS of a CR user while mitigating the interference induced to licensed users as a result of
To this end, a SORA framework is proposed which applies traffic prediction techniques to conventional CR systems. Details of this framework have been reported in related work [97] [98]. In contrast to alternative approaches, the SORA framework takes into account practical issues, such as discontinuous target frequency bands, as well as the limited spectrum sensing ability of CR users. The performance of the proposed solution is evaluated in terms of Packet Loss Ratio (PLR) and throughput.

3.4.1 Selective Opportunistic Spectrum Access Framework

CR users transmit information over temporally unused frequency bands. Two conflicting objectives arise from this configuration; the CR system must refrain from interfering with the transmission of primary users while simultaneously optimising the performance of secondary users. The proposed solution improves the ability of a CR user to transmit in a vacant channel during a specified time slot by selecting the target frequency band based on an optimum channel sensing order. This channel sensing order is dictated by the ability of the system to predict the traffic load and identify the channels that have the highest probability of appearing idle in the next timeslot. This probability coupled with the time required to sense the frequency bands under consideration have a direct impact on the performance of the system.

Spectrum Sensing and Access Strategy

The spectrum sensing cycle consists of four phases, namely sniffing, learning, decision and adaptation. This process is shown diagrammatically in Fig. 3.1.
It is assumed that the CR is operating in a distributed and slotted wireless access environment using spectrum overlay. The purpose of each phase may be outlined as follows:

1. **Sniffing**: During this phase, information regarding the usage of the target frequency bands is collected and stored.

2. **Learning**: This stage is responsible for estimating the primary user’s traffic pattern in order to predict the future traffic variation.

3. **Decision**: At this point, the system determines the optimum channel sensing order based on i) the secondary user’s QoS requirements, ii) each channel’s probability of appearing idle, and iii) each channel’s transmission capability.

4. **Adaption**: The CR transceiver’s parameters are adapted according to the outputs acquired from the preceding phases taking into account the instantaneous channel variations.

The spectrum sensing process is responsible for two crucial functions; first, it validates the state of the primary channels to be accessed to avoid potential interference to the primary users; second, it collects long-term usage data to improve the accuracy of the prediction mechanism.

**Traffic Model and Nomenclature**

The primary user’s traffic pattern is modelled as an alternating renewal process consisting of busy (on) and idle (off) periods [94]. All primary user channels serve as target-sensing channels for secondary users. This is equivalent to a two-state birth-death process with death rate $\alpha$ and birth rate $\beta$. The following list outlines the notation\(^2\) used in subsequent paragraphs:

\(^2\)A reminder that the symbols used in this chapter refer to different parameters than those indicated in other chapters of this thesis, even though they adopt the same notation.
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$N$: The total number of target frequency bands or primary channels that can be accessed by the secondary user.

$K$: Random variable representing the number of channels that are idle in a time slot, where $0 \leq K \leq N$.

$M$: Random variable representing the number of channels which are assumed to be busy in a time slot when in fact they are idle, where $0 \leq M \leq K$.

$L$: Random variable representing the number of channels which are assumed to be idle in a time slot when in fact they are busy, where $0 \leq L \leq N - K$.

$i$: The time slot index in the primary system.

$T_s$: The time slot length in the primary system.

$t_s$: The average time required to sense a primary channel.

$t_h$: The average time required for a secondary user to switch between two channels (handoff).

$R$: The target transmission rate of a secondary user.

$C_{ni}^i$: The transmission capacity of the target secondary user on the $n^{th}$ primary channel in the $i^{th}$ time slot.

$S$: The spectrum sensing time threshold, defined as the maximum number of channels the secondary user is allowed to sense to find a vacant channel.

$\alpha_n$: The mean value of the off period (idle state) for the $n^{th}$ primary channel.

$\beta_n$: The mean value of the on period (busy state) for the $n^{th}$ primary channel.

$P_e$: The average probability of error associated with the secondary user’s prediction mechanism.
$P_{off}^{n,i}$: The predicted probability of the $n^{th}$ primary channel appearing idle in the $i^{th}$ time slot.

$P_{on}^{n,i}$: The predicted probability of the $n^{th}$ primary channel appearing busy in the $i^{th}$ time slot.

$w_n^i$: Channel state of the $n^{th}$ channel at time slot $i$. $w_n(i) = 1$ means the channel is occupied by a primary user, in other words the channel is in a busy ($on$) state; $w_n(i) = 0$ means the channel is not being used by a primary user, in other words the channel is in an idle ($off$) state.

It is assumed that the overall time required to sense $N$ primary channels does not exceed the length of a single time slot $T_s$, otherwise the secondary user will not be able to acquire the state of all channels.

**Performance Metrics and Sensing Scenarios**

The steps followed to carry out the SOSA cycle may be summarised as follows:

1. The secondary user retrieves the channel statistics during the sniffing stage.

2. Using the specified prediction model, the secondary user predicts the probability of each channel appearing ideal or busy in time slot $i + 1$.

3. The secondary user employs the predetermined ordering strategy to arrange the sensing sequence for time slot $i + 1$.

4. The secondary user starts to sense the primary channels according to the order identified during the previous step.

5. The secondary user locks on to the first vacant channel that becomes available.

6. The remaining primary channels are sensed until the sensing time reaches a pre-defined threshold.
7. Based on the channel statistics of the sensed channels, the secondary user may adjust the parameters of the prediction mechanism.

8. The process is repeated until all time slots have been exhausted.

The predicted probability of the $n^{th}$ primary channel appearing idle in time slot $i + 1$ is denoted by $p_n$ and is given by

$$p_n = \frac{\alpha_n}{\alpha_n + \beta_n},$$

(3.2)

where $1 \leq n \leq N$ while $\alpha_n$ and $\beta_n$ correspond to the mean values of the off and on periods for channel $n$, respectively. From Eq. 3.2, it can be deduced that the probability of the $n^{th}$ appearing busy is $1 - p_n$. In this work, it is assumed that all primary channels have the same transmission capacity denoted by $C_0$. It is further assumed that their channel-state variation is slow and remains constant over a long period of time, thereby avoiding the risk of distorting the results obtained from the prediction model.

Two key performance metrics are employed in the subsequent performance analysis, namely the PLR, which is dictated by the sensing time threshold, and the throughput, which is determined by the speed at which the secondary user can identify the first available idle channel. The number of occupied primary channels in a single time slot is given by $N - K$. Since all primary channels are independent and identically distributed (i.i.d.), it follows that each channel has the same probability of appearing idle. The secondary user will experience packet loss if no transmission opportunity is identified within the sensing time threshold $S$, expressed as

$$S = \left\lfloor \frac{T_s - R/C_0}{t_s + t_h} \right\rfloor,$$

(3.3)

where $1 \leq S < N$ and $R$ is the constant rate at which the secondary user is required to transmit information. The throughput of a secondary user in time slot $i$ is given by

$$I(i) = C_0 \left[ T_s - \gamma_i^K (t_s + t_h) \right].$$

(3.4)
where $\gamma^K_i$ denotes the number of channels the secondary user has sensed prior to arriving at the first vacant channel. If a secondary user finds an idle channel in time slot $i$ then the number of information bits in this time slot is $I(i)$.

These performance metrics are considered in three different spectrum sensing scenarios. Detailed derivations of the following formulae are provided in related work [98]. Here, they are presented and explained for the purpose of the performance evaluation discussed in Section 3.4.2.

**Spectrum sensing without traffic prediction:** In this case, the secondary user senses the channels in a random or prefixed order. The probability that the secondary user cannot find an idle channel amongst $K$ idle primary channels in time slot $i$ is given by

$$P_{w_0}^{i,K} = \prod_{j=1}^{S} \left( 1 - \frac{K}{N - j + 1} \right),$$

(3.5)

where $0 \leq K \leq N$. Subsequently, the average PLR for this technique taking into account the sensing time threshold is given by

$$P_{w_0}^{\text{ave}} = \prod_{n=1}^{S} (1 - p_n),$$

(3.6)

with $1 \leq S \leq N$. The average throughput may be expressed as

$$\bar{I}_{w_0} = C_0 \left[ T_s - \bar{\gamma}_{w_0} (t_s + t_h) \right] - \prod_{i=1}^{N} (1 - p_i) \cdot C_0 \left[ T_s - N (t_s + t_h) \right].$$

(3.7)

where $\bar{\gamma}_{w_0}$ represents the average sensing time and can be computed using the following formula

$$\bar{\gamma}_{w_0} = \sum_{i=0}^{N} \int_{j=1}^{i-1} (1 - p_j) p_i.$$  

(3.8)

**Spectrum sensing with traffic prediction:** When traffic prediction is employed, the channels are ranked in order of decreasing probability of appearing
idle in the next time slot. Thanks to this optimum spectrum sensing order, the average PLR in this case is given by

$$P_{ave}^{w} = \prod_{j=1}^{s} (1 - p_n + P_e p_n), \quad (3.9)$$

while the average throughput is expressed as

$$\bar{I}_w = C_0 \left\{ T_s - \sum_{k=0}^{N} \sum_{j=1}^{N-k+1} \left( \frac{N}{k} \right) P^k (1 - P)^{N-k-j} (1 - P_e) \cdot P_e^{j-1} \cdot (t_s + t_h) \right\}.$$

\( (3.10) \)

- **Spectrum sensing with precognition (upper bound):** In practice, perfect traffic prediction is not feasible. Nonetheless, this scenario is considered in this work in order to determine the system’s performance upper bound. This translates to the secondary user having perfect knowledge of the exact state of each primary channel in future time slots with zero delay for spectrum sensing and handoff. Packet loss will occur if and only if there are no vacant channels in the time slot under consideration. Based on this description, the PLR in this scenario is given by

$$P_{pre}^{w} = \prod_{n=1}^{N} \frac{\alpha_n}{\alpha_n + \beta_n} = \prod_{n=1}^{N} (1 - p_n), \quad (3.11)$$

with the average throughput expressed as

$$\bar{I}_{pre} = C_0 T_s \left[ 1 - \prod_{n=1}^{N} (1 - p_n) \right]. \quad (3.12)$$

### 3.4.2 Numerical Results

In this section, the performance of the proposed SOSA framework is evaluated in terms of PLR and throughput. The results are obtained over 10,000 time slots unless otherwise stated. It is assumed that all primary channels follow the same traffic model. It is further assumed that the lengths of the busy and idle periods follow an exponential
distribution. The birth and death rates for each primary channel are randomly generated while sufficient traffic statistics are recorded to estimate the average probability of each primary channel appearing idle. The magnitudes of these probabilities are then used to determine the optimum spectrum-sensing order.

**Packet Loss Ratio Performance**

In this section, the PLRs for the three different scenarios outlined in Section 3.4.1 are compared, namely the spectrum sensing cases with and without traffic prediction, as well as the system’s performance theoretical upper bound. Packet loss occurs when the secondary user fails to locate a vacant channel during the sensing time threshold $S$.

Fig. 3.2 compares the different sensing schemes for a fixed number of primary channels ($N = 20$) with increasing threshold values. The curve with the lowest PLR (triangle markers) corresponds to the theoretical scenario (upper bound) in which the secondary user has precognition ability. Therefore, the secondary user is able to identify a vacant channel with the best transmission capability without the need for sensing, thus resulting in nil delay. This curve is used as a benchmark for evaluating alternative practical sensing methods. Fig. 3.2 illustrates that the method employing traffic prediction offers significant performance gains in contrast to the scheme without traffic prediction. PLR performance is improved with increasing threshold values attributed to the fact that the probability of an idle channel becoming available increases as $S$ is increased. Conversely, the theoretical upper bound corresponding to the best-case scenario remains constant at all times since it is independent of $S$. Notwithstanding, an increase in the value of $S$ translates to a reduction in the secondary user’s effective transmission rate.

A relatively simple and low complexity prediction and channel-ordering technique was employed for the sensing method with traffic prediction. Consequently, it is expected that greater performance gains may be attained by substituting this technique with more sophisticated prediction methods. Fig. 3.2 shows that the results acquired
through simulation (square markers) match those obtained from theory (vertical line markers), thereby validating the proposed model.

Similar trends were observed when the number of primary channels was increased from 10 to 30 under a fixed threshold value ($S = 4$), as depicted in Fig. 3.3. In this situation, even though the number of primary channels available for opportunistic access is increased, the performance of the method without traffic prediction remains poor. This is caused by the lack of channel ordering which in turn is necessitated to allow the channels with the highest probability of appearing idle to be sensed first. Specifically, if the sensing threshold is fixed, the transmission opportunities offered by the first $S$ primary channels in the case without traffic prediction will not change, thus the reason for the constant PLR shown in Fig. 3.3. As far as the theoretical upper bound (lowest PLR) and the sensing method with traffic prediction are concerned, increasing the number of primary channels translates in more transmission opportunities becoming available in any single time slot and therefore a higher probability of a primary channel being idle. Fig. 3.3 shows that simulation results are once again in accordance with theoretical values.
Figure 3.3: PLR performance for an increasing number of primary channels ($S = 4$).

**Throughput Performance**

This section evaluates the average throughput achieved in each time slot taking into account the number of primary channels available and the time consumed for spectrum sensing ($t_s$) and handoff ($t_h$). Fig. 3.4 shows that the maximum theoretical throughput can be achieved when the secondary user has precognition ability. The second best throughput performance is exhibited by the sensing method employing traffic prediction. Fig. 3.4 also demonstrates that beyond a certain number of channels, the gain in throughput is marginal.

Fig. 3.5 illustrates that an increase in the time assigned for spectrum sensing and handoff results in significant reduction in throughput. The gain of the sensing method with traffic prediction over the method without traffic prediction is more prominent for higher values of ($t_s + t_h$). This is attributed to the fact that with traffic prediction a CR can identify and lock on to an idle channel much faster compared to a CR user who does not employ traffic prediction. Hence, in the former case, the effective transmission time is increased yielding a higher throughput, as depicted in Fig. 3.5.
Figure 3.4: Throughput for an increasing number of primary channels \( \left( \frac{t_s + th}{T_s} = 0.05 \right) \).

Figure 3.5: Throughput in each time slot for increasing sensing and handoff time \( (N = 20) \).
3.5 Conclusions

This chapter examined the concepts of CR and the novel techniques employed to address the coexistence of licensed and unlicensed users in the same spectrum space. An important aspect of CR devices is their ability to dynamically reconfigure their transceiver parameters to adapt to existing channel conditions. Interference avoidance and the detection of weak signals over large spectrum ranges, are the most important challenges in CR systems. Despite the wideband sensing capability associated with CR devices, spectrum sensing techniques and geolocation databases are required to guarantee communication reliability and protection of licensed users.

While energy detection is a simple spectrum sensing technique, its sensitivity to noise uncertainty calls for more sophisticated methods, such as cyclostationary feature analysis. Cyclostationarity is generally exploited to enhance the accuracy and reliability of information acquired from corrupted data sets. OFDM is deemed a suitable physical layer scheme for CR, thanks to the underlying periodicity inherent in an OFDM signal. By manipulating the cyclic features of such signals, unique signatures can be created allowing for accurate signal acquisition and system identification in CR networks. These artificial signatures are referred to as cyclostationary signatures and may be introduced by configuring the transmitter in a predefined manner, in terms of the signal’s GI or sub-carrier mapping. In addition, a number of CR modulation techniques have come to light, aimed at mitigating interference through pulse shaping, filtering and/or windowing, sidelobe cancellation and sub-carrier deactivation. Notable examples include GFDM and filterbanks for multi-carrier communication.

The last part of this chapter explored a novel framework aimed at maximising the use of available channel resources in order to improve spectrum efficiency. The novelty of this work lies in complementing a conventional CR system with traffic prediction techniques. A selective opportunistic spectrum access framework was proposed to allow CR users to efficiently utilise the scarce radio spectrum which in turn consists of discontinuous target frequency bands. The sensing ability of CR users is improved
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by determining the optimum channel sensing order with the aid of traffic prediction. The framework jointly considers the spectrum sensing efficiency and the transmission capacity of a secondary user to meet QoS guarantees. The performance of the sensing methods with and without traffic prediction was compared against the ideal case in which a secondary user has precognition ability. It was found that applying traffic prediction and channel ordering to the sensing mechanism yields significant performance gains in terms of throughput and PLR. The efficiency of spectrum utilisation is dictated by the accuracy of the traffic prediction incorporated in the CR system which in turn determines the appropriate reconfiguration of transceiver parameters.
Part II

Spectrally Efficient Multi-carrier Systems
Chapter 4

SEFDM: Principles and Challenges

The preceding chapters looked at different technologies aimed at improving spectral efficiency. The greater part of this thesis focuses on the practical design and implementation of a spectrally efficient multi-carrier transceiver as described in detail by Clegg et al. [128] based on the original idea by Rodrigues and Darwazeh [52]. New mathematical models leading to novel algorithms have been developed to generate and detect SEFDM signals with tolerable error penalties. Although previous work [129] [130] has given estimates of the complexity order associated with these algorithms, these estimates do not take into account all the design aspects and limitations encountered in a practical environment.

Hereby, the main purpose of this thesis is to address this gap through multiple objectives; first, to assess the impact of sampling and finite word length effects on the performance of SEFDM systems; second, to devise a reconfigurable real-time platform, entailing FPGAs and DSPs, for the implementation of SEFDM receivers; third, to reduce the complexity of existing algorithms rendering them suitable for hardware realisation; finally, to acquire realistic estimates of the true silicon complexity [61] associated with SEFDM.
To this end, this chapter commences with the theoretical principles underpinning SEFDM systems. The concept of time-frequency packing and the gain in spectral efficiency offered by SEFDM are described in Section 4.1. Section 4.2 reviews transmission techniques utilising the DFT, as well as demodulation methods employing orthonormalisation or matched filtering processes. Section 4.3 examines the nature of SEFDM systems, in terms of the self-created interference between the sub-carriers, which leads to the ill-conditioning of the sub-carriers correlation matrix. It is shown how this ill-conditioning can have a significant impact on the accuracy of the results acquired. Section 4.4 demonstrates through short mathematical proofs and simulation based studies, that the self-created interference present in SEFDM is due to spectral leakage and deliberate aliasing. This is an important observation taking into account that IDFT/DFT operations, which inherently have orthogonal properties, are employed for SEFDM signal synthesis and recovery. Finally, Section 4.5 compares and contrasts different DFT based SEFDM modems, according to their complexity and suitability for hardware realisation.

4.1 The Challenge - Spectrum Efficiency

As suggested by the title of this thesis, the research theme under consideration is spectrum optimisation. In 1948, Shannon determined the upper bounds on spectral efficiency for a given Signal-to-Noise Ratio (SNR) to yield an error-free transmission in his famous paper ‘A Mathematical Theory of Communication’ [131]. In line with this landmark work, the performance of all communication systems is evaluated in terms of achievable data rate and error performance, which in turn are proportional to the availability of two finite resources being power and transmission bandwidth. Consequently, systems are commonly classified as being bandwidth-limited, power-limited or at a point in between [132]. Boosting transmission power is not always an option, especially in light of continuous efforts by regulatory bodies pushing for ‘greener’, low power solutions. Increasing transmission bandwidth is no more feasible
given that spectrum is a scarce and an expensive resource.

Capacity, which is synonymous with spectral efficiency, is expressed as the ratio of the bit (information) rate to the available bandwidth and is thus measured in bits/second/Hertz (bits/s/Hz). The capacity formula is given by

\[
C = B \log_2(1 + \frac{S}{N}),
\]

where \(B\) is the available transmission bandwidth, \(S\) is the average received signal power and \(N\) is the noise power.

In a practical system, the bit rate usually equals the sampling rate while the available bandwidth equals the transmitter’s filter bandwidth. A number of issues may limit the effective bandwidth of a communication system. First, the filters used in the signal chain for shaping the pulse and/or for smoothing out quantisation effects are not ideal ‘brick-wall’ filters. Instead, they have a roll-off, which decreases spectrum efficiency. Second, the hostile wireless channel imposes strict limits on system capacity due to multipath propagation which leads to ISI and ICI.

The simplest way to reduce ISI is by reducing the symbol rate at the transmitter. For single carrier systems, this solution is in direct conflict with the requirements in modern communication systems which specify ever-increasing data rates and hence is unacceptable. Thanks to its orthogonality feature, OFDM can transmit the maximum possible number of independent data [129] and in this sense it yields the maximum feasible bandwidth efficiency with respect to a single carrier system.

The spectral efficiency of a conventional baseband digital scheme is given by

\[
\eta = \frac{1}{BT_b} = \frac{R_b}{B} = \frac{R_{sym} \log_2 M}{B} \text{ bits/s/Hz},
\]

where \(T_b\) is the time duration of each bit, \(R_b\) is the bit rate, \(R_{sym}\) is the symbol rate and \(M\) is the size of the alphabet, known as the constellation cardinality. From Eq. 4.2, it should be evident that by increasing \(M\) or by decreasing the \(BT_{sym}\) product, the
resultant spectral efficiency can be increased. Assuming Nyquist filtering is applied and taking into account that the bandwidth of a system does not depend on the density of the constellation points [132], the symbol rate $R_{\text{sym}}$ will equal the bandwidth $B$, therefore Eq. 4.2 becomes

$$\eta = \frac{R_b}{B} = \log_2 M \quad \text{bits/s/Hz}.$$  

(4.3)

The bandwidth of an OFDM signal is given by

$$B_{\text{OFDM}} = \frac{(N-1) + 2}{T} = ((N-1) + 2)\Delta f \approx N\Delta f \quad \text{for large } N, \quad (4.4)$$

where $N$ is the number of sub-carriers, $B_{\text{OFDM}}$ is the bandwidth of an OFDM signal, $T$ is the duration of one OFDM symbol and $\Delta f$ is the spacing between the sub-carriers. Subsequently, the spectral efficiency of an OFDM signal is given by

$$\eta_{\text{OFDM}} = \frac{R_{\text{sym}}\log_2 M}{B_{\text{OFDM}}} \approx \frac{NR\log_2 M}{N\Delta f} = \log_2 M \quad \text{bits/s/Hz}, \quad (4.5)$$

where $R$ is the data rate of each sub-carrier equal to $\Delta f$, which in turn equals the reciprocal of the OFDM symbol period $T$.

To eliminate completely the effects of ISI, a CP has to be added to an OFDM signal to protect the useful data payload. This CP, introduces an overhead and reduces bandwidth efficiency. In Chapter 3, CR was examined, which is aimed at improving spectral efficiency via better spectrum management. This is achieved by bridging reconfigurable radio ideas, collectively known as SDR, with intelligent signal processing. Many institutions are approaching the challenge from a different angle by breaking the theoretical barriers of current technology with the objective of squeezing more data into the same bandwidth. This notion itself, however, presents a number of challenges, as discussed in the following sections.
4.1.1 Time-Frequency Packing

Taking into account that the CP in OFDM systems reduces bandwidth efficiency by a factor of \( \frac{N}{N + N_g} \), where \( N_g \) is the length of the CP in terms of discrete time samples, the first attempts to improve spectral efficiency focused on removing the CP and replacing rectangular pulses by pulses which were better localised in the time and frequency domains to avoid ISI. This alternative scheme termed OFDM/OQAM, which offsets the data by half a symbol, can guarantee orthogonality between sub-carriers only for real-valued symbols [45].

One of the first works examining the relationship between time, frequency, orthogonality and bandwidth efficiency was carried out by Gabor in 1945 [133]. This work along with the work by Mazo [40] triggered the pursuit of systems like Multi-stream FTN [50], GFDM [58] and SEFDM. While a detailed examination of all these systems is beyond the scope of this thesis, a relevant timeline of the fundamental concepts and techniques developed over the years is illustrated in Fig. 4.1.

The minimum required bandwidth for an ISI-free transmission is achieved through Nyquist filtering [132]. As the name suggests, FTN results in the transmission of more data within the minimum bandwidth specified by the Nyquist criterion. This causes
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ISI which for a multi-carrier system also leads to ICI. Pulse shaping filters are therefore employed whose width, shape and roll-off determine how closely the sub-carriers can overlap with each other. Achievable information rates for FTN have been investigated recently [134]. While the focus in this thesis is on SEFDM, as proposed by Rodrigues and Darwazeh in 2003 [52], FTN, GFDM and SEFDM share common characteristics, such as:

- Aiming to increase spectral efficiency or favouring flexible bandwidth allocation.
- Using multi-carrier modulation similar to OFDM.
- Exploiting non-orthogonal signalling at the expense of self-created interference.
- Applying pulse shaping filters to mitigate ISI (FTN, GFDM).
- Employing iterative, tree-search and soft-decoding detection algorithms to recover the transmitted data successfully.

FOFDM [46] and MASK-OFDM [47] are special cases of spectrally efficient multi-carrier systems which discard the imaginary part of the signal allowing the spacing between the sub-carriers to be reduced by half relative to a conventional OFDM system. Nevertheless, such systems prevent the use of complex modulation schemes, such as M-QAM with $M > 2$. This motivated the invention of SEFDM [52], which offers an additional degree of freedom over OFDM by relaxing the stringent orthogonality constraint defined for OFDM. The beauty of SEFDM compared to other spectrally efficient techniques is the fact that it does not require special pulse shaping functions. Instead, it uses rectangular pulse shaping as in OFDM.

Recalling from Section 2.3.3, the orthogonality principle for OFDM is given by $\Delta f = \frac{1}{T} \Leftrightarrow \Delta f T = 1$. Earlier in this chapter, it was stated that spectral efficiency can be increased by decreasing the $BT_{sym}$ product. In a similar fashion, SEFDM increases spectral efficiency with reference to OFDM by reducing the product $\Delta f T$. Specifically, $\Delta f T = \alpha$, where $\alpha \leq 1$ with $\alpha = 1$ corresponding to the OFDM case. The factor
\( \alpha \) represents the bandwidth compression in SEFDM, thus the spectral efficiency of an SEFDM signal may be mathematically expressed as

\[
\eta_{SEFDM} = \frac{R_{sym} \log_2 M}{B_{SEFDM}} \approx \frac{NR \log_2 M}{N^\alpha} = \frac{\log_2 M}{\alpha} \text{ bits/s/Hz,} \tag{4.6}
\]

whereby the gain with reference to an OFDM system is approximately \( \frac{1}{\alpha} \) assuming that \( B_{SEFDM} \approx N \Delta f \alpha \) based on the expression given for \( B_{OFDM} \) in 4.4.

Fig. 4.2 compares the spectral efficiency of SEFDM against OFDM for different bandwidth compression levels when BPSK and 4-QAM are employed. For this comparison, the exact formulae for the bandwidth efficiency have been used, in other words \( \eta_{OFDM} = \frac{\log_2 MN}{2+(N-1)} \) and \( \eta_{SEFDM} = \frac{\log_2 MN}{2+(N-1)\alpha} \). It is evident that for a large number of sub-carriers (\( N > 100 \)), the spectral efficiency may be computed using the approximate formulae of Eq. 4.5 and 4.6, in accordance with the results presented in previous work by Kanaras [129].

Fig. 4.3 plots the theoretical spectral efficiency bound as defined by Shannon along with the potential gains that could be achieved using SEFDM. It is assumed that
coherent modulation is employed, thus yielding a spectral efficiency of $\log_2 M$ bits for an OFDM system to achieve a BER of $10^{-4}$. The upper bound denoted by the curve in Fig. 4.3 corresponds to the case where $R = C$ with

$$\frac{E_b}{N_0} \geq \frac{2^n - 1}{\eta},$$

where $E_b/N_0$ denotes the energy per bit $E_b$ to noise spectral density $N_0$ ratio.

Based on the definition of [132], SEFDM may be classified as a bandwidth-limited system, since it offers increased spectral efficiency at the expense of power. As illustrated in Fig. 4.3, SEFDM can achieve a higher spectral efficiency than OFDM without error penalties when $\alpha = 0.5$ (FOFDM) for BPSK and $\alpha \approx 0.8$ for 4-QAM modulation schemes. When $\alpha < 0.8$, a higher $E_b/N_0$ is required to achieve the same BER. These results are in accordance with the work presented by Kanaras [129], which demonstrated that for $\alpha < 0.8$, the self-created interference in SEFDM becomes more prominent. Similar work evaluating the maximum achievable spectral efficiency of FTN schemes in optical links has been carried out by Colavolpe [55].
The significance of the results presented in Fig. 4.3 is attributed to the fact that a practical detector was employed to achieve these spectral efficiency gains. In [129], it is assumed that an optimum detection is tangible for SEFDM systems to yield these performance gains. This statement is not entirely true since it is practically unfeasible to realise the optimum detector, being ML, due to its NP complexity\(^1\). Even techniques which reduce the complexity of ML, such as SD and symbol-by-symbol detection, proposed in [129] and [55], respectively, are deemed inapt for hardware implementation.

The results presented in Fig. 4.3 were generated using a hybrid detector combining Iterative Detection with Soft Decision (IDSD) and FSD. Recent work [135] has demonstrated that this latter detector has tangible computational complexity favouring a practical detection\(^2\). This is the reason the values of \(\alpha\) shown in Fig. 4.3 are in fact equal to \(\alpha = \frac{44}{64} \approx 0.7\) and \(\alpha = \frac{51}{64} \approx 0.8\) due to practical design limitations, as will be discussed in Section 4.5.

Last but not least, from Fig. 4.3, it is evident that SEFDM can achieve nearly the same spectral efficiency as 8-PSK without error penalties at the expense of power. This observation may initially oppose the use of SEFDM for high bandwidth compression levels where \(\alpha < 0.8\). Notwithstanding, the number of signalling points in the constellation dictates the number of quantisation levels required and thus the dynamic resolution of the D/A and A/D converters, which has to be increased in proportion to the constellation size to prevent performance degradation due to quantisation errors. Consequently, it may be the case that a 4-QAM SEFDM system with \(\alpha \approx 0.7\) would be preferred over an 8-PSK OFDM system even at the expense of additional \(E_b/N_0\).

The spectral efficiency gains offered by SEFDM may be interpreted in different, nevertheless equivalent, ways:

- **Same information in less bandwidth**: This is achieved by reducing the frequency spacing and maintaining the same number of sub-carriers. In other words,

\(^1\)For example, for BPSK and 4-QAM modulation schemes with \(N = 16\), the number of possible transmitted vector symbols amounts to 65,536 and 4,294,967,296, respectively.

\(^2\)This is based on the continuation of this work by Tongyang Xu at UCL in late 2012, which is targeting the IDSD-FSD hybrid detector for hardware implementation.
$N_{SEFDM} = N_{OFDM}$ while $\Delta f_{SEFDM} < \Delta f_{OFDM}$ to yield $B_{SEFDM} < B_{OFDM}$.

- More information in the same bandwidth: This may be achieved using either of the following approaches

  1. Reducing the frequency spacing and transmitting data over a larger number of sub-carriers in the same bandwidth. This translates to $N_{SEFDM} > N_{OFDM}$ with $\Delta f_{SEFDM} < \Delta f_{OFDM}$ to yield $B_{SEFDM} = B_{OFDM}$.

  2. Maintaining the same frequency spacing and transmitting the same data over a smaller number of samples, thus increasing the effective data rate. This may be expressed as $\Delta f_{SEFDM} = \Delta f_{OFDM}$ and $N_{SEFDM} = N_{OFDM}$, however, $T_{SEFDM} < T_{OFDM}$ to yield $R_{SEFDM} > R_{OFDM}$. This latter approach could be regarded as being equivalent to FTN signalling.

- A combination of reduced frequency spacing and increased data rate.

The aforementioned methods may be subsumed under one term as time-frequency packing [136] and are illustrated in Fig. 4.4. Fig. 4.4 shows that $\frac{N}{\alpha} - N$ more sub-carriers can fit in the space $0$ to $\frac{f_s}{2}$ compared to OFDM.

### 4.2 SEFDM System Description

SEFDM is based on similar key principles as OFDM in that a high data rate serial input stream is split into $N$ parallel, overlapping sub-carriers. Consequently, the conventional transceiver for SEFDM, as originally proposed in [52], resembles that for OFDM, as illustrated in Fig. 4.5. It is assumed that rectangular pulse shaping is employed as in OFDM, hence this block has been omitted from Fig. 4.5.

As depicted in Fig. 4.5, $N$ complex input symbols, denoted by $s_n = s_{nRe} + j s_{nIm}$, modulate $N$ sub-carriers generating a continuous time domain SEFDM signal expressed as

$$x(t) = \sum_{l=-\infty}^{+\infty} \sum_{n=0}^{N-1} s_{l,n} e^{j2\pi n \Delta f_{ot}}, \quad (4.8)$$
Figure 4.4: Methods for profiting from SEFDM spectral efficiency gains.
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Figure 4.5: Conceptual architecture for an SEFDM transceiver using a bank of modems.

where $\Re e$ and $\Im m$ represent the real and imaginary parts of a complex number, respectively, $l \in \mathbb{Z}$ denotes the frame or SEFDM symbol index, $n \in \mathbb{Z}_{\geq 0}$ denotes the sub-carrier index and $s_{l,n}$ represents the information symbol conveyed by sub-carrier with index $n$ during the time stamp with index $l$. Contrary to OFDM, SEFDM deliberately and counter-intuitively violates the orthogonality rule defined for OFDM by reducing the spacing between the sub-carriers. Hence, in SEFDM the sub-carrier spacing is equal to $\Delta f = \frac{\alpha}{T}$, where $\alpha$ dictates the level of bandwidth compression and $T$ is the SEFDM symbol duration. As demonstrated in Section 4.1.1, SEFDM offers a spectral efficiency gain of approximately $\frac{1}{\alpha}$. Fig. 4.6 depicts the spectrum of an SEFDM signal for different values of $\alpha$ and in comparison to an OFDM signal. The spectrum was generated using the `pwelch` function provided by MATLAB for $N = 64$ with the last 12 sub-carriers deactivated, thus resembling the scenario for the IEEE 802.11a standard.

The SEFDM receiver is different compared to an OFDM receiver in that it incorporates two stages. The first stage involves a demodulation of the incoming received signal which generates a statistics vector $\mathbf{R}^3$. This vector $\mathbf{R}$ consists of $N$ sufficient\(^4\) statistics in relation to an unknown parameter, are statistics which cannot be compressed.

\(^3\)Throughout the remainder of this thesis, where a symbol appears in bold, for example $\mathbf{A}$, this will denote a vector or matrix of any dimension.

\(^4\)Sufficient statistics in relation to an unknown parameter, are statistics which cannot be compressed.
statistics which are then fed to a detector to generate estimates of the transmitted data symbols. With reference to Fig. 4.5, the SEFDM signal $x(t)$ is transmitted through an AWGN channel and arrives at the receiver as

$$r(t) = x(t) + z(t),$$

(4.9)

where $z(t)$ represents the noise impairment introduced by the channel. The receiver model expressed mathematically by Eq. 4.9 is valid given two key assumptions; first, the demodulator is a linear filter to prevent noise colouring; second, the noise is Gaussian, in other words random and not burst, the latter being the case in a multipath propagation scenario due to fading and Doppler effects.

### 4.2.1 SEFDM Transmission using the DFT

This section considers the digital implementation of an SEFDM transmitter. The conventional method of generating SEFDM signals using a bank of analogue modulators does not scale well with the increase in the number of sub-carriers, taking into account any further without losing information about this parameter [137].
that the complexity of this method is of the order $O(N^2)$. Hence, the potential of employing DFT operations to address this issue appears particularly attractive.

Since SEFDM is inherently a non-orthogonal system this means that standard DFT operations cannot be directly used. To this end, a first example of an algorithm employing the DFT in a modified configuration to generate non-orthogonal signals is the Inverse Fractional Fourier Transform (IFrFT) as proposed by Bailey [138], which considers fractional roots of unity. In analogy to an IDFT operation, the output of the IFrFT may be expressed as

$$x_{Fr}(m) = \frac{1}{N} \sum_{n=0}^{N-1} s_n e^{j2\pi m n / N},$$  \hspace{1cm} (4.10)

which converges to the IDFT formula for $\alpha = 1$. As noted in [138], the IFrFT can be computed in a fast and efficient manner using the algorithm proposed by Bluestein [139]. Using this latter algorithm the computation of the IFrFT requires $20N\log_2 N$ floating-point operations. While this results in the algorithm being 20 times more computationally intensive compared to the conventional IDFT algorithm, this technique still yields a significantly lower complexity compared to the analogue counterpart.

Notwithstanding, the ultimate goal is to generate non-orthogonal signals using standard DFT operations. The first attempts date back to the 1980’s when Hirosaki used the DFT for an OQAM OFDM system [43]. A similar approach was adopted later on in FOFDM systems where the value of $\alpha$ is fixed at 0.5. More recently, however, standard DFT operations have been employed in non-orthogonal systems where the value of $\alpha$ is arbitrary. A first example appears in the HC-MCM system proposed by Hamamura [48]. Similar techniques were developed later on by Isam and Darwazeh [140] for use in SEFDM systems. These latter methods allow SEFDM signals to be generated using IDFT operations, thus offering the same advantages in terms of complexity as OFDM.
DFT based Implementations

The equation for the continuous time SEFDM signal was given in Eq. 4.8. Let $T_s$ be the sampling period introduced to discretise the time and let $\rho$ be an oversampling factor such that $Q = \rho N$ with $\rho \geq 1$. Then the discrete time axis will be given by $mT_s$ while the symbol period will be given by $T = QT_s$. Consequently, the discrete time expression for a single SEFDM symbol may be expressed as

$$x(m) = \frac{1}{\sqrt{Q}} \sum_{n=0}^{N-1} s_ne^{j2\pi mn/Q}, \quad (4.11)$$

where $x(m)$ represents the time samples indexed by the integer $m$, $Q$ represents the total number of time samples contained in a single SEFDM symbol, $s = [s_0, ..., s_{N-1}]'$ is a vector of complex data symbols modulated using PSK or QAM modulation and $[.]'$ denotes a vector or matrix transpose operation. Specifically, $s$ represents the input data vector with $s \in \mathbb{M}^N$ where $\mathbb{M}$ represents a discrete alphabet, in other words the set of constellation points. The size of the alphabet, known as the constellation cardinality, is denoted by $M$. Where QAM is employed, it is assumed that the constellation is rectangular with $M$ equal to even powers of two and that the data symbols are encoded using Gray encoding.

Three different, nevertheless equivalent, SEFDM transmitter types were proposed by Isam, which are illustrated in Fig. 4.7 with details provided in [140]. In these architectures, the bandwidth compression $\alpha$ is expressed as a ratio of integers, in other words $\alpha = \frac{b}{c}$ where $b, c \in \mathbb{Z}_{>0}$ with $b < c$. To simplify the forthcoming discussion and without loss of generality, let it be assumed that no oversampling is used ($\rho = 1$) yielding $Q = N$. The transmitters shown in Fig. 4.7 are then designed to offer diverse trade-offs. Type 1, known as the proportional inputs transmitter, is the simplest method in that it employs a standard IDFT block of length $\frac{N}{\alpha}$. This means that the size of this block compared to a conventional OFDM system is $\frac{1}{\alpha}$ times larger. The number

\[\text{If } \mathcal{X} \text{ is a member of } \mathcal{Y} \text{ then this is denoted by } \mathcal{X} \in \mathcal{Y}.\]
of input data symbols remains the same, in other words $N$ with the remaining $\frac{N}{\alpha} - N$ IDFT inputs padded with zeros. The output of the IDFT is truncated, hence only $N$ samples are taken forward to construct the SEFDM signal while the remaining outputs are ignored. As will be shown in Section 4.4, this results in the SEFDM signal transmitting the same amount of information over the same number of sub-carriers as OFDM but with the benefit of reduced bandwidth utilisation. The key drawback of the Type 1 transmitter is that it requires the ratio $\frac{N}{\alpha}$ to be an integer number to prevent performance degradation. Consequently, this limits the flexibility in choosing the value of $\alpha$.

For this reason, two alternative transmitter schemes were also proposed, namely Type 2 and Type 3, shown in Fig. 4.7. Type 2, known as the \textit{rational} $\alpha$ transmitter, uses a $cn$ length IDFT block. Only the inputs of the IDFT whose indices are integer multiples of $b$, in other words for $n = 0, b, 2b, ..., (N - 1)b$ are linked to the input data symbols while the remaining IDFT inputs are padded with zeros. This is achieved via the following condition

$$s_n = \begin{cases} \frac{s_n}{b} & \text{if } n \mod b = 0 \\ 0 & \text{otherwise} \end{cases} \quad (4.12)$$

where $\mod$ is defined as the modulus of the remainder after division.

Complying with the condition of Eq. 4.12, the generation process for the Type 2 transmitter may be expressed as

$$x(m) = \frac{1}{\sqrt{N}} \sum_{n=0}^{cN-1} s_n e^{j2\pi \frac{mn}{cN}}. \quad (4.13)$$

The benefit of this transmitter technique is that $b$ and $c$ can be chosen independently to give any desired value of $\alpha$ for any number of sub-carriers $N$. The length of the IDFT block in this case is $c$ times larger compared to an equivalent OFDM block and $b$ times larger compared to the Type 1 SEFDM transmitter.

Thereby, the Type 3 transmitter, known as the \textit{sum of multiple IDFTs}, was pro-
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Figure 4.7: DFT based SEFDM transmitter types.
posed. This transmitter uses \( c \) separate IDFT blocks each of length \( N \) instead of one large \( cN \) IDFT block. The advantage of this transmitter over the Type 2 architecture is two-fold; first, it allows multiple IDFT blocks to be configured in parallel, a feature attractive for hardware implementation employing FPGAs; second, it reduces the computation time required for the IDFT processing stage provided that all \( c \) IDFT blocks can operate concurrently in parallel. It is important to note that the Type 3 transmitter requires two additional operations, namely a reordering stage before the IDFT block, as well as a post-IDFT phase rotation stage. The expression for the Type 3 transmitter is therefore given by

\[
x(m) = \frac{1}{\sqrt{N}} \sum_{u=0}^{c-1} e^{j2\pi \frac{2m_u}{N}} \sum_{n=0}^{N-1} s_{u+nc} e^{j2\pi \frac{mn}{N}}.
\]  

(4.14)

Due to these additional processing stages required for the Type 3 transmitter, its reduced complexity and preference over a Type 1 transmitter becomes questionable, as will be revealed in Section 4.4, which discusses the complexity of the aforementioned transmitters. For the remainder of this thesis, all references to an SEFDM transmitter will assume that a Type 1 transmitter is employed with the values of \( N \), \( b \) and \( c \) selected carefully to ensure that the ratio \( \frac{N}{c} \) is always an integer number.

### 4.2.2 SEFDM Demodulation

As illustrated in Fig. 4.5, the SEFDM receiver consists of a demodulation and a detection stage. This section looks at the demodulation stage. The first part of the demodulator involves the correlation of the received signal with a conjugate set of correlation functions \( v_n(t) \). These functions must be orthonormal or orthogonal [129] to satisfy the linear filtering requirement pertaining to Eq. 4.9. The basis functions are orthonormal if i) they are mutually perpendicular, in other words \( \langle v_i, v_j \rangle = 0 \), when \( i \neq j \) where \( \langle \cdot, \cdot \rangle \) denotes an inner product, and ii) they have unit length, in other words \( \langle v_i, v_i \rangle = 1 \) [141]. If the basis functions do not have unit length then the set is orthogonal.
Two methods have been proposed to generate the basis functions \( v_n(t) \). The first method uses orthonormalisation procedures, such as Gram-Schmidt (GS) or Löwdin processes, to generate an orthonormal base from a set of linearly independent but non-orthogonal sub-carriers \([129]\) \([142]\). Denoting \( b_n(t) \) the set of GS orthonormal basis functions, the output of the receiver’s demodulator is given by

\[
R_n = \int_0^T r(t)v_n^*(t)dt = \int_0^T r(t)b_n^*(t)dt, \quad n = 0, ..., N - 1. \tag{4.15}
\]

Subsequently, the linear statistical model of Eq. 4.9 can be represented in matrix format as

\[
\mathbf{R} = \mathbf{D}s + \mathbf{Z}, \tag{4.16}
\]

where \( \mathbf{R} = [R_n] \) is the \( N \times 1 \) vector of observation statistics, \( s = [s_n] \) is the \( N \times 1 \) vector of complex transmitted data symbols and \( \mathbf{D} = [D_{ij}] \) is the \( N \times N \) covariance matrix of the SEFDM sub-carriers and the orthonormal base termed the projections matrix. The vector \( \mathbf{Z} = [Z_n] \) represents \( N \) noise samples, which are complex i.i.d. Gaussian samples with mean \( \mu = 0 \) and variance \( \sigma^2 = \frac{N_0}{2} \), where \( N_0 \) is the noise spectral density.

In \([129]\), it is shown that the projections matrix \( \mathbf{D} \) is upper triangular since it is generated through a GS orthonormalisation process, which in turn employs a QR decomposition method, where the \( \mathbf{Q} \) component is a unitary matrix while the \( \mathbf{R} \) component is an upper triangular matrix. If \( \Phi \) is the matrix representation of the SEFDM sub-carriers matrix and \( \mathbf{B} \) is the matrix representation of the orthonormal basis functions, then the projections matrix \( \mathbf{D} \) is given by

\[
\mathbf{D} = \mathbf{B}^H \Phi, \tag{4.17}
\]

where \( \mathbf{B}^H \) denotes the Hermitian of matrix \( \mathbf{B} \).

\(^{6}\)A square matrix is unitary if its conjugate transpose is equal to its inverse, in other words \( \mathbf{A}^H = \mathbf{A}^{-1} \) and hence \( \mathbf{A}^H \mathbf{A} = \mathbf{I} \) is always valid \([142]\).

\(^{7}\)A Hermitian matrix is a square matrix whose complex entries are equal to their conjugate transpose denoted by \( \mathbf{A}^H \) \([142]\).
The second method for generating the basis functions $v_n(t)$ uses matched filtering, as defined in [130]. In this case, the conjugate basis functions $v^*_n(t)$ equal the conjugate sub-carriers $\Phi^H$, in other words

$$R_n = \int_0^T r(t)v^*_n(t)dt = \int_0^T r(t)e^{-j2\pi n\alpha f_t}dt, \ n = 0, ..., N - 1. \quad (4.18)$$

Hence, Eq. 4.16 becomes

$$R = Cs + Z, \quad (4.19)$$

where $C$ is termed the sub-carriers correlation matrix and describes the self-created interference between adjacent sub-carriers. It should be evident that

$$C = \Phi^H\Phi. \quad (4.20)$$

The two aforementioned methods are equivalent, as established in [130]. Here, a brief proof is presented. Taking into account that $B$ is orthonormal, this means that $B^H B = I$ where $I$ is an $N \times N$ identity matrix. Consequently

$$D^H D = (B^H \Phi)^H B^H \Phi = (\Phi)^H B B^H \Phi = \Phi^H \Phi = C, \quad (4.21)$$

in other words the Grammian matrix $D^H D$ [143] is equal to the sub-carriers correlation matrix $C$. Conversely, $D$ may be obtained through the Cholesky decomposition of $C$. A necessary condition for the latter is that $C$ is symmetric and positive definite [144].

Based on the above and assuming ideal sampling and ideal timing, the linear statistical model for the receiver may be expressed in general form as

$$R = Hs + Z, \quad (4.22)$$

---

Throughout this thesis the symbol $I$ will denote an identity matrix of arbitrary size, the size defined according to the mathematical expression under consideration.
where $H$ is termed the interference matrix and corresponds to either the projections matrix $D$ or the correlation matrix $C$ depending on the basis functions $v_n(t)$ employed at the receiver. For the remainder of this thesis, the model incorporating the correlation matrix $C$ shall be used primarily for two key reasons; first, this matrix can be generated using efficient FFT operations, thus alleviating the need for GS processes, as will be revealed in Section 4.4; second, GS procedures are vulnerable to numerical errors resulting in lower confidence levels. To conclude this section, it is worth mentioning that the projections matrix $D$ can be generated using Löwdin orthonormalisation which improves performance over the conventional GS methods as it generates vectors which resemble the most the initial set of SEFDM sub-carriers in the Least Squares (LS) sense\textsuperscript{9} [129]. Notwithstanding, the Löwdin algorithm cannot be implemented as efficiently as the matched filtering technique.

### 4.3 Self-created Interference and Matrix Ill-conditioning

The key challenge in SEFDM systems is the self-created ICI, as a result of the overlapping sub-carriers no longer being mutually independent. This correlation between the sub-carriers leads to the ill-conditioning of the matrix describing the self-created ICI. This ill-conditioning in turn causes the matrix to tend to singularity\textsuperscript{10}, thus becoming non-invertible and complicating the design of receiver architectures.

Ill-conditioning means that small changes in the entries of the input matrix yield very large changes in the solution matrix. These small changes are typically caused by round-off errors during matrix computations. An illustrative example is shown in Fig. 4.8. This example shows that if a matrix is ill-conditioned, such as $A$, then the solution cannot be trusted. An ill-conditioned matrix can become non-invertible even for a very small change in its entries. In SEFDM, the conditioning of a matrix depends on the system size and the level of bandwidth compression. The matrix becomes more

\textsuperscript{9}The LS criterion is used to solve a linear set of equations in an approximate sense by minimising the sum of the squares of the residuals [145].

\textsuperscript{10}A matrix is singular if its determinant is equal to zero [144].
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Figure 4.8: Example illustrating the concept of ill-conditioning.

Ill-conditioned as the number of sub-carriers $N$ is increased and/or the value of $\alpha$ is decreased leading to performance degradation.

Hence, the obvious question that arises is how is the conditioning of the sub-carriers correlation matrix assessed? This is achieved using two metrics, namely the condition number $\kappa$ and the machine precision $\epsilon$ [146]. The condition number indicates the maximum amount by which an error may be amplified while the machine precision determines the precision of the solution. Let $q = \left\lfloor \log_{10}[\kappa(A)] \right\rfloor$ be the number of significant digits lost due to the ill-conditioning of the matrix, where $\lfloor \cdot \rfloor$ denotes the floor function, meaning rounding down to the closest integer. Let $p = ||\log_{10}(\epsilon)||$ be the precision of the machine, where $|\cdot|$ denotes the absolute value of a number. Then the number of significant digits which are correct in the solution is given by $p - q$. In the example illustrated in Fig. 4.8, the condition number of $A$ is equal to $\kappa(A) = 12498$ yielding $q = 4$. For a 64-bit machine with a 52-bit mantissa$^{11}$, the machine precision is equal to $\epsilon = 2^{-52} = 0.22204 \cdot 10^{-15}$, thus $p = 15$ giving $p - q = 11$. Therefore, in this

\[
\begin{align*}
\text{If} & \quad A = \begin{bmatrix} 2 & 1 \\ 4 & 1.999 \end{bmatrix}, \quad X_1 = \begin{bmatrix} 1 \\ 2 \end{bmatrix}, \quad X_2 = \begin{bmatrix} 1.1 \\ 1.9 \end{bmatrix}, \\
\text{then} & \quad Y_1 = A^{-1}X_1 = \begin{bmatrix} 0.5 \\ 0 \end{bmatrix}, \quad Y_2 = A^{-1}X_2 = \begin{bmatrix} -149.45 \\ 300 \end{bmatrix}, \\
\text{whereas if} & \quad B = \begin{bmatrix} 5 & 3 \\ 3 & 4 \end{bmatrix}, \\
\text{then} & \quad Y_3 = B^{-1}X_1 = \begin{bmatrix} -0.1818 \\ 0.6364 \end{bmatrix}, \quad Y_4 = B^{-1}X_2 = \begin{bmatrix} -0.1182 \\ 0.5636 \end{bmatrix}.
\end{align*}
\]

$^{11}$In accordance with the IEEE-754 format [147], the mantissa represents the fixed-point part of a binary number which dictates the precision used to represent the equivalent decimal value. The remaining bits are reserved for the sign bit and the exponent, the latter used to scale the number as required.
case the solution is precise to 11 digits. However, for a 15-bit mantissa, the precision is significantly reduced to $\epsilon = 0.30518 \cdot 10^{-4}$ resulting in $p - q = 0$. This latter scenario indicates that a low machine precision may not be sufficient to represent accurately ill-conditioned matrices.

The condition number may be defined in a number of ways [146]. The most common method is by computing the ratio of the largest ($\bar{\sigma}_{\text{max}}$) to the smallest ($\bar{\sigma}_{\text{min}}$) singular value $\bar{\sigma}$ obtained via the SVD of the matrix [144] [146]. Mathematically, this is expressed as $\kappa(C) = \frac{\bar{\sigma}_{\text{max}}(C)}{\bar{\sigma}_{\text{min}}(C)}$. Another method is by computing the product of the norms of the matrix and its inverse\(^{12}\), in other words $\kappa(C) = \|C\| \cdot \|C^{-1}\|$, where $\|\cdot\|$ denotes the $\ell^2$-norm commonly referred to as the Euclidean distance\(^{13}\). The method employed in [129] and [130] for computing the condition number is through the ratio of the largest ($\lambda_{\text{max}}$) to the smallest ($\lambda_{\text{min}}$) eigenvalue $\lambda$ obtained through eigenvalue decomposition and expressed as $\kappa(C) = \frac{\lambda_{\text{max}}(C)}{\lambda_{\text{min}}(C)}$. Nonetheless, the eigenvalue and singular value decomposition produce the same results only when the matrix is both symmetric (or Hermitian if its entries are complex) and positive definite. A matrix is symmetric (Hermitian) when it is equal to its transpose\(^{14}\) (conjugate transpose), in other words $C = C^T$ (or $C = C^H$). A matrix is termed positive semi-definite if its eigenvalues are non-negative and positive definite if its eigenvalues are greater than zero [144].

Fig. 4.9 shows the condition number of the sub-carriers correlation matrix $C$ for a different number of sub-carriers $N$ and bandwidth compression $\alpha$. For the right sub-plot, the upper bound for $\kappa$ has been set to 1000 to improve clarity. Both sub-plot illustrate that the condition number increases exponentially as $N$ is increased beyond 16 and $\alpha$ is decreased below 0.8. The left sub-plot of Fig. 4.9 also indicates that $C$ eventually reaches a saturation point where it becomes severely ill-conditioned with $\kappa(C) > 10^{16}$, for example, when $N = 32$ and $\alpha = 0.7$. At this point, $C$ tends to singularity, thus becoming non-invertible. It also seizes to be positive definite, which

\(^{12}\)The inverse of a matrix is denoted by $A^{-1}$.
\(^{13}\)The terms Euclidean distance, Euclidean norm and $\ell^2$-norm will be used interchangeably throughout this thesis.
\(^{14}\)The transpose of a matrix is denoted by $A^T$. 
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Figure 4.9: Condition number of sub-carriers correlation matrix for different values of $N$ and $\alpha$.

presents a significant challenge as the matrix has to be positive definite in order to apply Cholesky decomposition, the latter required during the execution of certain detection algorithms, such as SD.

Fig. 4.10 depicts the SEFDM crosstalk response for $N = 32$ and $\alpha = \frac{2}{3} \approx 0.67$ which is denoted by the amplitude of the sub-carriers correlation matrix. It is clear that the matrix has a Toeplitz format\(^\text{15}\). Although not shown here, the sub-carriers correlation matrix $C$ is also Hermitian, as determined in [130].

Fig. 4.11 illustrates the same matrix $C$, however, in this case the matrix has been pruned by setting the very small\(^\text{16}\) values equal to zero. Hence, Fig. 4.11 gives a clearer view of the ICI caused to the desired symbols on the main diagonal by the neighbouring sub-carriers on the secondary diagonals. The number of small singular values in $C$ (similarly in the projections matrix $D$) has been found to be approximately equal to $(1 - \alpha)N$ [129] [130].

Fig. 4.12 shows the amplitude of the inverse of the sub-carriers correlation matrix.

\(^{15}\)A matrix which has constant diagonals is known as a Toeplitz matrix [144].

\(^{16}\)defined as being below a user-defined threshold, in this case fixed at $10^{-10}$. 

131
Figure 4.10: Amplitude of $C_{m,n}$ in dB ($N = 32, \alpha \approx 0.67$).

Figure 4.11: Amplitude of pruned $C_{m,n}$ in dB ($N = 32, \alpha \approx 0.67$).
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Figure 4.12: Amplitude of $C_{m,n}^{-1}$ in dB ($N = 32, \alpha \approx 0.67$).

Figure 4.13: Amplitude of $C_{m,n}^{-1}$ for different values of $N$ with $\alpha = 0.8$. 
It is clear that the format of this matrix is bisymmetric\(^{17}\). The significance of this result will become evident during the discussion of hardware design decisions in a latter part of this thesis. Finally, Fig. 4.13 illustrates the effect of ill-conditioning. The left and right sub-plots show the amplitude of \(C^{-1}\) for \(N = 32\) and \(N = 8\), respectively, when \(\alpha = 0.8\). It is evident that for \(N = 32\) the vast majority of the values around the centre of the matrix tend to zero.

### 4.4 Sampling Issues and Spectral Leakage in DFT based SEFDM Systems

Hitherto, the model for an OFDM system has assumed a one-to-one relationship. In other words, the number of input data symbols, the length of the IDFT block, the number of sub-carriers and the number of time samples contained in a single OFDM symbol have identical values. Hence, for an OFDM system, the frequency spacing \(\Delta f\) is equal to the reciprocal of the OFDM symbol period \(T\) with the latter given by \(T = NT_s\).

Since Section 4.2.1 identified that SEFDM signals can be generated using standard IDFT blocks with the aid of zero padding, this section aims to explain the concept and consequences of zero padding in practical scenarios. Two key assumptions are made; first the same sampling frequency \(f_s\) is adopted in all cases; second, the entire transmission takes place at baseband, in other words digital-over-digital. These assumptions allow the signal to be treated as simply a discrete sequence of amplitudes. In addition, operating at baseband permits the use of negative frequencies.

In OFDM and SEFDM, the IDFT inputs are considered to represent samples in the frequency domain. Zero padding in the frequency domain corresponds to interpolation in the time domain \([91]\). Thereby, by adding trailing zeros to the input data symbols, the resultant time domain signal will be interpolated, in other words upsampled. Recalling

\(^{17}\) A square matrix is termed bisymmetric if it exhibits symmetry about both its main and northeast-southwest diagonals \([142]\).
from Section 2.3.3, the generation of OFDM signals using the IDFT without zero padding obeys the Nyquist criterion by default, since the highest frequency is equal to \((\frac{N}{2} - 1)\Delta f\). Hence, the upsampling that occurs with zero padding is essentially equivalent to oversampling, meaning that more than one sample is used to represent each data symbol.

At this point, the question that arises is, what are the consequences of zero padding, or in this case, oversampling? Since the number of sub-carriers has not changed, the overall bandwidth of the signal will remain the same provided that the frequency spacing \(\Delta f\) between the sub-carriers is maintained. To account for the increase in the number of samples contained in the time domain signal while concurrently maintaining the strict orthogonality rule, this implies that a subsequent decrease in data rate will occur. To comprehend this, let \(T_{US} = N_{IDFT}T_s\) with \(N_{IDFT} = \rho N > N\), where \(T_{US}\) denotes the period of the upsampled signal and \(N_{IDFT}\) denotes the size of the IDFT block. The size of this block is equal to the total number of samples in the upsampled time domain signal. The orthogonality rule may then be expressed as

\[
\Delta f = \frac{1}{T_{US}} = \frac{1}{N_{IDFT}T_s} = \frac{1}{\rho N T_s} = \frac{1}{\rho T}.
\]  

Eq. 4.23 signifies that by zero-padding the IDFT and considering all the IDFT outputs for the construction of the discrete OFDM signal, the frequency spacing and the orthogonality of the sub-carriers is maintained at the expense of reduction in the width of each sub-carrier commensurate with the reduction in data rate. These concepts are illustrated in Fig. 4.14.

For the relationship between \(\Delta f\) and \(T\) to hold \((\Delta f = \frac{1}{T})\), in order to guarantee orthogonality, the reciprocal of the above case should also hold, in other words increasing the data rate should result in a corresponding reduction in frequency spacing. Here, it is shown that this is actually true. Let it be assumed that only a fraction \(\alpha\) of the zero padded IDFT output with \(\alpha < 1\) is considered, in other words \(T_Q = QT_s\) with \(Q = \alpha N_{IDFT}\). Furthermore, let it be assumed that \(\alpha\) is such that \(Q = N\) (so essentially
\( \alpha = \frac{1}{\rho} \). Then Eq. 4.23 becomes

\[
\Delta f = \frac{1}{N_{IDFT} T_s} = \frac{1}{\alpha N_{IDFT} T_s} = \frac{1}{Q T_s} \uparrow^N \Delta f = \frac{\alpha}{N T_s} = \frac{\alpha}{T}.
\]  (4.24)

Eq. 4.24 shows that a zero padded IDFT block can in fact achieve the same data rate as a conventional IDFT block without zero padding provided that the frequency spacing between the sub-carriers is reduced. This in turn is achieved by truncating the IDFT output which in turn constitutes the underlying principle in using the IDFT to generate SEFDM signals. The downside to this truncation is that it breaks the orthogonality between the sub-carriers.

The similarities and fundamental differences between OFDM and SEFDM systems may be better comprehended through an example. First, consider a 16-point IDFT and a 20-point IDFT on the unit circle, as shown in Fig. 4.15. The IDFT generates frequencies which are periodic in \( \omega \) with period \( 2\pi \) given by \( \omega_n = n 2\pi \frac{B}{N_{IDFT}} \). Assuming that the same bandwidth \( B \) is available in both cases, it should be evident that the
frequency spacing $\Delta f_{20p}$ for the 20-point IDFT will be smaller than the frequency spacing $\Delta f_{16p}$ for the 16-point IDFT. More specifically, the points on the unit circle represent the IDFT matrix entries given by $\Omega^{mn}$, where $\Omega = e^{j2\pi/N_{IDFT}}$ denotes the $N^{th}$ root of unity and is commonly referred to as the *twiddle factor* [148].

Now let it be assumed that only 16 sub-carriers in the 20-point IDFT are activated while the remaining four are zero padded. In theory, the frequency spacing $\Delta f_{20p}$ should remain the same since the 20-point IDFT is generated in exactly the same way. As explained earlier, via zero padding more samples have essentially been used to represent the same number of sub-carriers as in the 16-point IDFT. Thanks to the time-frequency duality, expansion of a signal in one domain corresponds to compression of the signal in the other domain and vice versa. Through oversampling, the time domain signal at the IDFT output has been expanded which results in the width of each sub-carrier being compressed. Consequently, for the orthogonality rule to remain valid, the actual frequency spacing between the sub-carriers increases, as illustrated in Fig. 4.14. Hence the reason the frequency spacing for a 20-point IDFT appears to be the same as that for a 16-point IDFT in practice when in theory it should be smaller.
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Following on from the aforementioned explanation, the 20-point IDFT output is truncated now to 16 samples to yield an SEFDM signal, in other words $\alpha = \frac{Q}{N_{IDFT}} = \frac{16}{20} = 0.8$. This results in the SEFDM signal having the same number of time samples as a 16-point IDFT OFDM signal, and therefore the same data rate. However, the frequency spacing actually corresponds to that for a 20-point IDFT. This can be better understood by comparing a 20-point IDFT to a 16-point SEFDM sub-carriers matrix (generated in an analogue fashion as $\Phi^H \Phi$) with $\alpha = 0.8$. From Fig. 4.16, it is clear that the 16-points of the SEFDM sub-carriers matrix coincide with the first 16 points of the 20-point IDFT matrix. Fig. 4.16 also shows the distribution of the points for $\alpha = \frac{3}{4} = 0.75$, which in practice cannot be implemented using a Type 1 transmitter since $\frac{16}{0.75} \approx 21.33$, which is not an integer number.

Fig. 4.17 compares the time domain signals for a 16-point OFDM signal, a 20-point OFDM signal and a 16-point SEFDM signal. For clarity, only the first sub-carrier is illustrated. It is obvious that the lowest frequency equal to $1 \cdot \Delta f$ (excluding the DC component) is smaller for the 20-point IDFT compared to the 16-point IDFT. Fig. 4.17 also shows that the SEFDM signal is essentially an abrupt cut-off of the would-have-
Figure 4.17: OFDM and SEFDM signals in the time domain.

been OFDM signal generated using the 20-point IDFT.

The use of the IDFT in OFDM systems guarantees an integer number of cycles in the IDFT interval. Two closely related effects that may appear in DFT based systems are aliasing and spectral leakage. Aliasing refers to the peaks of the desired signal appearing at the wrong frequencies due to them folding over from outside the $\frac{f_s}{2}$ band into the 0 to $\frac{f_s}{2}$ band. Spectral leakage refers to the ‘smearing’ of frequency amplitudes as a result of the received frequency not having an integer number of cycles in the DFT interval. For example, let $f_s = 48kHz$, $N_{DFT} = 16384$ and $n = 256$ be the number of cycles corresponding to the desired frequency $f_x = \frac{nf_s}{N_{DFT}} = 750Hz$. If this frequency arrives at the receiver as $\tilde{f}_x = 750.33Hz$, this will correspond to $n \approx 256.11$ cycles which is not an integer number. Consequently, the DFT bins will not line up with the peaks of the received signal’s frequency amplitudes causing inter-bin interference where the energy of one bin spills into adjacent bins [91]. These effects give rise to ICI in OFDM systems. The self-created ICI in SEFDM systems can thus be attributed to the
same effects by making two key observations based on Fig. 4.17:

1. The truncation of the 20-point IDFT signal’s tail will give rise to discontinuities between successive segments, which will appear as high frequency harmonics in the frequency domain, thus causing (deliberate) aliasing.

2. As a result of this truncation, the SEFDM signal will not have an integer number of cycles in the DFT time record, thus leading to spectral leakage.

Similar to OFDM, as the number of sub-carriers is increased in SEFDM, the system becomes more prone to ICI. Since SEFDM systems have inherent interference, it should be evident that even small perturbations, for example due to AWGN, could significantly degrade system performance.

Finally, a direct consequence of using the IDFT and DFT operations to modulate and demodulate SEFDM signals is that the same operations can be used to generate the sub-carriers correlation matrix $C$. Recalling from Eq. 4.20, $C = \Phi^H \Phi$, where $\Phi$ denotes the $N \times N$ SEFDM sub-carriers matrix assuming $\rho = 1$. Applying the IDFT operation to an input column vector gives a column vector. Consequently, if the IDFT operation $F^{-1}$ of size $N/\alpha \times N$ is applied to an identity matrix of size $N \times N$, the result will be the entries of the actual $N/\alpha \times N$ IDFT matrix denoted by $F$. The SEFDM sub-carriers matrix is equal to the first $N$ rows of the IDFT matrix. Mathematically, this is expressed as

$$\Phi_{m,n} = F^{-1}_{m,n},$$  \hspace{1cm} (4.25)

where $m, n = 0, ..., N - 1$.

Subsequently, a DFT operation $F$ of size $N/\alpha \times N$ is applied to $\Phi$ yielding $\bar{C} = F\{\Phi\}$. Once again, the last $N/\alpha - N$ entries are discarded resulting in the sub-carriers correlation matrix $C_{m,n} = \bar{C}_{m,n}$ with $m, n = 0, ..., N - 1$. It is presumed that appropriate scaling is applied at each stage of the aforementioned process so that the interference values in the sub-carriers correlation matrix are normalised to unit energy. The concluding remark for this section is that the sub-carriers correlation matrix $C$ generated
with the aforementioned IDFT/DFT techniques matches the matrix generated with the conventional technique employing a bank of modems, if and only if the ratio $\frac{N}{\alpha}$ is an integer.

### 4.5 Discussion on the Complexity and Performance of SEFDM Modems

The complexity of a system can be defined using different metrics [61]. So far, the two most popular metrics that have been considered include the complexity order, denoted by $O(\cdot)$, and the computational complexity. The former denotes the fastest growing term, for example when referring to a system employing DFT operations of order $O(N^2)$, this means that the system’s complexity is quadratic in $N$. Conversely, the computational complexity refers to the processing time required to run an algorithm, which in turn depends on the number of arithmetic operations that need to take place during the execution of the algorithm.

In this chapter, it was demonstrated that SEFDM signals can be generated and demodulated using standard DFT operations. This is a significant result, as it is well known that DFT operations can be executed far more efficiently using the FFT algorithm. Thanks to the FFT algorithm, the complexity order of a DFT operation is reduced from $O(N^2)$ to $O(N\log_2 N)$. This is due to the fact that the multiplications in the DFT are replaced by phase rotations in the FFT. Taking into account that the complexity order is usually quantified in terms of the number of multipliers required [61], it is evident that the complexity of the FFT grows slightly faster than linear compared to the conventional DFT whose complexity grows quadratically.

With regard to the three different SEFDM transmitter techniques explored in Section 4.2.1, a number of important remarks must be made since these have a direct impact on hardware design decisions:

- First, it was demonstrated that using a Type 1 SEFDM transmitter, the reduction
in frequency spacing can be achieved by zero padding the input and truncating
the output of an IDFT block. However, the execution time for an $N$-point IDFT
is lower compared to the execution time for an $N/\alpha$-point IDFT. Moreover, simply
discarding the unused outputs does not result in a reduction of complexity nor
resource utilisation, as will be revealed in subsequent chapters. Instead, this
truncation actually results in burst data which reduces the effective data rate.
Hence, using this transmitter configuration, the benefit of using SEFDM over
OFDM becomes questionable.

- The previous point assumed that no oversampling is present. In other words,
the number of sub-carriers equals the number of time samples implying that no
zero padding is used in OFDM. Ordinarily, in practical OFDM systems, zero
padding is actually employed to prevent aliasing when the discrete time samples
are filtered through a D/A converter and a LPF [86]. In WiMAX systems, zero
padding is used for the purpose of nulling sub-carriers which serve as guard bands
[20]. Oversampling has been used in multi-carrier systems for channel estimation
[149], as well as for mitigating the effects of ICI [150]. Consequently, a more fair
comparison of SEFDM against OFDM would be to test both systems in a scenario
which calls for oversampling. Assuming the same DFT sizes were employed for
both systems, this would infer that the oversampling factor for SEFDM would be
lower compared to that for OFDM.

- As a converse to the previous point, another possible case would be to truncate
the output of a standard OFDM system without oversampling. In other words, if
an N-point IDFT is used to process $N$ sub-carriers, the number of time samples
for OFDM would be $N$. If now the output was truncated and only $Q$ samples
with $Q = \alpha N$ were taken forward, this would imply that the corresponding
SEFDM system is undersampled since the number of time samples is actually
smaller than the number of sub-carriers, in other words $\rho < 1$ leading to $Q < N$.
Assuming that the issue of burst data could be tackled appropriately to yield
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continuous data, this would mean that the effective data rate for SEFDM would be higher compared to that for OFDM, taking into account that the same size IDFT is employed, thus the execution time required in both cases is identical. Undersampling a signal though means that not all signal variations are caught which could potentially result in performance degradation. This latter topic is examined in further detail in Chapter 5.

The three aforementioned points assumed that a Type 1 SEFDM transmitter is employed. Hereafter, Type 2 and Type 3 transmitter schemes are considered and once again for simplicity, let $\rho = 1$ yielding $Q = N$ for the SEFDM system under consideration. As demonstrated in [130], the complexity order of both Type 2 and Type 3 transmitters is the same. Yet, the parallel configuration favoured by the Type 3 transmitter renders it suitable for FPGA implementation, as expounded in [59]. Considering the IDFT processing stage in isolation, the Type 3 transmitter results in the lowest possible latency by using multiple instances of an N-point IDFT block configured in parallel. Nonetheless, there are two key drawbacks with this transmitter technique:

1. The reordering stage prior to the IDFT stage has a latency of $cN$ clock cycles assuming that the optimum index implementation method, as described in [59], is employed. Even if the latency of the post-IDFT block is negligible, the total latency for the Type 3 transmitter is $N + cN$, hence it is clear that the value of $c$ has a direct impact on the overall latency of the system. The Type 3 transmitter also results in the highest resource utilisation. Conversely, the Type 1 transmitter only requires a single IDFT block whose processing latency and resource utilisation are directly determined by its size. The upper bound on this size is given by the highest number of sub-carriers that need to be supported and the lowest value of $\alpha$, as defined by the ratio $\frac{N}{\alpha}$. Thence, it may be the case that the Type 3 transmitter does not yield the lowest overall latency and therefore its preference over a Type 1 transmitter is questionable.
2. It is true that the Type 2 and Type 3 transmitters offer greater flexibility over the Type 1 transmitter since the values of $N$ and $\alpha = \frac{b}{c}$ can be chosen independently. As illustrated in [59], the maximum value of $c$ to prevent the hardware design exceeding the device's available resources is approximately 12. Consequently, this imposes a strict upper bound on the granularity of $\alpha$ which cannot be any finer than $\frac{1}{12} \approx 0.083$. On the other hand, the granularity of the Type 1 transmitter is directly determined by the size of the IDFT block, in other words $\frac{1}{N_{IDFT}}$ considering that $\alpha = \frac{N}{N_{IDFT}}$. Based on the analysis so far and as will be revealed in subsequent chapters, it is expected that $N_{IDFT} > 12$.

These points serve to validate the choice of employing a Type 1 SEFDM transmitter and its reciprocal at the receiver for the purpose of this thesis. They also motivate the discussion of Chapter 5 which examines the subtle trade-offs between throughput and error performance. These system metrics are determined by the use of oversampling and the fixed-point effects present in a practical environment due to finite arithmetic precision. Finally, the range of values for these latter system parameters, in relation to oversampling and arithmetic precision, are limited by the actual architecture options available to a hardware designer.

### 4.6 Conclusions

This chapter presented the underlying principles of SEFDM systems and discussed practical aspects regarding the modulation and demodulation of such signals. The chapter commenced with a review of spectral efficiency as first described by Shannon in 1948. The spectral efficiency of a conventional single carrier system was compared to that of OFDM which, for a large number of sub-carriers, is identical to that of a single carrier system with the added benefit of robustness against multipath fading and channel delay spread. The notion of time-frequency packing was then explored which lies at the core of spectrally efficient multi-carrier systems sharing the same characteristics.
as SEFDM. It was shown that SEFDM can achieve a greater spectral efficiency than OFDM without error penalties provided the level of bandwidth compression is within certain limits as dictated by $\alpha \geq 0.8$. For $\alpha < 0.8$, SEFDM can achieve an even higher spectral efficiency compared to OFDM, however, this comes at the expense of increased $E_b/N_0$ or degraded BER performance. The significance of these results compared to previous work, is that the claimed bandwidth efficiency gains can be achieved in the real world, for the first time, using a practical detector with tangible computational complexity suitable for hardware implementation.

The attention was then drawn to the application of the DFT in SEFDM systems. Due to the inherently non-orthogonal signals generated using SEFDM, the standard IDFT/DFT operations cannot be directly employed as in OFDM systems. While the IFrFT is based on the IDFT and may be used to generate SEFDM signals, its implementation still does not conform to the standard blocks deployed in existing OFDM systems. However, recent research efforts were cited which have achieved in arranging standard IDFT blocks in unique configurations for use in SEFDM systems.

The next area of interest examined the receiver model defined for an SEFDM system considering an AWGN channel. Two types of modulation/demodulation techniques were identified and described, namely matched filtering and orthonormalisation procedures. It was explained that matched filtering is preferred over orthonormalisation, since the latter technique cannot be implemented using efficient FFT operations and is also vulnerable to numerical errors.

Subsequently, the key challenge encountered in SEFDM systems, specifically the ill-conditioning of the projections or sub-carriers correlation matrix, was studied. The concept of ill-conditioning was explained followed by an account of the reasons it manifests itself in SEFDM systems, as a result of deliberately and counter-intuitively violating the strict orthogonality rule defined for OFDM systems. A method for quantifying the severity of ill-conditioning with the aid of the matrix’s condition number and the machine’s precision was demonstrated. This quantification is paramount, as it deter-
mines the sensitivity of the system to perturbations and thus the accuracy of the results acquired.

Finally, issues of sampling, deliberate aliasing and spectral leakage in DFT based SEFDM systems were addressed, since the potential of employing IDFT/DFT operations to modulate and demodulate non-orthogonal signals is invaluable. This is particularly true in view of the fact that new Fourier transform based algorithms are coming to light, which claim to run even faster than the state-of-the-art FFT and its variants, under certain conditions. One of the latest examples includes the Faster FFT developed by MIT [151]. The diverse trade-offs associated with previously reported SEFDM transmitters in terms of complexity and performance, especially when targeted for hardware implementation, were also discussed.

In conclusion, Chapter 4 provided the impetus for employing SEFDM in the real world. This chapter served as an important introduction to the nature of SEFDM and the research surrounding spectrally efficient systems. Chapter 5 examines the influence of practical design considerations, such as oversampling and fixed-point effects, on the performance of techniques employed to address the detection challenge in SEFDM.
Chapter 5

SEFDM Detection and Practical Considerations

Chapter 4 explained that SEFDM provides the same immunity against channel impairments as OFDM while making better use of the available spectrum. This chapter proceeds to the evaluation of the performance of SEFDM systems in practical scenarios taking oversampling and fixed-point effects into account.

The aim of this investigation is to identify the upper and lower bounds required for SEFDM to perform satisfactorily in the real world, with performance commensurate to that obtained in an ideal environment which assumes full, floating-point precision. A fine trade-off exists between the limited availability of hardware resources and the performance of SEFDM in terms of throughput and BER. As will be revealed, a higher degree of oversampling and a wider dynamic range yield better error performance at the expense of decreased throughput and/or increased resource utilisation, the latter incurring additional hardware costs. Hence, a thorough analysis to quantify these trade-offs is carried out.

To this end, this chapter commences with the preliminaries of SEFDM detection. Section 5.1 describes different linear and iterative detection techniques and compares them according to their complexity and ease of implementation. Section 5.2 shows the
impact of oversampling on the conditioning of the sub-carriers correlation matrix. The
error performance of the detection techniques outlined in Section 5.1 is also compared
for varying levels of oversampling. While iterative techniques offer the best perfor-
ance as standalone detectors, it is explained that TSVD is the preferred method for
hardware realisation, thanks to its more straightforward operation and performance
enhancement when combined with sophisticated algorithms, such as FSD. Finally, Sec-
tion 5.3 studies in detail the effects of finite arithmetic precision and quantisation errors
on the performance of SEFDM systems. A bit-accurate FPGA model of a DFT based
SEFDM transceiver was developed for validating the fixed-point representation of dif-
ferent blocks. This model also serves as a reference for making subsequent hardware
design decisions. A number of detection techniques employed in SEFDM along with
practical design considerations were surveyed by the author and presented at the Lon-
don Communications Symposium (LCS) in 2010 [152].

5.1 SEFDM Detection Techniques

In Chapter 4, the nature, principles and modulation/demodulation techniques of SEFDM
systems were considered. This chapter details the algorithms previously developed for
the detection of SEFDM signals [129] [130].

Fig. 5.1 depicts a practical transceiver comprising three different stages for the
demodulation and detection of SEFDM signals. The first stage is a demodulator, which
may be implemented using orthonormalisation processes or matched filtering. Matched
filtering is preferred since it is the optimum receiving filter and can be realised using
DFT operations. The second involves the use of linear or iterative techniques while
the third stage employs more sophisticated algorithms, such as ML or SD. A snapshot
of the demodulation and detection methods employed in SEFDM is depicted in Fig.
5.2. It is not feasible to evaluate all these schemes from a practical perspective in this
thesis. Hence, the focus shall be on the schemes indicated in the text boxes surrounded
by a thick border line as per Fig. 5.2. The justification for these algorithmic choices
will be explained in the forthcoming analysis and discussion.

This chapter focuses on linear detection methods, in particular ZF and TSVD, while Chapter 7 considers more advanced techniques, such as FSD. Alternative detectors including Selective Equalization (SelE), Minimum Mean Squared Error (MMSE), ML and SD have been explored in previous work [129] [130]. In terms of linear detection, previous results have shown that TSVD outperforms ZF, SelE and MMSE, hence the reason for its subsequent hardware implementation.

The linear detection stage may be substituted by iterative detection, as illustrated by the dotted lines in Fig. 5.3. While the focus in this thesis is on linear and tree-search detection methods, it is worth touching upon iterative techniques considering that an iterative decoding algorithm employing Successive Interference Cancellation (SIC) has been applied in FOMS [51], FTN [153] and GFDM [111]. Furthermore, FOMS systems have considered the use of Decision Feedback Equalisation (DFE) [154], as well as soft cancellation followed by MMSE [155] for signal estimation. Recent work has also demonstrated that iterative detection with soft cancellation can improve the performance of SEFDM systems in terms of BER with a targeted computational complexity [135]. The following subsections examine iterative detection techniques in
addition to the aforementioned linear detection methods and compare their performance in terms of BER, complexity and their suitability for FPGA implementation.

Section 4.2 explained that the SEFDM demodulator is responsible for generating the statistics vector $\mathbf{R}$. Each element of this vector $\mathbf{R}$ is merely a discrete sample which has a value proportional to the energy of the received symbol with the added noise. The task of the detector is to obtain the best possible estimate $\hat{s}$ of each transmitted data symbol, where $\hat{s}$ denotes the estimate of the transmitted signal vector $\mathbf{s}$ after slicing, based on the values of $\mathbf{R}$ and the properties of the sub-carriers correlation matrix $\mathbf{C}$.

Recalling from Eq. 4.22, the linear statistical model for the received SEFDM signal is given by $\mathbf{R} = \mathbf{Hs} + \mathbf{Z}$. Linear detection methods treat this relation as an unconstrained linear estimation problem and thus aim to recover the transmitted symbols by cancelling out the self-created interference. The most popular methods include ZF and MMSE with the former yielding the LS solution. If the estimator matrix used to generate the symbol estimates is $\mathbf{G}$, then the solution to the unconstrained problem
with respect to Eq. 4.22 is given by

$$\hat{s} = GR,$$  \hspace{1cm} (5.1)

with $\hat{s} \in \mathbb{C}^N$, where $\hat{s}$ denotes the unconstrained estimate of the transmitted signal vector $s$ before slicing and $\mathbb{C}^N$ is the set of all complex $N$-tuples assuming a complex constellation scheme is employed, for example 4-QAM. If the constellation scheme contains only real values, such as BPSK, the set $\mathbb{C}^N$ may be reduced to the set $\mathbb{R}^N$.

### 5.1.1 Linear Detection

In this section, linear detection techniques are considered to address the detection challenge in a similar fashion to the work carried out by Kanaras [129] in SEFDM and by Burg [61] in MIMO systems. The solution of Eq. 5.1 is referred to as the unconstrained estimate since it does not take into account that the elements of $s$ can in fact take only the values pertaining to a limited set of constellation points defined in a discrete alphabet $\mathcal{M}^N$. To this end, the problem is constrained by applying a slicing
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operation to each of the entries of $\tilde{s}$ yielding

$$\hat{s} = \lfloor \tilde{s} \rfloor,$$  \hspace{1cm} (5.2)

with $\hat{s} \in \mathbb{Z}^N$ where $\mathbb{Z}^N$ denotes the set of integer $N$-tuples and $\lfloor \cdot \rfloor$ denotes a slicing operator, which rounds the value to the nearest constellation point.

The ZF detector generates symbol estimates by forcing the interference terms to zero. The estimator matrix is given by the Moore-Penrose pseudoinverse \cite{142} of the matrix $H$ describing the self-created interference in SEFDM systems and expressed as

$$G = H^\dagger = (H^H H)^{-1} H^H,$$  \hspace{1cm} (5.3)

recalling from Section 4.2.2 that $H$ may be set to equal the sub-carriers correlation matrix $C$ or the projections matrix $D$.

Taking into account that $H$ is a square $N \times N$ matrix and upon the condition that $H$ is invertible, the Moore-Penrose pseudoinverse is the same as the straightforward inverse, hence Eq. 5.3 becomes

$$G = H^{-1},$$  \hspace{1cm} (5.4)

Based on Eq. 5.4, the ZF estimate is given by

$$\hat{s}_{ZF} = \lfloor H^{-1} R \rfloor = H^{-1} H s + H^{-1} Z = s + H^{-1} Z,$$  \hspace{1cm} (5.5)

which shows that the noise vector $Z$ is multiplied by the inverse of the interference matrix $H^{-1}$. Even though ZF completely eliminates interference, it could potentially amplify the noise to a great extent, especially at points where spectral nulls occur \cite{80}, leading to severe performance degradation. This noise amplification in turn is directly determined by the properties of the interference matrix in terms of its ill-conditioning.

MMSE improves performance over ZF by taking the presence of noise into account with the aim of minimising the total expected error. In this case, the estimator matrix
is given by
\[ G = H \left( HH^H + \frac{\sigma^2}{\sigma_s^2} I \right)^{-1}, \tag{5.6} \]
where \( \sigma^2 \) and \( \sigma_s^2 \) denote the noise and signal power, respectively, while the ratio \( \frac{\sigma^2}{\sigma_s^2} \) represents the inverse of the SNR. Consequently, the MMSE estimate is given by
\[ \hat{s}_{MMSE} = \left[ H \left( HH^H + \frac{\sigma^2}{\sigma_s^2} I \right)^{-1} R \right], \tag{5.7} \]
where the term \( \frac{\sigma^2}{\sigma_s^2} \) adapts the estimate to the noise level. From Eq. 5.7, it should be evident that in a noiseless system, the MMSE estimate reduces to the ZF estimate since the term \( \frac{\sigma^2}{\sigma_s^2} \) will equal zero and the remaining term \( H (HH^H)^{-1} \) will equal the Moore-Penrose pseudoinverse which as explained previously coincides with the straightforward inverse in this case.

Previous work has shown that the ill-conditioning of the interference matrix significantly degrades the estimates generated using the ZF or MMSE detectors [129] [130]. Moreover, when the interference matrix is singular it becomes non-invertible, thus the ZF technique cannot be employed. A technique termed TSVD was therefore proposed by Isam to address this challenge [156].

The TSVD method was considered in the late 1980’s by Hansen to address ill-posed linear LS problems \(^2\) as an alternative to standard regularisation techniques, such as the well-known Tikhonov regularisation [157]. TSVD improves the accuracy of the solution through a process of truncation, in other words by neglecting the smallest singular values which contribute the most to the ill-conditioning of the matrix under consideration.

The steps of the TSVD algorithm, as applied to the SEFDM detection problem, may be summarised as follows:

1. The interference matrix \( H \) is decomposed using the standard SVD algorithm [144]

\(^2\)An ill-posed problem is a problem where the matrix under consideration is ill-conditioned. As demonstrated in [129], the ill-conditioning of the interference matrix in SEFDM systems is due to the singular values of the matrix decaying gradually to zero.
into three matrices $U$, $\Sigma$, $V$ as

$$H = U\Sigma V^H,$$  \hspace{1cm} (5.8)

where the left and right singular matrices $U$ and $V$ are unitary whose columns are the eigenvectors of $HH^H$ and $H^HH$, respectively. The matrix $\Sigma$ is a diagonal matrix containing the singular values of $H$ expressed as

$$\Sigma = diag(\hat{\sigma}_1, \hat{\sigma}_2, ..., \hat{\sigma}_N),$$  \hspace{1cm} (5.9)

where $diag(\cdot)$ denotes a matrix having diagonal form.

The diagonal elements $\hat{\sigma}_i$ of $\Sigma$ appear in descending order as

$$\hat{\sigma}_1 \geq \hat{\sigma}_2 \geq ... \geq \hat{\sigma}_\xi \geq \hat{\sigma}_N,$$  \hspace{1cm} (5.10)

where $\xi$ denotes the truncation index with $\xi \leq N$.

2. The truncation index $\xi$ defines the number of singular values that are considered in the final solution. This is achieved by replacing the smallest $N - \xi$ singular values with zeros. The choice of $\xi$ determines the conditioning of the new matrix $H_{TSVD}$ and thus the accuracy of the acquired solution. Recall from Section 4.3 that the number of ‘small’ singular values is approximately equal to $(1 - \alpha)N$. Based on this fact, the optimum truncation index is given by [156]

$$\xi = \lceil \alpha N \rceil + 1,$$  \hspace{1cm} (5.11)

where $\lceil \cdot \rceil$ denotes the ceiling function, meaning rounding up to the closest integer. Hence, Eq. 5.9 becomes

$$\Sigma_\xi = diag(\hat{\sigma}_1, \hat{\sigma}_2, ..., \hat{\sigma}_\xi, 0, ..., 0),$$  \hspace{1cm} (5.12)
3. Subsequently, the inverse of \( H_{\text{TSVD}} \) is derived as follows

\[
H_\xi = (U \Sigma_\xi V^H)^{-1} = V \Sigma^{-1}_\xi U^H = \sum_{i=1}^{\xi} \frac{v_i u_i^H}{\bar{\sigma}_i},
\]  

(5.13)

where \( v_i \) and \( u_i \) are the column eigenvectors of matrices \( V \) and \( U \), respectively, and \( \Sigma^{-1}_\xi = \text{diag} (1/\bar{\sigma}_1, 1/\bar{\sigma}_2, ..., 1/\bar{\sigma}_\xi, 0, ..., 0) \).

Consequently, it should be evident that the TSVD approach generates an approximate pseudoinverse \( H_\xi \) of the interference matrix \( H \). The truncation of the small singular values renders \( H_\xi \) less sensitive to perturbations yielding a solution with higher confidence levels. The amelioration offered by TSVD over the conventional inverse is illustrated in Fig. 5.4, which shows the amplitudes of the straightforward inverse \( C^{-1} \) and those of the TSVD approximate pseudoinverse \( C_\xi \) with respect to the sub-carriers correlation matrix \( C \) for \( N = 16 \) and \( \alpha = 0.8 \). From Fig. 5.4, it is clear that the distribution and dynamic range of the values in \( C_{\xi,m,n} \) is far more uniform and ‘smoother’ compared to the values in \( C^{-1}_{m,n} \). This yields two benefits; first, the solution employing \( C_\xi \) is more accurate, thus improving BER performance; second, the smaller dynamic range associated with \( C_\xi \) relaxes bit precision requirements, thus favouring a more cost-effective implementation.

5.1.2 Iterative Detection

The ZF and TSVD detection methods introduced in Section 5.1.1 are classified as matrix-multiplication based techniques since they involve a direct multiplication of the statistics vector \( R \) with the inverse or pseudoinverse of the interference matrix \( H \). An alternative method to direct multiplication is back-substitution, which is the fundamental principle underpinning iterative detection techniques.

Kanaras in [129] applied an Iterative Cancellation (IC) method to the projections matrix \( D \) to generate symbol estimates. The form of \( D \) depends on whether GS procedures or Löwdin orthonormalisation has been employed. In the former case, \( D \) is
upper triangular, hence IC can be directly applied. In the latter case, $\mathbf{D}$ is Hermitian, therefore in order to apply the IC method, all elements lying below its main diagonal are forced to zero, in other words $d_{mn} = 0$ for $m > n$, where $d_{mn}$ are the elements of $\mathbf{D}$ with $m, n = 0, ..., N - 1$.

Here, the IC technique$^3$ described in [129] is applied to the sub-carriers correlation matrix $\mathbf{C}$. Recalling from Section 4.3, $\mathbf{C}$ is Hermitian and Toeplitz, hence the upper triangle of $\mathbf{C}$ has to be extracted with the lower triangle forced to zero. Having generated an upper triangular matrix, the symbol estimates can then be obtained via back-substitution. The steps of this process may be summarised as follows:

1. The form of $\mathbf{C}$ is given by

$$
\mathbf{C} = \begin{bmatrix}
\text{diag}(\mathbf{C}) & \text{off-diag}(\mathbf{C}) \\
\text{off-diag}(\mathbf{C}) & \text{diag}(\mathbf{C})
\end{bmatrix}
$$

$^3$Note that this technique is different from the IDSD method proposed in recent work [135] which incorporates soft decision.

Figure 5.4: Amplitude of $\mathbf{C}^{-1}_{m,n}$ (left) and $\mathbf{C}_{\xi m,n}$ (right) ($N = 16, \alpha = 0.8$).
2. The highlighted elements of $C$ are then forced to zero yielding

$$C = \begin{bmatrix}
  c_{\Re e,1,1} + j c_{\Im,1,1} & c_{\Re e,1,2} + j c_{\Im,1,2} & \cdots & c_{\Re e,1,N} + j c_{\Im,1,N} \\
  0 & c_{\Re e,1,1} + j c_{\Im,1,1} & \cdots & c_{\Re e,2,N} + j c_{\Im,2,N} \\
  0 & 0 & \ddots & \vdots \\
  0 & 0 & 0 & c_{\Re e,1,1} + j c_{\Im,1,1}
\end{bmatrix}$$

3. The IC algorithm starts by initialising $\hat{s}_N = \left\lfloor \frac{R_N}{c_{N,N}} \right\rfloor$ where $\hat{s}_N$ is the estimate of the $N^{th}$ transmit symbol, $R_N$ is the $N^{th}$ element of the statistics vector $R$ and $c_{N,N}$ is the $N^{th}$ element of the sub-carriers correlation matrix $C$. Hence, starting from $m = N$, the IC proceeds in a backwards fashion until $m = 1$ with the $m^{th}$ symbol estimate given by

$$\hat{s}_m = \left\lfloor \frac{1}{c_{m,m}} (R_m - \sum_{n=m+1}^{N} c_{m,n}\hat{s}_n) \right\rfloor,$$  \hspace{1cm} (5.14)

As will be illustrated by the simulation results presented in Section 5.2.2, the IC method results in an improved BER over ZF and TSVD. This is due to the fact that IC constrains the symbol estimate on each iteration, in other words it takes into account that each entry of $s$ pertains to a value from a finite set of constellation points $\mathcal{M}$. This is shown in Eq. 5.14 where each symbol estimate $\hat{s}_m$ undergoes a slicing operation prior to being subtracted from the next estimate $\hat{s}_{m-1}$.

The choice of using linear or iterative detection is one which requires careful consideration as it is associated with complex trade-offs. The two key metrics are complexity and error performance, hence the aforementioned detection schemes are evaluated in terms of these metrics in the following sections.

### 5.1.3 Complexity Order and Implementation Aspects of Linear and Iterative Detection

SEFDM increases multiplexing gain with respect to an OFDM system by permitting the use of more sub-carriers in the default OFDM bandwidth. This gain, however,
comes at the expense of complex signal processing at the receiver which is required in order to separate the sub-carriers suffering from self-created ICI. A linear increase in the number of sub-carriers results in a more than linear increase in the complexity order of both the demodulation and detection stages.

A demodulator employing GS or Löwdin orthonormalisation has the same complexity order as a conventional analogue multi-carrier system equal to $O(N^2)$. The matched filter technique addressed this issue by substituting these processes with DFT operations, thus allowing the use of the FFT algorithm reducing the complexity order to $O(N \log_2 N)$.

The linear detection methods explored in Section 5.1.2 involve matrix inversion or decomposition. Analytical tools like MATLAB, generally apply Gaussian elimination to compute the inverse of a matrix, such as the computation required in the LS solution of the ZF estimate. The TSVD detector uses the standard SVD matrix decomposition method to generate an approximate inverse. In both cases, the order of complexity is assumed to be cubic $O(N^3)$ [129] [61]. The inverted matrix is then multiplied by the statistics vector $R$, which implies that the total number of multiplications amounts to $N^2$. The slicing operator acts as a simple threshold detector, therefore its complexity is considered to be negligible compared to the complexity of the prerequisite matrix operations.

Conversely, IC techniques operate on upper triangular matrices, where the total number of multiplications equals $\frac{N}{2}(N + 1) \approx \frac{N^2}{2}$, which is less than the number of multiplications required for the ZF or TSVD techniques. IC requires the inversion of only the diagonal elements of the matrix.

At first, it may appear that IC is the preferred method over linear detection. Both linear and iterative schemes present different challenges with varying trade-offs. The choice depends on the specific technology adopted to implement these algorithms in practice. FPGAs offer significant performance gains over conventional DSPs provided that their parallel processing capabilities are leveraged. The benefits and drawbacks of
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using linear or iterative detection are as follows:

• **Linear detection**: The fundamental difficulty in this case lies in the inversion of the sub-carriers correlation matrix $C$ which has a large dimension equal to $N \times N$ and is also complex-valued which instantly doubles the dimension of the problem to $2N \times N$. The computational complexity associated with the inversion or decomposition of matrices is often prohibitive in wireless systems [80]. $C$ in SEFDM systems is deterministic and has constant values for a given configuration of $N$ and $\alpha$. Thereby, the elements of $C^{-1}$ only need to be generated once, a process which can take place offline, and subsequently stored in block memories. The computation of the symbol estimates is then a straightforward complex-valued matrix multiplication between $R$ and $C^{-1}$. The default number of words required for the storage of the elements pertaining to $C^{-1}$ is $N^2$. Matrix multiplication can be implemented efficiently through the concurrent execution of multiple multiply-accumulate operations using FPGAs. The main pitfall of this configuration is that it requires a high bit precision to represent the input values and intermediate results adequately without the risk of overflow.

• **Iterative detection**: IC alleviates the need for matrix inversion which means that the results suffer less from round-off errors. The performance of IC largely depends on the correctness of the first symbol decoded since any errors during the initial stages of the algorithm’s execution will propagate through the iterative process and could potentially lead to severe BER degradation. While IC relaxes bit precision requirements, thanks to the slicing operation applied to each symbol estimate on every iteration, it does require a cascaded architecture which hinders parallel processing. One possible solution to this issue is to decompose the entire iteration process into a single step. In FPGA terms, this decomposition would necessitate combinatorial logic, which is generally avoided as it increases the load on the clock severely limiting the maximum achievable clock frequency.
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Based on the above, in practice, linear detection algorithms can be implemented in a more straightforward manner compared to iterative techniques. Assuming that the preprocessing of the SEFDM interference matrix which requires inversion can be executed efficiently offline, the FPGA realisation of ZF and/or TSVD can be achieved easily using several Multiplier-Accumulator Units (MAUs) configured in parallel. Even though the performance of iterative techniques may be improved by introducing ordering schemes into the original (unordered) algorithm, this ordering will incur additional processing overhead complicating the design of receiver architectures.

The work and literature on SEFDM detection is abundant from a theoretical perspective, albeit less has been accomplished to date in terms of practical application. The final hurdle remains in rendering the developed algorithms suitable for hardware implementation. To this end, the first task is to optimise the algorithms at an algorithmic level to yield tangible computational complexity. This is particularly true for the more sophisticated algorithms, such as FSD. The second task involves optimisation at the circuit level, where the aim is to strike a balance between the available resources of the device in use, the maximum achievable clock frequency and the minimum pipelined latency. The ultimate goal is to minimise area and/or resource utilisation while concurrently meeting system requirements in terms of throughput and error performance.

5.1.4 Maximum Likelihood and Sphere Decoding

As a preface to Chapter 7, the optimum and quasi-optimum schemes considered to address the detection challenge in SEFDM are discussed briefly. It is well known that ML is the optimum detector for achieving the theoretical error performance. The detection problem in this case may be expressed as follows

\[ \hat{s}_{ML} = \arg \min_{s \in \mathcal{M}^N} \| R - HS \|^2, \]  

which translates into finding the vector symbol \( \hat{s} \) from all possible transmitted vector symbols \( s \in \mathcal{M}^N \) that minimises the Euclidean distance, in other words the vector
symbol that has most likely been transmitted. Assuming that complex Gaussian noise has been added to each symbol and that all transmitted vector symbols have equal probability of occurring, the ML algorithm searches over the entire set \( s \in \mathcal{M}^N \) to find \( \hat{s} \). Hence, it is evident that this hinders a practical implementation of ML.

The ill-conditioning of the interference matrix in SEFDM systems is analogous to the ill-conditioning of the channel matrix in MIMO systems. Inspired by the techniques adopted in MIMO, SD was examined thoroughly [129] as a more viable solution for recovering SEFDM signals successfully with tolerable error penalties since it reduces the ML solution to a problem of polynomial complexity. The SD algorithm applied to the SEFDM detection challenge [129] follows similar principles to the one described by Hassibi and Vikalo [158], which in turn is based on the concept of lattice decoding as described by Viterbo in the early 1990’s [159]. SD solves the same problem as ML, yet in this case, the search plane is limited to an N-dimensional hypersphere, whereby only the vector symbols that lie within this hypersphere are considered as possible solutions. Thereby, Eq. 5.15 becomes

\[
\hat{s}_{SD} = \arg \min_{s \in \mathcal{M}^N} \|R - Hs\|^2 \leq g, \quad (5.16)
\]

where \( g \) is a scalar denoting the radius of the sphere which is centred around the statistics vector \( R \). SD is classified as a tree-search algorithm because the constellation points refer to the nodes of the tree and the algorithm is executed by traversing the levels and branches of the tree until a complete path is found.

The conventional SD algorithm has a variable computational complexity which changes according to the noise in the channel and the properties of the interference matrix. Consequently, the complexity could potentially approach that of ML, thus rendering the SD algorithm inapt for hardware implementation. For this reason, variants of the SD algorithm which fix its complexity have been proposed with the most popular ones being the K-best decoder as described by Wong [160] and the Fixed Complex Sphere Decoder (FCSD) as described by Barbero [161] with application in MIMO sys-
tems. The FSD presented in Chapter 7 and described by Isam [130] is based on similar principles, however, in contrast to the FCSD, i) it uses RVD, and ii) the number of nodes searched is common for all tree levels, contrary to the FCSD where the number is variable.

In conclusion, this discussion showed that research in MIMO systems is highly relevant to SEFDM systems. The processing of the channel matrix in MIMO is of equal significance [61] to the processing of the interference matrix in SEFDM. The principal difference, alas one of great importance, is that the dimension of the system in MIMO, proportional to the number of input and output antennas, is typically much smaller compared to the dimension of the system in SEFDM, the latter expressed in terms of the number of sub-carriers employed. Recalling the fact that a linear increase in system size results in a higher than linear increase in receiver complexity, it should come as no surprise that the detection challenge in SEFDM is more difficult to harness.

5.2 SEFDM Performance Gains through Oversampling

In this section, the gains that may be obtained through oversampling are explored. Standard communication systems employ oversampling in order to acquire an accurate picture of the underlying waveform, in other words the sampling rate is ordinarily much higher than twice the highest frequency component in order to catch all signal variations [91]. Classic oversampling techniques are achieved via interpolation of the time domain signal, which usually entails two steps; first, the signal is upsampled, which involves adding zeros between each sample; second, the signal is filtered according to a specific interpolation technique, such as linear and spline methods. Here, oversampling is carried out by zero padding the sub-carriers matrix $\Phi$ and its conjugate $\Phi^H$, or equivalently the IDFT and DFT blocks at the transmitting and receiving ends. It is therefore assumed that the interference matrix is oversampled by the same factor $\rho > 1$.

Table 5.1 shows the effect of oversampling on the projections matrix $D$. As explained in Section 4.3, the eigenvalue ratio $\frac{\lambda_{\text{max}}(D)}{\lambda_{\text{min}}(D)}$ was used as a measure of the condi-
Figure 5.5: Condition number $\kappa(C)$ for increasing oversampling factors and different values of $N$ and $\alpha$.

The values shown for $\rho = 1$ match the values presented$^4$ in Table 5.1 in [129]. From Table 5.1 in this work, it is clear that oversampling can significantly improve the conditioning of $D$. This improvement will be reflected and quantified in Section 5.2.2, which compares the error performance of SEFDM detection techniques for different oversampling values. Table 5.2 corroborates the results presented in Table 5.1 by comparing the condition numbers for the sub-carriers correlation matrix $C$ in the absence and presence of oversampling.

Fig. 5.5 depicts the value of the condition number for the sub-carriers correlation matrix $C$ according to the value of $\rho$ for a varying number of sub-carriers $N$ and bandwidth compression $\alpha$. Without loss of generality, Fig. 5.5 shows that for $\rho > 2$ the performance gain is marginal. Consequently, from this point onwards, only oversampling factors with $\rho \leq 2$ shall be considered.

$^4$D in this work corresponds to M in [129].
Table 5.1: Ratio $\frac{\lambda_{\text{max}}(D)}{\lambda_{\text{min}}(D)}$ of the projections matrix $D$ for different $N$, $\alpha$, and $\rho$.

<table>
<thead>
<tr>
<th>$N, \rho$</th>
<th>$\alpha$</th>
<th>0.7</th>
<th>0.75</th>
<th>0.8</th>
<th>0.85</th>
<th>0.9</th>
<th>0.95</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 8$</td>
<td>$\rho = 1$</td>
<td>4.25</td>
<td>3.93</td>
<td>2.12</td>
<td>1.60</td>
<td>1.07</td>
<td>1.07</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>2.23</td>
<td>1.71</td>
<td>1.39</td>
<td>1.19</td>
<td>1.07</td>
<td>1.02</td>
<td>1</td>
</tr>
<tr>
<td>$N = 16$</td>
<td>$\rho = 1$</td>
<td>33.90</td>
<td>14.71</td>
<td>6.97</td>
<td>3.60</td>
<td>2.03</td>
<td>1.28</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>32.00</td>
<td>7.888</td>
<td>24.46</td>
<td>8.59</td>
<td>3.42</td>
<td>1.58</td>
<td>1</td>
</tr>
<tr>
<td>$N = 24$</td>
<td>$\rho = 1$</td>
<td>290.11</td>
<td>78.88</td>
<td>24.46</td>
<td>8.59</td>
<td>3.42</td>
<td>1.58</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>2554.80</td>
<td>435.30</td>
<td>88.20</td>
<td>323</td>
<td>50.67</td>
<td>14.71</td>
<td>1</td>
</tr>
<tr>
<td>$N = 32$</td>
<td>$\rho = 1$</td>
<td>2554.80</td>
<td>435.30</td>
<td>88.20</td>
<td>323</td>
<td>50.67</td>
<td>14.71</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>50.67</td>
<td>14.71</td>
<td>435.30</td>
<td>88.20</td>
<td>323</td>
<td>50.67</td>
<td>1</td>
</tr>
<tr>
<td>$N = 40$</td>
<td>$\rho = 1$</td>
<td>144</td>
<td>31.12</td>
<td>8.98</td>
<td>3.42</td>
<td>1.72</td>
<td>1.14</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>31.12</td>
<td>8.98</td>
<td>3.42</td>
<td>1.72</td>
<td>1.14</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.2: Condition number $\kappa(C)$ of matrix $C$ for different $N$, $\alpha$ and $\rho$.

<table>
<thead>
<tr>
<th>$N, \rho$</th>
<th>$\alpha$</th>
<th>0.7</th>
<th>0.75</th>
<th>0.8</th>
<th>0.85</th>
<th>0.9</th>
<th>0.95</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 8$</td>
<td>$\rho = 1$</td>
<td>1918</td>
<td>439.26</td>
<td>102.16</td>
<td>25.91</td>
<td>7.29</td>
<td>2.75</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>281</td>
<td>79.48</td>
<td>24.53</td>
<td>8.52</td>
<td>3.46</td>
<td>1.70</td>
<td>1</td>
</tr>
<tr>
<td>$N = 16$</td>
<td>$\rho = 1$</td>
<td>$1.17 \cdot 10^8$</td>
<td>5090500</td>
<td>214020</td>
<td>8377</td>
<td>293.76</td>
<td>11.11</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>753080</td>
<td>48794</td>
<td>3465.7</td>
<td>270.88</td>
<td>25.01</td>
<td>3.49</td>
<td>1</td>
</tr>
<tr>
<td>$N = 24$</td>
<td>$\rho = 1$</td>
<td>$1.05 \cdot 10^{13}$</td>
<td>$8.93 \cdot 10^{10}$</td>
<td>$7.18 \cdot 10^8$</td>
<td>4895200</td>
<td>25329</td>
<td>84.17</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>$2.52 \cdot 10^9$</td>
<td>38734000</td>
<td>671150</td>
<td>12858</td>
<td>277.75</td>
<td>8.75</td>
<td>1</td>
</tr>
<tr>
<td>$N = 32$</td>
<td>$\rho = 1$</td>
<td>$1.18 \cdot 10^{16}$</td>
<td>$2.32 \cdot 10^{15}$</td>
<td>$2.8 \cdot 10^{12}$</td>
<td>$3.45 \cdot 10^9$</td>
<td>2733500</td>
<td>1033.4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>$9.09 \cdot 10^{12}$</td>
<td>$3.33 \cdot 10^{10}$</td>
<td>$1.42 \cdot 10^8$</td>
<td>677460</td>
<td>3615.3</td>
<td>25.67</td>
<td>1</td>
</tr>
<tr>
<td>$N = 40$</td>
<td>$\rho = 1$</td>
<td>$1.78 \cdot 10^{16}$</td>
<td>$1.06 \cdot 10^{16}$</td>
<td>$7.34 \cdot 10^{15}$</td>
<td>$2.63 \cdot 10^{12}$</td>
<td>$3.27 \cdot 10^8$</td>
<td>12965</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\rho = 2$</td>
<td>$1.52 \cdot 10^{16}$</td>
<td>$2.95 \cdot 10^{13}$</td>
<td>$3.11 \cdot 10^{10}$</td>
<td>37377000</td>
<td>50068</td>
<td>83.69</td>
<td>1</td>
</tr>
</tbody>
</table>
5.2.1 Noise Model and Simulation Methodology

The simulation methodology adopted throughout this thesis has the following characteristics:

- The source data is generated using a uniform random number generator, whereby the probability of sending a zero is equal to the probability of sending a one.
- The bits are mapped to symbols using either BPSK or 4-QAM unless otherwise stated. In the case of 4-QAM, it is assumed that Gray coding is employed, thus ensuring that only one bit changes between adjacent symbols. The theoretical BER for 4-QAM is identical to the theoretical BER for BPSK since 4-QAM may be regarded as being equivalent to two independent BPSK signals transmitted on the In-Phase (I) and Quadrature (Q) channels.
- The number of bits processed is approximately equal to $10^{\text{Desired BER}}$.
- The channel is linear and discrete-time.
- The channel is time-invariant.
- The only source of error is due to AWGN, hence the errors are truly random with nil probability of burst errors occurring.
- The BER simulations compare and contrast the results in terms of $\frac{E_b}{N_0}$ penalty, in other words the additional power required to achieve the same BER.
- It is assumed that the receiver has perfect knowledge of the interference matrix $H$ at all times under all conditions and that decisions yielding symbol estimates are made strictly based on the received amplitude of the noisy signal.

For the cases where fixed-point effects are incorporated in the analysis, the following assumptions are made in addition:
• The arithmetic operations take into account practical sampling factors, limited
dynamic range leading to quantisation noise, as well as round-off errors that occur
during the computations.

• The error floor is taken to be the sum of the AWGN and the quantisation noise.

The theoretical BER probability for BPSK is given by [162]

\[ P_e = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{E_b}{N_0}} \right), \]  

where \( P_e \) denotes the probability of error and \( \text{erfc} \) is the complementary error function.

Taking into account that \( P_e \) is inverse proportional to the Euclidean distance between
symbols, it should be evident that BPSK gives the lowest BER for any signal since
the symbols are antipodal. For the special case where 4-QAM is employed with Gray
coding, the probability of error is given by the same formula specified for BPSK in
Eq. 5.17. For the general case, however, where higher order modulation schemes are
considered, the higher density of the points in the constellation will render the system
more susceptible to errors. In SEFDM, the self-created interference also means that
the performance of BPSK-SEFDM is superior to 4-QAM-SEFDM in terms of BER.

Recalling from Section 4.2.1, the discrete-time SEFDM signal at the modulator’s
output when no oversampling is used is expressed as \( x(m) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} s_n e^{j2\pi m n/N} \),
therefore the corresponding average signal power is given by

\[ S_{\text{avg}} = \frac{\|x\|^2}{N}, \]  

(5.18)

For a conventional digital system, the average signal power is defined as \( S_{\text{avg}} = E_b R_b \), where \( R_b \) is the bit rate of the system. For a multi-carrier system, such as
SEFDM, the transmission rate per sub-carrier is equal to \( R = \frac{R_{ds}}{N} = \frac{R_b}{N \log_2 M} \). Solving
for \( E_b \) yields

\[ E_b = \frac{S_{\text{avg}}}{RN \log_2 M} = \frac{S_{\text{avg}} T}{N \log_2 M}, \]  

(5.19)
Subsequently, the noise spectral density is given by

\[ N_0 = \frac{E_b}{10^{\frac{N_0}{10}}} = \frac{S_{avg}T}{N \log_2 M 10^{\frac{N_0}{10}}}, \quad (5.20) \]

where the ratio \( \frac{E_b}{N_0} \) is expressed in decibels. \( N_0 \) is the one-sided Power Spectral Density (PSD) of the noise. It has been shown [129] that the received statistics in SEFDM has a Gaussian distribution with zero mean and variance \( \sigma^2 \). The noise variance is computed by multiplying the one-sided PSD by the noise bandwidth, the latter being equal to half the sampling frequency for a real signal [87]. For a complex signal, each of the I and Q components are bandlimited to half the sampling frequency using two separate transmit filters. Based on the above, the noise variance may be expressed as

\[ \sigma^2 = N_0 \frac{f_s}{2} = \frac{S_{avg}T}{N \log_2 M 10^{\frac{N_0}{10}}} \frac{f_s}{2} = \frac{S_{avg}NT_s}{N \log_2 M 10^{\frac{N_0}{10}}} \frac{1}{2T_s} = \frac{S_{avg}}{2 \log_2 M 10^{\frac{N_0}{10}}}. \quad (5.21) \]

### 5.2.2 Numerical Results

The numerical results presented in this section are empirical and aim to corroborate the trade-offs identified in earlier parts of this work with regard to the performance gains offered by different receiver schemes and system parameters. These results also serve as a baseline reference for the design decisions and choices made during the hardware implementation of selected detection algorithms. A theoretical explanation of the observations made is beyond the scope of this thesis. The reader is referred to [129] and [130] for an authoritative analytical account of the fundamental principles supporting the forthcoming arguments and conclusions. All the results are averaged over 10,000 randomly generated SEFDM symbols unless otherwise stated.

While the work in this thesis focuses on ZF and TSVD techniques, the remaining detection methods are provided for comparison purposes. Hence, the detection schemes considered in this section include the following:

- **Matched Filtering (MF)**: The symbol estimates are given by \( \hat{s}_{MF} = [R] = \)
\[ \Phi^H r \] where \( r \) is a vector representing discrete time samples of the received signal having propagated through an AWGN channel.

- **Matched Filtering followed by Zero Forcing (MF-ZF):** The symbol estimates are given by \( \hat{s}_{ZF} = [C^{-1}R] \).

- **Demodulation using Iterative Modified Gram Schmidt (IMGS) processes [129] followed by Zero Forcing (IMGS-ZF):** The symbol estimates are given by \( \hat{s}_{ZF_{IMGS}} = [D^{-1}R] \).

- **Matched Filtering followed by Truncated Singular Value Decomposition (MF-TSVD):** The symbol estimates are given by \( \hat{s}_{TSVD} = [C\xi R] \).

- **Matched Filtering followed by Iterative Cancellation (MF-IC):** The symbol estimates are given by \( \hat{s}_{IC} = \hat{s}_m \) with \( m = 1, ..., N \) and
  \[
  \hat{s}_m = \left[ \frac{1}{c_{m,m}} (R_m - \sum_{n=m+1}^{N} c_{m,n} \hat{s}_n) \right].
  \]

- **Demodulation using Iterative Modified Gram Schmidt processes followed by Iterative Cancellation (IMGS-IC):** The symbol estimates are given by \( \hat{s}_{IC_{IMGS}} = \hat{s}_m \) with \( m = 1, ..., N \) and \( \hat{s}_m = \left[ \frac{1}{d_{m,m}} (R_m - \sum_{n=m+1}^{N} d_{m,n} \hat{s}_n) \right] \).

- **Demodulation using Löwdin processes [129] followed by Iterative Cancellation (Löwdin-IC):** The symbol estimates are given by \( \hat{s}_{IC_{Löwdin}} = \hat{s}_m \) where \( \hat{s}_m = \left[ \frac{1}{l_{m,m}} (R_m - \sum_{n=m+1}^{N} l_{m,n} \hat{s}_n) \right] \), with \( m = 1, ..., N \) and where \( l_{m,n} \) denotes the elements of the Hermitian matrix generated using the Löwdin orthonormalisation process.

- **Matched Filtering followed by Minimum Mean Squared Error (MF-MMSE):** The symbol estimates are given by \( \hat{s}_{MMSE} = \left[ C \left( CC^H + \frac{\sigma^2}{\sigma_s^2} \mathbf{I} \right)^{-1} R \right] \).

Fig. 5.6 shows that for BPSK, the IC schemes using MF or Löwdin orthonormalisation offer the best and commensurate error performance. For SNR regimes where \( \frac{E_s}{N_0} \geq 14dB \), the IC method employing IMGS approaches the performance of TSVD and
MMSE. A significant observation from Fig. 5.6 is that MF on its own can provide the same if not better BER performance than both TSVD and MMSE. This is an important result as it allows the latter two detection stages illustrated in Fig. 5.1 to be completely bypassed, thus converging to the architecture and subsequent complexity of a conventional OFDM demodulator.

Fig. 5.7 illustrates the results when 4-QAM is employed instead of BPSK. Here, the varying performance for different SNR regimes is more prominent. For $\frac{E_b}{N_0} \leq 10dB$, the best performance is offered by MF-IC and Löwdin-IC followed by TSVD, MF and MMSE. For $\frac{E_b}{N_0} > 11dB$, IMGS-IC outperforms all other techniques.

Figs. 5.6 and 5.7 demonstrate that the choice of a suitable detection scheme is not trivial and is largely dependent upon the system requirements of the application under consideration. The following paragraphs will show that different system parameter settings, in terms of the number of sub-carriers, the bandwidth compression level and the oversampling factor, may give rise to diverse trade-offs in system performance, in
terms of BER, bandwidth savings and throughput. For example, in Figs. 5.6 and 5.7, the oversampling factor was set to $\rho = 2$. This setting, however, translates to a 50% reduction in effective throughput, which is very undesirable as it constitutes a significant penalty in modern communication systems demanding ever-increasing data rates.

Fig. 5.8 illustrates the BER performance when only MF is employed. This configuration actually corresponds to FOFDM which is a special case of SEFDM with $\alpha = 0.5$. When no oversampling is used ($\rho = 1$), the performance improves as the number of sub-carriers is increased and reaches the theoretical OFDM performance when $N \geq 256$. This can be attributed to the fact that a larger number of sub-carriers acts as ‘virtual’ oversampling for the lower sub-carrier frequencies in the multiplexed time domain SEFDM signal. This concept resembles the increase in spectral efficiency proportional to the increase in the number of sub-carriers explored in Chapter 4.

To further support this argument, Fig. 5.9 depicts the BER of BPSK-SEFDM
Figure 5.8: BER of matched filtering for BPSK with varying $N$ ($\alpha = 0.5$ and $\rho = 1$).

in proportion to the oversampling factor for a different number of sub-carriers and bandwidth compression levels\(^5\). From Fig. 5.9, a number of important observations can be made. First, if employing BPSK then only FOFDM is capable of achieving the theoretical BER. In the case of FOFDM, if a small number of sub-carriers is employed ($N = 8$) then oversampling can significantly improve error performance. Conversely, oversampling does not offer any gain for a large number of sub-carriers ($N = 128$). If FOFDM is not employed, in other words $\alpha \neq 0.5$, then an oxymoron occurs since a small number of sub-carriers actually yields better error performance than a large number of sub-carriers. In this case ($\alpha \neq 0.5$), oversampling offers a marginal improvement in performance for $\rho > 2$, especially for decreasing values of $\alpha$.

Having evaluated BPSK, the attention is now shifted to 4-QAM. Fig. 5.10 shows the BER performance of the three best detection schemes identified in Fig. 5.7 depending on the SNR regime under consideration, namely MF-TSVD, IMGS-IC and MF-IC. The

\(^5\)For the results where $E_b/N_0$ has been set to a fixed value, the number was chosen to be 8dB given that this level of power is required to achieve an error rate of $10^{-4}$ as illustrated in Fig. 4.3.
Figure 5.9: BER of matched filtering for BPSK with increasing $\rho \left(\frac{E_b}{N_0} = 8dB\right)$.

difference in Fig. 5.10 is that the performance is evaluated for different oversampling factors. From Fig. 5.10, it is evident that when $\rho < 1$, the error performance is very poor for all three schemes. This would correspond to the case where the number of time samples $Q$ is less than the number of sub-carriers $N$ with the aim of increasing the effective data rate with respect to an OFDM system. Fig. 5.10 also shows that doubling the sampling rate, in other words $\rho = 2$, significantly improves the performance of MF-TSVD and IMGS-IC, especially for higher SNR regimes, whereas the gain is small for MF-IC.

Fig. 5.10 illustrates that IMGS-IC can outperform MF-TSVD, albeit the number of sub-carriers is small with $N = 8$. From Fig. 5.11, it is obvious that the performance of IMGS-IC degrades rapidly with an increase in the number of sub-carriers for low SNR regimes ($\frac{E_b}{N_0} = 8dB$), and for $N > 12$ it has inferior performance even to MF. Fig. 5.11 also shows that the oversampling gain is reduced as $N$ is increased, which is in accordance with the results obtained for BPSK depicted in Fig. 5.9. Setting $\rho = 2$
ameliorates the performance of MF-TSVD for \( N \leq 12 \) and overall results in a ‘less fluctuating’ performance for this particular detection scheme.

Fig. 5.12 shows the performance of the same aforementioned detectors for varying \( \alpha \) when a small number of sub-carriers is employed (\( N = 8 \)). From Fig. 5.12, it is evident that oversampling with \( \rho = 2 \) improves the BER performance of IMGS-IC in all cases, that of MF-TSVD for \( \alpha \geq 0.65 \), and that of MF and MF-IC for \( \alpha \geq 0.75 \). Furthermore, for \( \alpha \geq 0.75 \), IMGS-IC offers the best error performance while for \( \alpha < 0.75 \), MF-TSVD and MF-IC outperform the remaining detection methods.

The simulation was repeated for \( N = 16 \) with the results depicted in Fig. 5.13. From Fig. 5.13, it is evident that IMGS-IC rapidly loses its competitive advantage for \( \alpha < 0.9 \). Furthermore, for \( \alpha \leq 0.85 \), MF-TSVD approaches the performance of MF-IC, which in turn offers the best performance amongst all detectors for \( \alpha \leq 0.85 \).

Figs. 5.12 and 5.13 demonstrate that the performance of MF-TSVD is inferior to the alternative detection schemes for \( \alpha \geq 0.8 \) and \( \alpha \geq 0.9 \), respectively. This may be
Figure 5.11: BER of different detection schemes for varying $N$ ($\alpha = 0.8, \frac{E_b}{N_0} = 8dB$).

Figure 5.12: BER of different detection schemes for varying $\alpha$ with $N = 8$ ($\frac{E_b}{N_0} = 8dB$).
attributed to the fact that the truncation of the singular values in the TSVD matrix is dictated by both $N$ and $\alpha$ which for certain cases means that the TSVD $C_\xi$ will be commensurate with the straightforward inverse of the sub-carriers correlation matrix $C^{-1}$, the latter used during the computation of the ZF solution. For example, for $N = 8$ and $\alpha = 0.8$, $\xi = \left\lfloor 8 \cdot 0.8 \right\rfloor + 1 = 8$, and for $N = 16$ and $\alpha = 0.9$, $\xi = \left\lfloor 16 \cdot 0.9 \right\rfloor + 1 = 16$. Consequently, in such cases as these two examples, no truncation occurs and therefore the error performance of MF-TSVD is identical to the error performance of MF-ZF, which as shown in [129] is inferior to IC for $N = 8$ and $N = 16$.

The results in this section also demonstrated that the performance of MF-IC is similar to the performance of Lowdin-IC. Closer examination reveals that the properties of the projections matrix generated using L"owdin orthonormalisation are similar to the properties of the sub-carriers correlation matrix $C$ in that the amount of signal energy transferred to the interfering terms is less in L"owdin compared to IMGS. This point is exemplified by Kanaras (Fig. 3.10 in [129]) who shows that the size of the norm
of the diagonal elements decreases linearly in Löwdin and exponentially in IMGS with a reduction in the value of α, hence explaining the cause of the rapid performance degradation of IMGS-IC shown in Figs. 5.12 and 5.13.

To conclude this section, it is clear that oversampling can improve error performance, particularly for $N \leq 16$ and $\alpha \geq 0.8$, at the expense of reduction in effective throughput. The reasons for pursuing the hardware implementation of TSVD over alternative, in some cases better, detection schemes include the following:

- At the time of development, most of the theoretical work had focused on linear detection schemes, such as ZF, MMSE and TSVD, whereas studies on iterative techniques were minimal.

- After careful consideration, it was decided that the implementation of TSVD with the aid of block memories would be more straightforward compared to the architecture of iterative techniques. In addition, using block memories had the potential to leverage the parallel processing capabilities of FPGAs while freeing up valuable logic resources which would otherwise be required in IC to control the feedback loops.

- The intended hardware design of the TSVD detector would enable the receiver to switch instantly to using ZF, the latter being the optimum detector in a noiseless environment, without altering the FPGA architecture and with the aid of a simple and virtually costless Multiplexer (MUX).

- Finally, as illustrated in Fig. 5.14, the hybrid TSVD-FSD detector, which is examined in detail in Chapter 7, was found to outperform all other hybrid and non-hybrid detectors, thereby rendering TSVD the preferred choice for hardware realisation.
Figure 5.14: BER of hybrid and non-hybrid detection schemes for $\rho = 1$ (left sub-plot) and $\rho = 2$ (right sub-plot) ($N = 16$, $\alpha = 0.8$, FSD tree width $W = 16$).

5.3 Influence of Finite Word Lengths on the Performance of SEFDM Systems

Section 5.2 looked at the effects of oversampling on the performance of SEFDM systems. In this section, the impact of finite arithmetic precision on SEFDM performance is studied. Algorithm designers prefer floating-point representation over fixed-point since the former is capable of supporting a wider range of real numbers while obviating scaling operations which are normally required in fixed-point arithmetic. Many hardware details are often hidden from algorithm designers with the most crucial one being the limited arithmetic precision of real-time devices, such as DSPs and FPGAs, which is fixed at manufacturing (DSPs) or design (FPGAs) time. In addition, floating-point arithmetic is far more expensive in terms of area and power compared to fixed-point arithmetic [163].

To this end, a number of key issues are examined in this section including the upper
number precision limit offered by MATLAB, the conversion of floating-point values to fixed-point, as well as bit scaling. These issues in turn directly determine the choice of system parameters for hardware implementation, as expounded in Chapter 6. The aim is to establish a relationship between the design requirements and the system parameters to yield an error-free system assuming a noiseless environment.

In SEFDM systems, finite word length effects have to be considered at two stages, namely the modulation-demodulation stage and the detection stage. Here, a simulation based search is employed to identify the minimum bit precision required for different system sizes, bandwidth compression levels, oversampling factors and modulation schemes without compromising performance. While the modulation scheme does not affect the bandwidth requirement, for complex modulation schemes like 4-QAM, the amplitude of the signal will determine the required bit resolution to mitigate quantisation noise. Results show that the choice of the scaling factor for the conversion of a floating-point value to a fixed-point value, in particular for the modulation-demodulation stage, is paramount for the correct decoding of the original data.

5.3.1 Floating-point to Fixed-point Conversion

Up until now, all simulations were carried out on standard computer terminals which have floating-point processing units and plentiful resources to execute computations with a high precision, usually 64 bits in line with the IEEE-754 double precision format yielding results with a high accuracy. Yet, devices that use fixed-point representation, such as DSPs, FPGAs, D/A and A/D converters, have reduced precision capabilities. Hence, it is essential to identify the optimum word length which will allow the system to operate correctly without intolerable errors. First, the terminology commonly encountered in fixed-point applications is outlined:

- **Accuracy**: This metric refers to the correctness of the result, in terms of its difference to the theoretical prediction.

- **Precision**: Ordinarily, precision refers to the variance of the results, in other
words the distribution of the results for a number of repetitions. In this context, precision refers to the number of bits used to represent the data values.

- **Dynamic Range**: The dynamic range is defined as the ratio of the maximum to the minimum amplitude.

The most common format for representing decimal values by their binary equivalent is *two’s complement*\(^6\). If the bit precision is denoted by \( \beta \), then the range of the corresponding two’s complement values is given by \(-2^{\beta} \leq \chi \leq 2^{\beta-1} - 1\), where \( \chi \) is an integer number \( \chi \in \mathbb{Z} \). The equivalent binary representation is given by \( \chi_B = b_{\beta-1}, ..., b_1, b_0 \), where \( b_{\beta-1} \) and \( b_0 \) are referred to as the Most Significant Bit (MSB) and Least Significant Bit (LSB), respectively. For two’s complement numbers, the MSB denotes the sign bit while the remaining bits correspond to the absolute value of the number. Since the decimal numbers encountered in this work are floating-point, the first step involves scaling all the numbers by the same factor in order to convert them to integers, which are inherently fixed-point, while making full use of the available bit precision. This scaling factor is determined by the device’s resolution, as well as the largest magnitude in a set of \( Q \) data elements \([\chi_1, ..., \chi_Q]\) with \( \chi_{max} = \max(|\chi_1|, ..., |\chi_Q|) \). Starting with the definition for the maximum positive value of a two’s complement number \( \chi_{max} = 2^{\beta-1} - 1 \), the required bit precision to sufficiently represent all elements in the data set may be computed as follows

\[
\chi_{max} = 2^{\beta-1} - 1 \Leftrightarrow \chi_{max} + 1 = 2^{\beta-1} \Leftrightarrow \beta - 1 = \log_2(\chi_{max} + 1) \Leftrightarrow \beta = \log_2(\chi_{max} + 1) + 1.
\]

Eq. 5.22 assumes that the elements in the data set are integers. To include the scenario where \( \chi \) is any real number, in other words \( \chi \in \mathbb{R} \) and thus inherently floating-point,

---

\(^6\)Two’s complement representation allows the same hardware to be employed for addition and subtraction, in addition to having a single representation for zero, in contrast to the conventional *sign and magnitude* format [164].
Eq. 5.22 may be rewritten to compute the minimum required precision as

$$\beta_{\text{min}} = \lceil \log_2(\chi_{\text{max}} + 1) \rceil + 1. \quad (5.23)$$

In communication systems, the available precision is usually dictated by the resolution of the D/A and A/D converters located at the transmitter and receiver front-ends. Maximum precision is acquired when the full dynamic range of the signals is matched to the resolution of the converters. Conversely, if the range of a signal exceeds the range of the converter, an overflow occurs which may give rise to errors. If the available bit precision is denoted by $\beta_{bx}$ with $\beta_{bx} \geq \beta_{\text{min}}$, then in order to leverage the device’s resolution without the risk of overflow, all elements in the data set have to be scaled by a factor equal to $2^\gamma$ where $\gamma = \beta_{bx} - \beta_{\text{min}}$. This results in the worst-case scaling factor, in the sense that the maximum possible dynamic range of the data for an available precision $\beta_{bx}$ is exploited while concurrently ensuring that no overflows occur.

The importance of selecting an appropriate scaling factor cannot be overemphasized. As demonstrated during the verification of an FPGA based SEFDM transmitter [165], the bit scaling value has a significant impact on the accuracy of the fixed-point results with respect to the analytical, floating-point results, the latter deemed to be ideal. An in-depth investigation revealed that the scaling used for the rotation matrix of the FPGA transmitter was too high causing the fixed-point data to diverge significantly from the floating-point results. These observations are corroborated in related work (Fig. 3 in [165]) showing that decreasing the bit scaling value from eight bits to six bits leads to a reduction in error.

Two key drawbacks with fixed-point representation is its limited dynamic range and the fact that the hardware designer has to keep track of the scaling applied at different stages of a design. An intermediate solution between fixed-point and floating-point representation is block-floating-point representation. Block-floating-point can support a wide dynamic range comparable to floating-point representation, however, the underlying operations are realised using fixed-point arithmetic, hence combining
the best of both worlds [166]. This is achieved by setting the mantissa equal to that of the input and tracking the scaling automatically using a block exponent. Block-floating-point is suitable for applications demanding a large dynamic range without incurring the high costs required for conventional floating-point arithmetic.

5.3.2 Quantisation Errors

Ordinarily, the process of quantisation refers to the conversion of an analogue signal with infinite precision to a digital signal with finite precision. This reduction in word length leads to round-off errors, known as quantisation errors or quantisation noise. The impact of quantisation noise depends on the resolution of the quantiser, which is measured as one part in $2^{\text{BitResolution}}$. To guarantee successful recovery of the transmitted data, the received sampled and quantised signal must match the original signal at the corresponding sampling instants.

This work does not deal with analogue signals, nevertheless, the precision used for the computer based simulations is considered to be high enough to resemble an analogue signal. In MATLAB, the precision depends on the length of the mantissa, which for double precision is equal to 52 bits. This can be confirmed by running the command `eps` which gives approximately $2 \cdot 10^{-16}$ and is equal to $2^{-52}$. This resolution, known as the quantisation step and denoted by $\Delta$, represents the smallest possible difference between numbers and determines the error in arithmetic operations. Thanks to its higher internal precision, MATLAB can support floating-point numbers between approximately $1.7977 \cdot 10^{308}$ down to $2.2251 \cdot 10^{-308}$ offering over 600 orders of magnitude dynamic range.

For a real-time hardware implementation, it is hard to achieve this level of precision. Consequently, finite word length effects need to be carefully accounted for which may otherwise degrade system performance. Fixed-point arithmetic is commonly associated with two types of errors; first, quantisation errors, which are caused by the rounding of the results due to the finite bit precision available to represent the data; second,
propagation errors, which pertain to the accumulation of rounding errors during intermediate stages of the computations carried out potentially giving useless results [167].

Bit width optimisation has to take both types of errors into account.

The quantisation error, proportional to the quantisation step size $\Delta$, may be expressed as

$$e_q = (\chi_i)_q - \chi_i,$$  \hspace{1cm} (5.24)

where $\chi_i$ represents the $i^{th}$ unquantised data sample and $(\chi_i)_q$ the $i^{th}$ quantised data sample. Quantisation errors are uniform and i.i.d. in nature [166].

The standard performance metric for evaluating quantisers is the Signal-to-Quantisation-Noise Ratio (SQNR), expressed in $dB$ as $SQNR = 10\log_{10}\frac{Signal}{Quantisation\,Error}$. With reference to Eq. 5.24, the SQNR is given by

$$SQNR = \frac{E\{\chi^2\}}{E\{e^2_q\}},$$  \hspace{1cm} (5.25)

where $E\{\cdot\}$ denotes statistical expectation [168].

The two most popular quantisation methods are convergent rounding and truncation which are also included in Xilinx Intellectual Properties (IP) cores [169]. Convergent rounding assumes that the sample values fall in the centre of the quantisation step $\Delta$, hence the maximum value of $e_q$ will be given by $\frac{\Delta}{2}$ and is mathematically expressed as

$$E\{e_q\} = \int_{-\frac{\Delta}{2}}^{\frac{\Delta}{2}} e_q \frac{1}{\Delta} \, de = 0.$$

The corresponding variance of the quantisation error is given by

$$E\{e^2_q\} = \int_{-\frac{\Delta}{2}}^{\frac{\Delta}{2}} e^2_q \frac{1}{\Delta} \, de = \frac{\Delta^2}{12}.$$  \hspace{1cm} (5.27)

If truncation is employed instead of convergent rounding, the aforementioned assump-
tion no longer holds. When using truncation, the fractional bits are ignored, thus Eq. 5.26 and Eq. 5.27 become

\[ E_{e_q} = \int_{-\Delta}^{0} e_q \frac{1}{\Delta} de = -\frac{\Delta}{2}, \]  

(5.28)

and

\[ E_{e_q^2} = \int_{-\Delta}^{0} e_q^2 \frac{1}{\Delta} de = \frac{\Delta^2}{3}. \]  

(5.29)

From the above results, it is evident that convergent rounding results in zero mean with a smaller variance compared to truncation. In principle, the former technique is preferred since it minimises noise variance [169]. In practice, rounding calls for additional hardware resources, while in many cases, techniques like dithering also have to be applied to randomise the error and avoid introducing a bias. Truncation on the other hand has zero cost in hardware. Conclusively, quantisation and rounding constitute paramount design decisions since they have a direct impact on resource utilisation and error performance. The ultimate goal is to represent the data with the highest accuracy required to meet design targets using the minimum number of bits possible. This is the subject of Section 5.3.3.

### 5.3.3 FPGA Modelling and Simulation

To evaluate the influence of finite word length effects on the performance of SEFDM systems, an FPGA model of a DFT based SEFDM transceiver was created. In particular, a bit-accurate FFT C model provided by Xilinx [170], which generates identical output data to the structural IP core entailed in the subsequent hardware implementation described in Chapter 6, is incorporated in the SEFDM simulation platform. Furthermore, the Fixed-Point Toolbox \textsuperscript{TM} in MATLAB is used allowing the designer to configure a number of parameters including the input word lengths, the word lengths of the resultant products, sums and accumulations, the rounding mode and the overflow mode.
The aforementioned behavioural model may appear as restricting flexibility compared to generic, fixed-point models. Nonetheless, this model serves as the best possible approximation for the purpose of functional verification, as it partially emulates the FPGA device considering that the FFT C model behaves in the same manner as the actual hardware module. The overall model is well-suited for validating the fixed-point representations and yielding realistic estimates of the bit precision and dynamic range required for correct system operation. Where conventional floating-point operations are carried out, which are included for comparison purposes, it is assumed that double-precision arithmetic is employed.

**Simulation based Search**

The results presented in Section 5.3.4 assume that all data values are represented in fixed-point format with computations carried out using fixed-point arithmetic. A prerequisite is to determine the optimum bit widths required at different stages of an SEFDM transceiver to guarantee comparable accuracy provided by corresponding floating-point operations.

Identifying the optimum bit widths usually translates to finding the minimum bit widths yielding the desired level of accuracy. The method adopted here is simulation based search as depicted in Fig. 5.15. Even though crude, this method is the most straightforward process for establishing the best solution since it carries out an exhaustive search of all possible bit widths. The main pitfall of this method is that it can prove to be very time-consuming with the execution time increased in proportion to the number of parameters varied.

A key advantage of employing optimum bit widths in an FPGA design is the fact that a reduction in bit resolution can significantly reduce area and power consumption while simultaneously increasing the maximum achievable clock frequency. Although simulation based search is a laborious task, a designer can reap its benefits during the subsequent hardware implementation. Alternative techniques could be considered
in future, such as model based optimisation, which significantly reduce computation time by creating adaptive models with the aid of behavioural profiling which predicts output errors and optimises bit widths accordingly. Examples include the Grid Steepest Descent (GSD) and Accelerated GSD algorithms [167].

Xilinx FFT bit-accurate C model

As presented in Chapter 4, techniques have been developed which allow the modulation and demodulation of SEFDM signals using DFT operations. The DFT in turn can be computed efficiently using the FFT algorithm as implemented in deployed OFDM systems. Here, a bit-accurate C model of the LogiCORE\textsuperscript{TM} IP FFT provided by Xilinx [171] is employed, which is based on the well-known Cooley-Tukey FFT algorithm [172].

The Xilinx FFT module supports both fixed-point and single-precision floating-point input data. Nonetheless, the latter is very expensive in terms of FPGA resources, as it essentially uses a much higher precision fixed-point FFT internally. For this reason, fixed-point format is used with the data samples represented as signed two’s complement numbers while the bit precision supported ranges between eight and 34 bits. Recall
that two’s complement fixed-point input numbers may be represented as

\[
\Upsilon = -\beta_{bx}^{-1} + \sum_{k=0}^{\beta_{bx}-2} b_k 2^{-(\beta_{bx}-1)+k},
\]

(5.30)

where \(\Upsilon\) is the IFFT or FFT input data which takes values in the range \(-1.0 \leq \Upsilon < 1.0\), \(\beta_{bx}\) is the number of bits used to represent \(\Upsilon\) in two’s complement number format and \(b_k\) is the \(k^{th}\) bit of \(\Upsilon\) when expressed in binary format with \(k = \beta_{bx}-1, \ldots, 0\). The binary point is fixed to the right of the MSB irrespective of the bit width \(\beta_{bx}\). As a sanity check, the decimal value of \(\Upsilon\) having converted it to the required fixed-point format is given by \(\chi \cdot 2^{-\beta_{bx}-1}\). For example, if \(\chi = -54\) and \(\beta_{bx} = 8\), the two’s complement equivalent with the binary point at position zero is given by \(\chi_{tc} = 11001010\). If the binary point is now shifted to the right of the MSB, the equivalent decimal value will be given by \(\Upsilon = -0.421875\).

Scaling and round-off errors must be accounted for carefully in FFT arithmetic operations. The scaling of the input data and the size of the FFT have a direct impact on the output dynamic range and hence SNR [164]. To acquire an in-depth understanding of the effect of the input data width on the dynamic range, the reader is referred to the relevant datasheets provided by Xilinx [171]. If the input values are complex, the numbers processed during the FFT computation may potentially give rise to larger numbers. A scaling strategy must therefore be employed to accommodate the dynamic range expansion. The Xilinx FFT IP core offers three different options for managing scaling, namely full-precision unscaled arithmetic, scaled fixed-point arithmetic and block-floating-point arithmetic.

This work uses full-precision unscaled arithmetic, as it is the most straightforward implementation and it accounts for the worst-case scenario for bit growth [171]. In the general case, the maximum word growth is given by \(1 + (r - 1)\sqrt{2}\) where \(r\) is the radix decomposition factor, which in turn implies a maximum bit growth of \(\lceil \log_2(1 + (r - 1)\sqrt{2}) \rceil\). The factor \(\sqrt{2}\) accounts for the potential bit growth in magni-
Figure 5.16: Scaling and rounding options at different stages of a Xilinx FFT IP core.

titude when the input is complex, such as $1 + j$, and the vector is rotated by 45 degrees yielding $\sqrt{1^2 + j^2} \approx 1.414$. In this work, it is assumed that all butterfly stages use Radix-2 decomposition, yielding an output bit precision equal to $\beta_{ba} + \log_2(N_{FFT}) + 1$. The +1 bit increase warrants the potential growth when complex inputs are employed. The $\log_2(N_{FFT})$ bit increase is attributed to the fact that an $N_{FFT}$-point FFT using Radix-2 decomposition has $\log_2(N_{FFT})$ butterfly stages, whereby each stage could potentially cause the result to grow by one bit if the adder was to add two full-scale values.

The round-off errors that occur in fixed-point FFT arithmetic operations depend on a number of factors. First, the transform’s properties including its length, in terms of the number of points employed, its type, being either Decimation In Time (DIT) or Decimation In Frequency (DIF), as well as the algorithm employed to execute the transform, all contribute to different round-off errors. Very large block length FFTs can give problems because of the large number of butterfly operations that are cascaded [173]. Second, the resolution available at different stages of the transceiver determines the risk of overflows. Internally, this depends on the bit resolution used for the butterfly stages and the storage of intermediate results which together govern the magnitude of the errors propagated. Externally, the bit resolution is dictated by the specifications of the D/A and A/D converters employed. Last but not least, the numbering format and the rounding strategy also have an impact on round-off errors with rounding necessitated when the magnitude of a result requires a higher bit resolution than the available bit precision.

In summary, a hardware engineer has to consider fixed-point effects at various stages
of a design, as illustrated in Fig. 5.16, which illustrates the scaling and rounding decisions that need to be made when using the Xilinx FFT IP core. For this particular core, the following parameters have to be configured:

- **Input data scaling**: This is determined based on Eq. 5.23 and defines the required bit precision to accurately represent the input data.

- **Architectural choices**: The Xilinx tools offer the user several design options; first, the transform architecture with a choice of burst or pipelined design; second, the choice of unscaled or scaled output data, the latter requiring a scaling strategy; third, the option of applying truncation or convergent rounding to the results. These choices in turn dictate the trade-off between error performance, which is affected by round-off errors, throughput, which depends on the overall latency of the design, and resource requirements.

- **Output data bit resolution**: The number of bits taken forward usually depends on the resolution of the D/A converter, and in this case, on the configuration of the FFT module at the receiver. If the output bit width is too long, it can be truncated by either i) extracting directly the desired number of LSBs from the unscaled output, or ii) Shifting the result to the right, which is equivalent to dividing by a power of two, followed by extraction of the desired number of LSBs. The choice depends on the dynamic range of the output data, which in turn is dictated by the scaling of the input data.

An in-depth investigation of all the different scaling options and their trade-offs is beyond the objectives of this work. To simplify the forthcoming performance evaluation presented in Section 5.3.4, full-precision unscaled arithmetic is adopted for the simulation of the Xilinx FFT C model which guarantees zero overflows. Thereby, the only used-defined parameter is the scaling of the data at the input of the IFFT which has a direct impact on the dynamic range of the output data, the required resolution of the D/A and A/D converters and subsequently the bit width of the data samples at
the input of the FFT. The hardware designer has the option of extracting the LSBs or any custom bit range per se of the IFFT and FFT outputs provided that the number of extracted bits is sufficient to accurately represent the data.

**Fixed-point Representation for Matrix Elements**

Recalling from Section 4.4, since \( \mathbf{R} \) is equivalent to a fraction of the FFT output samples, the quantisation of \( \mathbf{R} \) is inherited from the quantisation properties of the Xilinx FFT block. The scaling used for the IFFT and FFT blocks at the transmitter and at the receiver, respectively, represents the scaling for the modulation and demodulation stages. Recall that linear detection involves the multiplication of \( \mathbf{R} \) with the inverse of the sub-carriers correlation matrix \( \mathbf{C} \), the latter computed either directly yielding \( \mathbf{C}^{-1} \) or via TSVD giving \( \mathbf{C}_\xi \). Therefore, for the detection stage, the fixed-point representation of \( \mathbf{R} \) and \( \mathbf{C}^{-1} \) or \( \mathbf{C}_\xi \) has to be taken into account.

While the fixed-point evaluation in Section 5.3.4 is carried out in a noiseless environment and thus uses ZF as the detection technique, the hardware implementation presented in Chapters 6 and 7 considers the operation of an SEFDM transceiver in an AWGN environment. For this reason, the current section examines and compares the dynamic range and scaling requirements of both \( \mathbf{C}^{-1} \) and \( \mathbf{C}_\xi \) matrices as they influence the design of the overall FPGA architecture.

One of the key challenges encountered during the generation of the ZF or TSVD estimate is the computation of the inverse or the pseudoinverse of \( \mathbf{C} \) attributed to its unbounded dynamic range [61]. This is illustrated in Fig. 5.17 which depicts the dynamic range, denoted by \( DR \), for both \( \mathbf{C}^{-1} \) and \( \mathbf{C}_\xi \). Here, the dynamic range is calculated as the ratio of the maximum to the minimum absolute value amongst all elements (of both real and imaginary parts) of \( \mathbf{C}^{-1} \) and \( \mathbf{C}_\xi \).

It would be impractical to represent every element of these matrices in a dedicated hardware implementation. Consequently, the values need to be converted to fixed-point format using a finite number of bits, which inevitably results in certain values being
either truncated or saturated. Fig. 5.18 shows the maximum values of the real part of $C^{-1}$ for different values of $N$, $\rho$ and $\alpha$. Similar magnitudes are observed for the imaginary part of $C^{-1}$. These maximum values $A_{max}$ dictate the minimum number of bits $\beta_{min}$ required to represent the highest value without saturation.

The top sub-plot in Fig. 5.18, indicates that the maximum value of $C^{-1}$ increases exponentially according to the reduction in spacing between the sub-carriers. The lower sub-plot in Fig. 5.18, shows that for a gradual reduction in $\alpha$ by 10%, approximately ten additional bits are required each time when $N = 16$. When $N = 8$, this bit requirement is reduced to approximately half. In Section 5.2, it was shown that oversampling ameliorates the condition number and improves the performance of SEFD M detection schemes in an AWGN environment. This is reflected in Fig. 5.18, which demonstrates that oversampling reduces the maximum values of $C^{-1}$ and thus relaxes the bit precision requirements.

Fig. 5.19 depicts the maximum values for the TSVD matrix $C_\xi$. Thanks to the truncation of the small singular values, the highest value is very small compared to $C^{-1}$ and fairly constant across the values of $\alpha$. The sudden peaks observed for $\alpha = 0.8$ and $\alpha = 0.9$ are due to the fact that the particular combinations of $N$ and $\alpha$, corresponding
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Figure 5.18: Maximum values and minimum required bits for $C^{-1}$.

to these peaks, result in the ZF and TSVD matrices being commensurate.

Fig. 5.20 compares the distribution of the elements pertaining to the real and imaginary parts of $C^{-1}$ and $C_\xi$ for $N = 16$ and $\alpha = 0.8$ having sorted the elements in ascending order of absolute values. Fig. 5.20 illustrates that the two matrices exhibit similar trends with regard to the distribution of their elements. Notwithstanding, the maximum value for $C^{-1}$ is almost four orders of magnitude higher compared to the maximum value of $C_\xi$.

Hence, the question arises as to what happens when a finite number of bits are used to represent these matrix elements? To answer this question, the minimum number of bits required to represent the highest value of $C^{-1}$ in Fig. 5.20 is considered first. In this case, this corresponds to $\beta_{\text{min}}(C^{-1}) = 15$ bits. Subsequently, the elements of $C^{-1}$ and $C_\xi$ are scaled up and rounded, based on this bit precision, yielding the results illustrated in Fig. 5.21. It is clear that the curves shown in Fig. 5.21 are in accordance with the curves illustrated in Fig. 5.20, nevertheless, the small values that are less than one are truncated in the scaled and rounded versions.

The key objective during any hardware implementation is to acquire the highest accuracy using the least number of bits possible. Fig. 5.22 demonstrates the impact a
Figure 5.19: Maximum values and minimum required bits for $C_\xi$.

Figure 5.20: Distribution of the matrix elements pertaining to $C^{-1}$ and $C_\xi$ ($N = 16$, $\alpha = 0.8$).
reduction from 24 bits down to eight bits has on the distribution of the elements in $C_\xi$ (note that only the real part is shown in Fig. 5.22, however, the results are applicable to the imaginary part too). A reduction in bit precision causes the distribution of the elements to diverge from the original, floating-point version, however, the lower sub-plot in Fig. 5.22 shows that the trends are very similar.

Conversely, the impact of a reduction in bit precision is more severe for $C^{-1}$. As shown in Fig. 5.23, reducing the number of bits from 24 down to eight causes the matrix values to saturate very rapidly compared to the values for $C_\xi$ in Fig. 5.22. This saturation in turn could give rise to significant numerical errors, thus degrading BER performance. Nonetheless, as discussed in Section 5.2, TSVD is the best performing sub-optimum linear detector in an AWGN environment, hence the results presented in this section are particularly relevant to the FPGA implementation of TSVD described in Chapter 6.
Figure 5.22: Comparison of the scaled distribution for different bits for $C_\xi$.

Figure 5.23: Comparison of the scaled distribution for different bits for $C^{-1}$.
5.3.4 Numerical Results

The fixed-point evaluation presented in this section is achieved by simulating the FPGA behavioural model described in Section 5.3.3 in a noiseless environment, thus any errors that occur are strictly due to quantisation noise. The inner product of $\mathbf{R}$ with $\mathbf{C}^{-1}$ is computed using fixed-point operations. The results of ZF detection are used to determine the optimum bit widths recalling that ZF is the optimum detection technique in SEFDM when no noise is present. Since this evaluation aims to identify the worst-case scaling, all possible data symbol combinations are considered in a similar fashion to a maximum length Pseudo Random Binary Sequence (PRBS). The number of different parameter combinations is limited in this evaluation for the following reasons:

1. In addition to the default SEFDM system parameters, such as the number of sub-carriers $N$, the bandwidth compression level $\alpha$, the oversampling factor $\rho$ and the modulation scheme (BPSK or 4-QAM), additional parameters have to be taken into account like the IFFT module’s input bit width, as well as the bit precision used to represent the elements of the straightforward or TSVD matrix inverse.

2. The time required to carry out fixed-point computations in MATLAB is significantly longer compared to conventional floating-point operations, especially when simulating the Xilinx FFT C model. In particular, the Xilinx FFT C model takes on average 0.05 seconds for a complete execution, which is 2,500 times slower compared to the execution of the native MATLAB $\text{fft}$ function, that takes on average $2 \cdot 10^{-5}$ seconds to execute.

3. The previous point, in conjunction with the fact that all possible data symbol combinations are examined, results in an overly extended simulation time. For example, for $N = 16$ and BPSK, the number of different combinations is equal to $2^{16} = 65,536$, which is over a factor of six greater than the average number of random SEFDM symbols simulated in an AWGN environment which is typically 10,000. The tedium of fixed-point simulation is exemplified by the fact that a one-
off simulation for a single set of the aforementioned parameters for 65,536 SEFD M symbols takes approximately 2.5 hours to complete on a machine equipped with an Intel Core i7 processor running at 2.89 GHz and with 4 Giga Bytes (GB) of Random Access Memory (RAM).

In the following figures, $\gamma_F$ denotes the amount of scaling necessitated at the input of the Xilinx IFFT module at the transmitter’s end to yield zero errors, expressed in terms of bit precision. In a similar fashion, $\gamma_C$ denotes the amount of scaling necessitated when converting the matrix inverse elements to fixed-point format. For example, the default values of BPSK symbols are $+1$ and $-1$. Without scaling, these values would require one bit to represent the magnitude, plus an additional bit serving as the sign bit. If scaling is applied, these values are multiplied by a power of two, thereby increasing the IFFT module’s output dynamic range rendering the signal more immune to quantisation errors. The subsequent discussion considers only the bit precision required to represent the magnitudes of the data values and assumes that in practice, an extra bit would be made available to differentiate between positive and negative numbers.

Fig. 5.24 compares the required bit precision for BPSK and 4-QAM when eight sub-carriers are employed. Overall, 4-QAM requires a higher $\gamma_F$ than BPSK, especially for high bandwidth compression levels ($\alpha < 0.7$). In both cases, a reduction in frequency spacing leads to a quasi-exponential increase in $\gamma_F$. Conversely, $\gamma_C$ is fairly constant for both BPSK and 4-QAM, though a slightly higher $\gamma_C$ is required for 4-QAM. Fig. 5.24 also shows that oversampling results in marginal improvement, especially for higher values of $\alpha$.

Fig. 5.25 compares the bit precision requirements when the number of sub-carriers is doubled. First, it is clear that doubling $N$ from eight to 16 requires more than double the number of bits to yield zero errors. Fig. 5.25 also indicates that no value of $\gamma_F$ was found for $\alpha \leq 0.6$ when $N = 16$. This is attributed to the limitations of the Xilinx IFFT and FFT modules. In this case, the size of the Xilinx IFFT and FFT modules has been set to $N_{FFT} = 64$ (the reason for this value is expounded in Chapter 6).
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Figure 5.24: Bit precision requirements to yield zero errors for $N = 8$.

Figure 5.25: Bit precision requirements to yield zero errors for BPSK.
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Figure 5.26: Error performance due to quantisation noise for BPSK with $N = 16$.

This implies a bit growth of $6 + 1 = 7$ bits, to account for complex multiplications too, recalling that full-precision unscaled arithmetic is adopted for this evaluation. In view of the fact that the input bit precision of both the IFFT and FFT modules is limited to a maximum of 34 bits [171] of which one bit is reserved for the sign bit and another for preventing overflow (for example, $\lceil \log_2(2^5 + 1) \rceil = 6$), it should be evident that the maximum value for $\gamma_F$ at the input of the IFFT module cannot exceed 25 bits. This is illustrated in Fig. 5.26. An attempt to find a value for $\gamma_F$ when $\alpha = 0.6$ and $N = 16$ was carried out by scaling down the IFFT outputs by $N_{FFT}$. In other words, the dynamic range of the IFFT module’s output was reduced by six bits causing the abrupt jump seen in Fig. 5.26 when increasing $\gamma_F$ from 25 to 26 bits (red curve with circle markers). Unfortunately, even this downscaling of the values did not yield a value for $\gamma_F$ which would generate zero errors for the set $\alpha = 0.6, N = 16, \rho = 2$. Fig. 5.26 also corroborates the results presented in Fig. 5.25, as indicated by the $\gamma_F$ values for the set $\alpha = 0.7, N = 16, \rho = 1$.

Figs. 5.27 and 5.28 depict the error performance due to quantisation noise when BPSK is employed for eight sub-carriers. It is evident, that the bit precision requirements increase significantly when $\alpha < 0.8$. In this latter case ($\alpha < 0.8$), oversampling
Figure 5.27: Error performance due to quantisation noise for BPSK with \( N = 8 \) and \( \rho = 1 \).

ameliorates the error performance. Similar error performance trends are demonstrated for 4-QAM in Fig. 5.29.

To conclude, it is worth pointing out that in certain cases, a lower value for \( \gamma_F \) can be traded with a higher value for \( \gamma_C \). For example, in Fig. 5.24, the bit precision requirements for \( \alpha = 0.7, \rho = 2 \) are given by \( \gamma_F = 6, \gamma_C = 2 \). The results acquired via simulation demonstrated that for the same set of system parameters, no errors would occur for \( \gamma_F = 4, \gamma_C = 3 \). Hence, in this case, increasing \( \gamma_C \) relaxes the requirements for \( \gamma_F \). In practice, this may prove to be an attractive scenario, since \( \gamma_F \) usually dictates the resolution of the D/A and A/D converters, whereas the additional bit required for the scaling of the matrix elements can be accommodated much more efficiently in FPGA fabric. Finally, the improvements noticed when oversampling is employed, may be attributed to the fact that oversampling translates to observing multiple samples of the same symbol, thereby reducing the uncertainty of a received symbol [174].
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Figure 5.28: Error performance due to quantisation noise for BPSK with $N = 8$ and $\rho = 2$.

Figure 5.29: Error performance due to quantisation noise for 4-QAM ($N = 8$, $\alpha = 0.5$, $\rho = 2$).
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5.4 Conclusions

This chapter examined the performance of SEFDM systems taking into account practical aspects, such as oversampling and finite word length effects. The chapter commenced with an overview of different detection techniques applied in SEFDM, with a particular emphasis on linear and iterative detectors.

Subsequently, the performance gains that could be acquired via oversampling were considered. It was found that oversampling can improve the conditioning of the sub-carriers correlation matrix, thus ameliorating BER performance in an AWGN environment. For the special case where $\alpha = 0.5$ (Fast OFDM) and the modulation scheme is BPSK, MF on its own can achieve the optimum solution provided that the number of sub-carriers is sufficiently high ($N > 100$) or an oversampling factor of at least $\rho \geq 2$ is used when $N$ is small (for example, when $N = 8$). For all other cases, it was shown that MF followed by IC outperforms all remaining detection schemes, especially for low SNR regimes ($E_b/N_0 < 10dB$). With regard to linear detection methods, TSVD was found to outperform ZF and MMSE, rendering the technique the best performing method after MF-IC. Notwithstanding, subsequent chapters in this thesis examine hybrid detectors combining linear detection techniques with more sophisticated algorithms, such as FSD. Consequently, preliminary results presented in this chapter illustrated that TSVD followed by FSD outperforms the remaining hybrid detection methods. Therefore, TSVD was chosen as the preferred method for generating a first estimate of the original transmitted symbols.

The final part of this chapter looked at the effects of finite arithmetic precision on the performance of SEFDM systems. A number of issues including floating-point to fixed-point conversion, numerical accuracy, bit precision and dynamic range were discussed. An FPGA behavioural model was used to evaluate the trade-offs between bit precision and quantisation errors. The minimum bit precision required to yield an error-free system in a noiseless environment was identified and compared for different values of $N$, $\alpha$ and $\rho$. This evaluation further revealed the limitations of the FPGA IP
cores provided by Xilinx with respect to the maximum supported bit precision. The impact of the finite number of bits available in dedicated hardware on the representation of matrix elements was also considered. It was determined that a small number of bits, for example eight bits, has an important but non-detrimental effect on the distribution of values in the TSVD matrix. Conversely, the effect was found to be a lot more severe for the straightforward ZF matrix inverse.

In conclusion, oversampling ameliorates the performance of SEFDM systems as a result of observing more samples of the same received symbol. Oversampling also relaxes bit precision requirements since the quantisation noise is spread over a wider range of samples for the same number of data symbols. However, in all cases, proper scaling is required to avoid overflow while concurrently leveraging the available bit precision to optimise the output dynamic range.
Chapter 6

Implementation of Linear Detection Techniques

Chapters 4 and 5 were devoted to reviewing the design specifications of an SEFDM transceiver and the implications these have on hardware requirements. A common challenge encountered in real-world scenarios is that simulation results are not always in accordance with results acquired via practical experimentation [163]. There are two key reasons for this discrepancy; first, it is hard to predict the exact behaviour of the target device, whose results may vary due to hardware non-idealities, such as clock jitter and temperature variations; second, the normalisation employed may not be identical for both simulation and experimentation.

Hitherto, no particular methodology has been adopted to predict the true silicon complexity and real-time performance of the developed algorithms under consideration. This calls for a hierarchical analysis, design and implementation process. To this end, Section 6.1 presents the basics of FPGA devices followed by a description of the hardware platform and prototyping methodology in Section 6.2. The steps required to take an algorithm from concept through to its final FPGA realisation are set forth. Section 6.3 details the hardware design of ZF and TSVD techniques using FPGAs. The main purpose of this section is to evaluate the feasibility and performance of the TSVD de-
tector for use in practical SEFDM applications. This is the first time a hardware design for the TSVD algorithm has been devised using VHDL to run on FPGAs. Results show excellent fixed-point performance comparable to existing floating-point computer based simulations. The optimum parameters required to achieve this outcome combined with their effect on system performance are also identified.

Having presented the FPGA design considerations, Section 6.3.2 considers the FPGA implementation of the aforementioned SEFDM detection methods. This is particularly important given that FPGA and VLSI approaches for SEFDM transmitters have been the subject of related work [175] [176]. Furthermore, VLSI implementations of FTN transceivers have also come to light [177]. This final part demonstrates that the performance of an FPGA based TSVD hardware receiver is comparable to that obtained from the modelling carried out by Isam [156], thereby verifying, for the first time, the practicability of TSVD detection. The impact of finite FPGA resources against performance gain is also examined.

The research in this chapter was presented at multiple conferences including the IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC) in 2011 [178] and 2012 [179], as well as the London Communications Symposium (LCS) in 2011 [180].

6.1 FPGA Preliminaries

Contrary to general-purpose processors, such as Central Processing Units (CPUs), Graphics Processing Units (GPUs) and DSPs, which are designed to execute a set of instructions in a sequential manner, FPGAs are programmable logic devices with dedicated hardware circuitry allowing multiple operations to be evaluated\(^1\) concurrently thanks to their unique parallel execution capabilities. An FPGA consists of switching matrices which route the signals between the different programmable logic blocks on

\(^1\)An FPGA is programmed to evaluate logical functions instead of carrying out sequential computations as a general-purpose processor.
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the device, hence programming an FPGA is essentially equivalent to “architecting a circuit” [181]. FPGAs are becoming increasingly popular because:

- They are capable of delivering throughputs comparable to multi-core CPUs and GPUs at a fraction of the cost and power [163].
- They favour reconfigurable designs, which in turn are often modular, thus allowing easier expansion and upgradability.
- They include dedicated clock control circuitry allowing the system to run at any rate [182].
- All bit widths are parameterisable, thus saving resources and allowing the hardware designer to select any custom bit precision depending on the application requirements. In contrast, processor based systems are bound to specific bit widths, for example 8-, 16-, 32- and more recently 64-bit precision, thereby severely limiting flexibility [163].

The key drawback of FPGAs is that they do not perform well for floating-point operations, however, the advent of the latest Xilinx Virtex 7 devices is likely to change the scene [163]. In current devices, carrying out floating-point arithmetic usually translates to employing fixed-point arithmetic with a much higher precision which can be very expensive in terms of resources and restricts the maximum achievable clock frequency. Chapter 5 demonstrated that the main pitfall associated with fixed-point arithmetic is its narrow dynamic range. FPGAs can overcome this challenge via dynamic bit growth at appropriate stages in the signal processing chain [181], a feature attributed to their programmable logic nature. In support of this argument, recall from Section 5.3 that fixed-point arithmetic allows the implementation of a design that provides sufficient numerical accuracy without the costly resources and power required for an equivalent floating-point design.

The upper bound on the performance of an FPGA based system is limited by the availability of finite hardware resources, referred to as the FPGA fabric, the maxi-
mum achievable clock frequency and the processing latency [183]. FPGA resources are broadly categorised into i) general-purpose slices, also known as Configurable Logic Blocks (CLBs), ii) dedicated digital signal processing slices, which are prebuilt blocks designed to execute fundamental arithmetic operations in a highly efficient manner and are thus known as embedded multipliers or DSP Slices, iii) Block Random Access Memories (BRAMs) used to store large data sets. CLBs comprise Flip-Flops (FFs) and Look Up Tables (LUTs). The former are simply binary shift registers, whereas LUTs act as truth tables stored in memory generating a specific output for a predefined set of inputs. FFs and LUTs constitute the fundamental building blocks of FPGA devices.

Embedded multipliers allow hardware designers to harness the computational power of FPGA devices. In this work, they are employed to carry out FFT operations and matrix operations involving complex multiplications. The remaining fabric is allocated to performing auxiliary system tasks, such as command and control, achieved with the aid of Finite State Machines (FSMs), which in turn are implemented using LUTs and MUXs. FFs serve as delay nets while BRAMs are commonly used to construct First In First Out (FIFO) memories, the latter acting as buffers given that the output data rates may be much higher than the available communication bandwidth. The choice of DSP Slices or CLBs is largely determined by the intended application or in this work by the complexity of the algorithm to be implemented in hardware. The use of embedded multipliers prevails when performance optimisation is paramount. Conversely, if a more cost-efficient design is sought, DSP Slices may be substituted by general-purpose blocks, such as ‘shift and add’ operations, at the expense of performance.

The ultimate goal of any FPGA design is to utilise all available resources as efficiently as possible to yield high throughput gains. The throughput depends on the running clock frequency of the design and the latency of its operation in terms of the number of clock cycles required for a complete execution. The two extreme solutions are a fully-combinatorial versus a fully-pipelined design. In theory, a design which is solely combinatorial offers the highest throughput since it results in a fully-parallel ar-
chitecture with negligible latency. Yet, this approach necessitates the highest resource utilisation and may hinder the maximum achievable clock frequency if the critical path delay\(^2\) is not handled properly. In contrast, a fully-pipelined design can theoretically achieve the maximum clock frequency with the lowest resource utilisation at the expense of increased latency. In practice, a design combines parallel and pipelined stages to yield the best clock frequency performance. Certain tricks are applied by hardware designers to improve the target clock frequency, such as double-registering the input and output ports to reduce the clock dependence on Input/Output (I/O) placement \[169\], as well as ensuring that all blocks are active on every clock cycle. Evidently, applying these tricks incurs additional clock cycles to complete an operation, nonetheless, the end result is almost always more gainful. The fewer the number of logic levels and the lower the bit precision, the higher the clock frequency that may be achieved.

In the real world, the trade-offs are even more complicated due to non-ideal conditions. For example, the inevitable jitter associated with LOs may give rise to timing errors and frequency offsets, which in turn may lead to incorrect decoding. Moreover, the finite rise and fall times of digital data imposes an upper bound on the minimum clock period, thereby imposing an additional bound on the maximum achievable throughput. Vendor tool settings may also have a significant impact on the area use and the speed of any FPGA design \[169\] \[171\] \[184\]. Finally, as expounded in Chapter 5, finite arithmetic precision results in quantisation and rounding errors, which when accumulated could reduce system accuracy causing performance degradation.

The aforementioned factors show that the computational complexity of any design is bounded by the finite resources of an FPGA device. The key bottleneck in practice lies at the interface between the FPGA and external peripherals. This is especially true in systems which comprise both CPU and FPGA devices, where ordinarily the former act as the ‘brains’ of the system with the latter responsible for the actual

\(^2\)The critical path delay is the delay of the longest I/O path in an FPGA design, hence constituting the most crucial timing constraint having a direct impact on the maximum frequency at which the FPGA clock can run.
‘number crunching’. Consequently, there is an increasing trend for deploying CPU-less systems relying entirely on the use of FPGAs, particularly where low latency is of vital importance\(^3\). To conclude this section, it is worth outlining the technical challenges that were encountered in this work:

- **Matrix computation**: VHDL has not been designed for the purpose of matrix operations as in MATLAB. Yet, matrix operations are crucial for the design and evaluation of SEFDM systems, hence methods for constructing and manipulating them in VHDL are essential.

- **Synchronisation**: The fundamental component in any synchronous design is the system clock. All processes must operate in accordance with this clock, whereby there is always a latency between the moment a signal takes on a new value and the moment this new value is read by another block whose input is this signal. Due to the inherent complexity of matrix computations, a small glitch in timing could cause an inconspicuous system malfunction.

- **Numerical precision**: Recalling from Section 5.3, the process of floating-point to fixed-point conversion is not trivial. Suitable bit widths and word lengths must be carefully selected to minimise errors and generate accurate and consistent results.

### 6.2 Hardware Platform and Prototyping Methodology

This section describes the testbed employed to implement the developed SEFDM detection algorithms in hardware. The prototyping methodology combines analytical tools and a standalone hardware platform incorporating FPGAs and DSPs. A simple layout of the SEFDM testbed transceiver is illustrated in Fig. 6.1. The computer terminal is

---

\(^3\)For informative purposes, financial institutions are progressively migrating to FPGA solutions for high frequency trading and low latency market data. While conventional systems use CPUs as the ‘brains’ of the system and FPGAs for offloading functions and data processing, communication burden has led to the emergence of FPGA Centric systems which are CPU-less and employ a matrix of FPGA devices, thus making the overall architecture more scalable and less prone to bottlenecks [185].
used to model the transmitter and the channel, as well as for the purpose of analysing the results acquired through simulation and experimentation. A software stack is used to exchange data between the dedicated devices and the computer terminal. A number of interfaces are available for this communication including Joint Test Action Group (JTAG), Universal Serial Bus (USB), Ethernet and Peripheral Component Interconnect (PCI) Express. The default method is JTAG which transfers data between the FPGA device and the computer terminal by accessing registers.

Chapter 7 will look at the execution of the FSD algorithm using DSPs and will provide further details regarding the interface between the FPGA and the DSP. This section focuses on the implementation of linear techniques, specifically ZF and TSVD, with the aid of FPGAs. Contrary to other work [186] [187] which use high-level synthesis tools, such as Xilinx System Generator for DSP\textsuperscript{TM} (henceforth referred to as System Generator), the methodology adopted in this work requires detailed knowledge of hardware description languages. The disadvantage of this latter method is the fact it is time-consuming. Nevertheless, hand-coding gives the designer full control over the architecture and allows optimisation to be carried out at the component level. Moreover, it allows the designer to acquire an in depth understanding of the underlying operations, which is of vital importance when novel systems like SEFDM that utilise non-standard functions are targeted for hardware implementation.

A Xilinx Virtex 4 XC4VFX12 chip was employed for the initial feasibility study described in Section 6.3.1. The chip was then upgraded to a Virtex 5 XC5VFX100T for the
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actual implementation and real-time verification of a reconfigurable SEFD receiver as demonstrated in Section 6.3.2. The latest version of the system is currently being migrated\(^\text{4}\) to an even more advanced platform comprising a Virtex 6 XC6VLX240T chip, which has already been used for the FPGA implementation of a standalone FSD detector, as reported in [188]. At the time of writing, the Xilinx 7 series FPGAs are the state-of-the-art capable of delivering up to 1.33 teraflops\(^5\) on a single device [163].

6.3 FPGA Design and Implementation of ZF and TSVD

This section describes the design of hardware-efficient algorithms targeted for implementation on an FPGA device. Novel architectures are presented, which to the author’s best knowledge, are a world-first. Recalling from Section 5.2.2 and in accordance with the work in [156], the TSVD detector yields significant performance gains in an AWGN environment in terms of BER when compared to ZF and MMSE without incurring a complexity penalty. For this reason, the forthcoming discussion will focus on the hardware realisation of TSVD.

Fig. 6.2 gives a top-level representation of the SEFD transceiver model, which is partitioned between the analytical and the FPGA environments. A memory interface passes input and output values to and from the FPGA. The entire process may be summarised as follows:

1. At the transmitter’s end, the TSVD algorithm is run offline to obtain the \(C_\xi\) entries for a given set of \(N, \alpha\) and \(\rho\). A script is then used to generate the noisy SEFD time samples \(r(t)\) which arrive at the receiver’s input.

2. At the receiver’s end, the first step involves converting the \(C_\xi\) entries and the SEFD samples from floating-point to fixed-point format, as the FPGA architecture accepts input data only in the latter format.

\(^4\)The continuation of this work aimed at devising a complete SEFD transceiver on a single FPGA chip was commenced by Tongyang Xu at UCL in late 2012.

\(^5\)flops, stands for floating-point operations per second.
3. Having converted the data to two’s complement numbers, as required by the Xilinx FFT IP core, the remaining operations take place in hardware to recover the original data symbols.

Fig. 6.3 illustrates the tasks carried out in hardware and the equivalent mathematical operation corresponding to each task. From Fig. 6.3, the function of the different FPGA blocks and thus the steps required for the detection of an SEFDM signal using the TSVD approach are identified as follows:

- **Internal memory**: Stores the received and quantised noisy SEFDM signal samples \( r(t) \).

- **Read Only Memory (ROM) unit**: Stores the \( C_\xi \) entries.

- **FFT module**: Generates the statistics vector \( R \) by correlating the incoming signal with the conjugate sub-carriers. Recalling from Section 4.2, this is equivalent to applying an FFT operation to the received samples \( r(t) \).

- **TSVD unit**: The received statistics vector \( R \) is fed to a detector unit to find estimates of the transmitted symbols. This is equivalent to carrying out a complex
multiplication between the FFT output values and the $C_\xi$ matrix entries. The matrix-vector product outputs are then accumulated over $N$ cycles to obtain the symbol estimates $\hat{s}_{TSVD}$.

- **PSK/QAM unit**: A decision element is used to demap the final outputs and recover the original bit stream.

The FFT block carries out the operations sequentially, followed by multiple instances of a complex multiplier and an accumulator configured in parallel. The $C_\xi$ matrix is transposed to facilitate the correct arithmetic operations on each clock cycle. This process may be better understood by referring to Fig. 6.3, where each FFT output value is multiplied by all values of the corresponding matrix row on every cycle (real and imaginary components separately) giving the equivalent result to a standard matrix arithmetic operation after $N$ cycles. The system latency is directly proportional to the number of sub-carriers employed. Recalling that the number of sub-carriers also dictates the minimum FFT size, this infers that the value of $N$ has an impact on the FPGA resource utilisation too.

### 6.3.1 Design Considerations

An FPGA design has to strike a balance between a number of important and often conflicting objectives. This work in particular, which has been reported in related articles [152] [178], takes into account the following parameters:

- **Granularity**: In this work, the granularity of the system refers to the granularity of the bandwidth compression factor $\alpha$. Recalling from Section 4.5, the larger the DFT size, the higher the granularity of $\alpha$. However, a larger DFT or FFT module results in an increased resource utilisation and latency.

- **Computational complexity**: This is defined by the total number of arithmetic operations that take place in the overall signal chain and dictates the number of multipliers and logic slices required to execute these operations.
### Resource utilisation
The design choices and the type of architecture (fully-parallel, fully-pipelined or mixed) affect the overall resource utilisation.

### Maximum clock frequency
This depends on the critical path delay, which in turn is affected by the clock loading.

### Latency and throughput
The latency of the system is measured in terms of the number of clock cycles required to process the data. This latency in conjunction with the achievable clock frequency determines the maximum theoretical throughput.

### Reconfigurability
This refers to the ability of the architecture to modify its configuration dynamically on the fly without having to reprogram the device, thus adapting to user specifications, reflected in the system parameters, as well as environmental conditions, such as noise.

### Scalability
This metric defines the flexibility in expanding the architecture, for example migrating from a single channel to a multiple channel architecture.

---

**Figure 6.3: Hardware operation of the TSVD-SEFDM detector.**

- **Resource utilisation:** The design choices and the type of architecture (fully-parallel, fully-pipelined or mixed) affect the overall resource utilisation.
- **Maximum clock frequency:** This depends on the critical path delay, which in turn is affected by the clock loading.
- **Latency and throughput:** The latency of the system is measured in terms of the number of clock cycles required to process the data. This latency in conjunction with the achievable clock frequency determines the maximum theoretical throughput.
- **Reconfigurability:** This refers to the ability of the architecture to modify its configuration dynamically on the fly without having to reprogram the device, thus adapting to user specifications, reflected in the system parameters, as well as environmental conditions, such as noise.
- **Scalability:** This metric defines the flexibility in expanding the architecture, for example migrating from a single channel to a multiple channel architecture.
without requiring a complete overhaul of the initial design.

- **Ease of implementation**: This is purely a development issue and assesses the time and expertise necessitated to take a design from concept to fruition.

The rule of thumb for FPGA designs is small is best. This is attributed to the ‘fine-grain’ structure of FPGA devices, contrary to other programmable logic devices, such as Complex Programmable Logic Devices (CPLDs), which are ‘coarse-grain’ [189]. Small blocks are better distributed in the fabric, thus favouring more efficient routing, which results in smaller delays including the critical path delay.

**Bit Precision**

As explained in Section 6.1, the critical path delay is defined as the longest path between a set of registers amongst all FPGA blocks. Consequently, it should be evident that a smaller bit width will allow a higher clock frequency to be achieved [189]. Conversely, the clock frequency and latency specifications influence the bit precision choice [183]. In this work, 16 bits are initially chosen to represent the noisy data samples at the input of the receiver’s demodulator. This decision is primarily based on the fact that the FPGA transmitter implemented in [59] employs 16-bit D/A converters. This choice is further supported by referring to the work of other authors [186] [187] [190] all of whom select 16 bits to represent the data values. An additional yet equivocal point is that the default bit width value in the prebuilt blocks provided by the COREGEN tool is 16 bits, as it appears, for example, during the configuration of the complex multiplier block [169].

**DFT Core versus FFT Core**

As explained in Chapter 4, the DFT techniques developed in [130] for the modulation and demodulation of SEFDM signals alleviate the need for a bank of modems. From a practical perspective, if the conventional GS or Löwdin methods developed in [129]
are employed, a new basis has to be generated each time the value of $N$ or $\alpha$ is altered. In contrast, the DFT techniques can automatically accommodate the change in $N$ or $\alpha$ by modifying the number of inputs and outputs considered. The DFT size may also be varied accordingly sacrificing granularity for increased throughput or vice versa.

The COREGEN tool offers both DFT and FFT IP cores. For the latter, it is well-known that the FFT sizes supported have to be a power of two. For the former, the specific core supports only DFT sizes which are multiples of 12 [184]. Recalling from Section 4.5, a conventional DFT requires $N^2$ multiplications and additions for $N$ sub-carriers, whereas the complexity of an FFT is only slightly faster than linear. This complexity difference is reflected in Table 6.1 which clearly demonstrates that the Xilinx FFT IP core outperforms the Xilinx DFT IP core. In general, different digital signal processing algorithms offer diverse trade-offs when targeted for FPGA implementation [191].

The transforms in Table 6.1 have been synthesized on an XC5VFX100T device and in this case the latency is defined as the number of cycles between the first element of the input data and the last element of the output data. Here, the best FFT architecture option available, being the pipelined version which offers maximum throughput at the expense of highest resource utilisation, has been employed. As shown in Table 6.1, the FFT core requires almost double the amount of DSP Slices compared to the DFT core, nonetheless, this comes with the benefit of a higher achievable clock frequency and a lower pipelined latency. Furthermore, when OFDM is employed with no oversampling, the 256-point FFT can support a larger number of sub-carriers compared to the 192-point DFT. Conclusively, the FFT module offers significant throughput gains compared

<table>
<thead>
<tr>
<th>Transform Type</th>
<th>Max Frequency</th>
<th>Initial Latency</th>
<th>Pipelined Latency</th>
<th>DSP Slices</th>
<th>LUT-FF pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>256-FFT</td>
<td>405 MHz</td>
<td>343 cycles</td>
<td>256 cycles</td>
<td>11%</td>
<td>67%</td>
</tr>
<tr>
<td>192-DFT</td>
<td>275 MHz</td>
<td>377 cycles</td>
<td>377 cycles</td>
<td>6%</td>
<td>55%</td>
</tr>
</tbody>
</table>
to the DFT module with comparable slice utilisation (LUT-FF pairs) albeit a modest increase in the required number of DSP Slices. The practicality of the DFT core is therefore questionable. Two notable applications, however, come to mind; first, this core meets the LTE requirements in terms of the frame structure and timing specifications [184]; second, it may prove to be useful in this work if intermediate point sizes are sought. For example, if \( N = 32 \) and \( \alpha = \frac{4}{5} \), then the minimum DFT size required is \( \frac{N}{\alpha} = 40 \). The smallest FFT size able to meet this requirement is \( N_{FFT} = 64 \). Conversely, the DFT core offers a number of intermediate options, such as \( N_{DFT} = 48 \) and \( N_{DFT} = 60 \). Thereby, it may be the case that in certain applications a DFT core is preferred over an FFT core.

**FFT Core Architecture Options**

The architecture of the Xilinx FFT IP core can be either pipelined or burst, trading resources with transform time. The pipelined architecture achieves continuous data processing, thus maximum throughput, by pipelining multiple Radix-2 butterfly engines. In this architecture, three tasks are carried out simultaneously, namely loading input samples for the next data frame, performing calculations on the current data samples and unloading the results of the previous samples computed. Consequently, this architecture results in the highest resource utilisation and highest initial latency with the benefit of performance optimisation. Burst architectures, which employ Radix-2 or Radix-4 decompositions, load and process data separately in an iterative manner. Hence, the resource utilisation is lower at the expense of a longer transform time, which is increased by approximately \( N_{FFT} \) with respect to a pipelined architecture. In general, “each architecture offers a factor of two difference in resource utilisation from the next architecture” [171].

The IP gives the option of reconfiguring the transform size in real-time on the fly on a frame-by-frame basis. Subsequently, the bandwidth compression level, the oversampling factor and even the number of sub-carriers considered, which is determined by
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the amount of zero padding applied, may be adjusted on a frame-by-frame basis. With regard to data processing, there are two parts to the FFT core, namely the complex multipliers and the butterfly arithmetic. The 4-multiplier structure utilising DSP Slices offers the best performance while the 3-multiplier structure trades off performance for resource optimisation. If there is a lack of DSP Slices then standard CLBs may be employed instead to implement the core. Finally, the module offers two quantisation options, namely truncation and convergent rounding.

While this work utilises the FFT block provided by Xilinx, alternative DFT frameworks tailored for implementation on an FPGA device have been proposed. One example is the sliding DFT [183] which offers high throughput thanks to increased parallelism. A key benefit of the sliding DFT is that it does not require all input data to be present at once to compute the transform, thus significantly reducing latency at the cost of resource utilisation. Architectures for the implementation of the Discrete Fractional Fourier Transform using FPGAs have also come to light recently [192].

To conclude this section, the impact of real or complex data on the performance of the DFT is discussed. In theory, real-input DFTs require approximately half the computation time of complex-input DFTs [91]. For the hardware implementation presented here, this is not the case and the latency is identical irrespective of whether real or complex data is fed at the input. This infers that using complex-valued input data, such as 4-QAM, would be preferred over real-valued input data, such as BPSK, if the target is throughput optimisation.

Memory Architecture for the Storage of Matrix Elements

The structure of a ROM is arranged as a column vector of size $D_{ROM} \times W_{ROM}$ where $D_{ROM}$ is the depth of the ROM denoting the maximum number of words that can be stored and $W_{ROM}$ denotes the width of the ROM in terms of the number of bits used to represent the data values. Here, each data value corresponds to a single matrix element where the matrix is either the straightforward inverse $C^{-1}$ or the approximate
TSVD inverse \( \mathbf{C}_\xi \). If the number of sub-carriers is \( N \) then the total number of matrix elements is \( 2N^2 \) since the matrices consist of complex-valued data. Subsequently, the matrix elements may be stored in block memories on the FPGA device using one of the following methods:

- **Two \( N \times N\beta \) ROMs**: The matrix is split into two sub-matrices both made up of real-valued data only and correspond to the real and imaginary elements of the original matrix. Each matrix element is represented in two’s complement format using \( \beta \) bits precision. Considering that each sub-matrix is of size \( N \times N \), it should be evident that \( D_{\text{ROM}} = N \) and \( W_{\text{ROM}} = N\beta \). Hence, each matrix element is accessed by selecting a specific ROM address and row bit range.

- **Multiple \((2N) N \times \beta \) ROMs**: In this case, the original matrix is split into multiple column vectors using separate ROMs to store each vector. Using this configuration, each matrix element is accessed by selecting a specific ROM block and ROM address.

In this work, the first method employing two \( N \times N\beta \) ROMs is adopted. The main reason for this choice is one of development time and effort. In this case, the COREGEN tool only needs to run twice to create the two ROMs required for storing the matrix elements. The matrix elements of each row can then be accessed directly by tying the corresponding bits to a specific register and without having to worry about synchronisation. Conversely, for the second method, the COREGEN tool has to run \( 2N \) times to store all matrix elements in corresponding ROM blocks, hence protracting the development cycle. Furthermore, additional control logic is required to synchronise all ROM blocks and to ensure the correct memory address is accessed on the relevant clock cycles.

The second method fits better with general FPGA design rules which state that smaller blocks are preferable in FPGA devices due to their fine-grain structure. Using multiple ROMs also means that the blocks can be more flexibly spread out in the
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fabric. Notwithstanding, the second method does result in a higher resource utilisation as \(2(N - 1)\) additional blocks are employed in the design with \(D_{\text{ROM}} \times W_{\text{ROM}} = 18,432\) bits being the lowest memory primitive for a Xilinx Virtex 5 device [193].

Technical Challenges

Matrix computations are not a straightforward process in VHDL as in MATLAB. Managing arrays in VHDL is a non-trivial task and typing rules have to be strictly obeyed with signals, variables and numerical range carefully defined. Real numbers have to be converted to standard logic vector format, since the former are not synthesizable. A key drawback encountered in VHDL is the limited dynamic range of integer numbers compared to other mathematical tools, restricting the maximum achievable bit precision. To this end, a number of functions were created with the aid of MATLAB to simplify the hardware design of SEFDM receivers:

- **Function for converting decimal values to two’s complement numbers:**
  The MATLAB function \(\text{dec2bin}\) can only convert unsigned integer numbers to their binary equivalent. A custom function was therefore created to compute the two’s complement of any integer number, defined as follows

  \[
  \chi_B = \begin{cases} 
  \text{dec2bin}(\chi, \beta) & \text{if } \chi \geq 0 \\
  \text{dec2bin}(2^\beta - \text{abs}(\chi), \beta) & \text{if } \chi < 0 
  \end{cases} 
  \quad (6.1)
  \]

  where \(\chi\) is the decimal number to be converted, \(\chi_B\) is the two’s complement equivalent and \(\beta\) is the word length in bits.

- **Function for converting integers to fixed-point fractions:** The Xilinx FFT C model requires the input values to be entered in fixed-point fractional format with the numbers being in the range \(-1.0 \leq \text{data} < 1.0\) [170]. Having converted the decimal values to their two’s complement equivalent, the corresponding frac-
tional values are computed according to the following formula

\[ \chi_F = \frac{\chi}{\text{abs}(\chi)} \sum_{k=2}^{\beta} 2^{-(k-1)} \chi_B(k), \]  

(6.2)

where \( \chi_F \) is the fractional equivalent of the two’s complement number \( \chi_B \) and \( k \) denotes the bit index.

- **Function for reordering the bits in the required ROM format**: As outlined in Section 6.3.1, all matrix elements per row are grouped together to allow a single ROM to be employed rather than one memory block per column. In hardware terms, this is achieved by concatenating all the bits per matrix element per row into a single bit sequence which in turn constitutes a single ROM word.

Having reviewed the design considerations involved when devising FPGA architectures, Section 6.3.2 looks at the real-time FPGA based implementation of an SEFDM receiver comprising an FFT demodulator and a linear detector capable of performing both ZF and TSVD.

### 6.3.2 Implementation and Real-time Verification

The SEFDM hardware receiver, details of which are published in related work [179], is realised on an FPGA device with a flexible and reconfigurable design supporting different system sizes, oversampling factors, modulation orders and levels of bandwidth compression while providing a theoretical data rate of up to 136.8 Mbps. A high-level representation of the complete hardware system is illustrated in Fig. 6.4. Screenshots illustrating the real-time operation of this FPGA implementation are provided in Appendix B.

The received time samples \( r(t) \) are transferred from the computer terminal to the FPGA via a JTAG interface. The matrix entries of \( C^{-1} \) and \( C_\xi \) are stored in ROM units at design time.

The demodulator stage consists of a single FFT block which generates the statistics
vector $\mathbf{R}$ by correlating the received time samples $r(t)$ with the conjugate sub-carriers, the latter operation being equivalent to an FFT function. The FFT block is run-time configurable and can change size on a frame-by-frame basis. The maximum FFT size $N_{FFT}$ is determined by the highest number of sub-carriers $N$ that needs to be supported by the system, the highest oversampling factor and the smallest value of $\alpha$. It may be computed as follows

$$N_{FFT} = 2^{\lceil \log_2(\rho_{\text{max}} N_{\text{max}} / \alpha_{\text{min}}) \rceil}. \quad (6.3)$$

Recalling from Section 4.4, $\alpha = \frac{Q}{N_{FFT}}$. The level of bandwidth compression can therefore be configured by altering the number of output samples $Q$ at the transmitter. Moreover, the size of the system may be changed by switching the desired number of sub-carriers on or off via zero-padding. The relationship between $Q$ and $N$ is determined by the oversampling factor $\rho$ since $Q = \rho N$. Jointly, $N$, $\alpha$ and $\rho$ serve as the control signals for the FFT block.

Subsequently, the received statistics vector $\mathbf{R}$ is fed to a linear detector unit. This unit comprises $N$ parallel instances of a complex multiplier followed by $2N$ parallel instances of an accumulator. The combination of these MAUs effects a complex matrix multiplication. The second input to the detector unit originates from a MUX which is connected to all the ROM blocks holding the $\mathbf{C}^{-1}$ or $\mathbf{C}_\xi$ matrix entries. Each
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ROM block stores the matrix values corresponding to a specific combination of $N$, $\alpha$ and $\rho$, denoted as the set $\{N, \alpha, \rho\}$. This set is particular to the detection method employed being ZF or TSVD. Thus, both ZF and TSVD estimates can be generated for different system sizes and bandwidth compression levels by controlling the input signals to MUX1. This may be better comprehended by recalling that the TSVD estimated symbols are generated by multiplying the received statistics vector $\mathbf{R}$ with the TSVD based pseudoinverse of $\mathbf{C}$. Hence, if $\mathbf{R}$ is multiplied by the inverse of $\mathbf{C}$ instead, a ZF detection has been performed on the incoming signal. This provides proof of the fact that the proposed hardware design is flexible and can accommodate multiple detection schemes with minimal hardware alterations.

The final stage is a slicing block which acts as a decision element recovering estimates of the original transmitted symbols. The size of the constellation cardinality $M$ is the single control signal to the slicing unit and in this work it has been designed to support BPSK and 4-QAM modulation schemes.

All processing blocks have been configured for optimum latency with the aid of pipelining to improve timing, thus ensuring a high maximum clock frequency. DSP Slices have been used throughout the design since they favour high clock rates [194] and are deemed paramount for digital signal processing applications [195]. Alternatively, the design may be easily modified to utilise slice logic in the form of LUTs and FFs instead.

In conclusion, this section demonstrated that the FPGA based SEFDM receiver is highly flexible supporting different configurations of system sizes, oversampling factors, modulation orders and bandwidth compression levels, as well as a choice of linear detection techniques. The implementation is also run-time configurable enabling the user to make changes on the fly without the need for resynthesis. The system can be easily redesigned or upgraded with minimal hardware alterations and can operate with OFDM signals since the design employs standard blocks. The MAU unit highlighted in a grey dashed box would be bypassed in such a scenario with the FFT outputs being
directly fed to the slicer. This may be better comprehended by taking into account that the $N \times N$ sub-carriers correlation matrix $C$ for an OFDM system is equal to the $N \times N$ identity matrix.

6.3.3 Numerical Results

In this section, the performance of the FPGA based linear detector is evaluated in terms of error performance, throughput and resource utilisation. Recall that the SEFDM transmitter and AWGN channel in this work are modelled using mathematical tools. These tools are also responsible for generating the $C^{-1}$ and $C_\xi$ matrix entries, which are subsequently scaled, quantised and converted to two's complement numbers to store them in ROMs.

This section consists of two parts. The initial part presents preliminary results in terms of BER for the floating-point version of the TSVD algorithm versus the fixed-point model. This model is synthesized on a Xilinx Virtex 4 XC4VFX12 chip, however, the design is not targeted for real-time implementation. The aim of this preliminary work is to demonstrate that the TSVD algorithm can be realised on an FPGA, attributed to its low computational complexity. The error performance for a floating-point implementation of a ZF detector is also provided for comparison purposes.

The second part presents the results for a true, real-time implementation of the FPGA based SEFDM receiver. This phase involves real-world hardware data exchange to validate the receiver architecture and algorithm functionality. For this purpose, a development board equipped with a Xilinx Virtex 5 XC5VFX100T device was procured from Sundance Multiprocessor Technology Ltd., hence the design is targeted for this chip.

The performance of the SEFDM detector realisations incorporating TSVD was tested under two different modulation schemes, namely BPSK and 4-QAM. For the fixed-point model synthesized on the XC4VFX12 chip, numerical simulations were carried out in similar conditions as those adopted in [156] to assess the validity of the
Figure 6.5: BER performance of the TSVD detector for a BPSK-SEFDM system with different sizes and values of bandwidth compression $\alpha$.

fixed-point implementation, whereby the oversampling factor was set to $\rho = 4$. Each configuration employed a different set of parameters by varying the values of $N$ and $\alpha$ whilst evaluating the BER for 10,000 transmitted SEFDM symbols in an AWGN environment. In line with the explanation given in Section 6.3.1, the received noisy data samples were quantised using 16 bits. A higher bit precision was used for the matrix entries, specifically 24 bits, to avoid potential saturation issues as discussed in Chapter 5.

Figs. 6.5-6.7 show the BER as a function of $E_b/N_0$ for the fixed-point, suboptimum TSVD detector. From Figs. 6.5 and 6.6, it is clear that the results for the fixed-point implementation match those for the floating-point version. These results are expected since the hardware design has not been optimised in terms of resources, meaning that the bit precision used to represent the data samples is much higher than that required to guarantee the same system functionality.

Fig. 6.5 illustrates that the detector can achieve a bandwidth saving of $\tfrac{1}{0.9} \Rightarrow 11\%$ when employing 16 sub-carriers to achieve an acceptable BER performance. Fig. 6.5 also indicates that TSVD performs well even when the system size is reduced to half the number of sub-carriers whilst the bandwidth saving is more than doubled at the
same time \((N=8, \alpha=0.75)\).

Fig. 6.6 shows that the TSVD detector performs well even for higher modulation orders with performance gains proportional to the number of sub-carriers employed. Finally, Fig. 6.7 demonstrates that the TSVD detector outperforms the ZF detector, especially for bandwidth compression levels greater than 10%.

**Error Performance**

The error performance of the true hardware implementation using an XC5VFX100T chip is evaluated by comparing experimental results to existing computer based, floating-point simulations. All results were acquired assuming the same AWGN channel conditions for a range of \(E_b/N_0\) values, however, in this case, only 1000 SEFDM symbols were considered due to the significantly extended time duration of the corresponding FPGA simulations in ModelSim. Furthermore, both the received SEFDM time samples and the matrix entries were quantised using eight bits for two reasons; first, preliminary experiments indicated that this bit precision provided an acceptable level of accuracy with a negligible impact on error performance; second, every effort was made to jointly optimise the design in terms of performance and resource utilisation. This mandated
Figure 6.7: BER performance of the floating-point TSVD vs. ZF detector for a BPSK-SEFDM system with 16 sub-carriers at different values of $\alpha$.

the use of DSP Slices for all arithmetic operations. Taking into account that certain cores, for example, the Xilinx Accumulator IP core, support the use of DSP Slices for a maximum word length of 48 bits, it is evident that the bit precision at the receiver’s inputs has to be less to accommodate the gradual bit growth triggered by complex multiplications and accumulations. It must be noted that the levels of bandwidth compression presented in the following figures correspond to the actual values that can be obtained using the current system configuration according to the formula $\alpha = \frac{Q}{N_{FFT}}$.

For example, the closest practical value to a bandwidth compression of $\alpha = 0.8$ would be $\alpha = \frac{52}{64} = 0.8125$.

Figs. 6.8 and 6.9 depict the BER as a function of $E_b/N_0$ for the real-time FPGA based TSVD detector under BPSK and 4-QAM modulation schemes. Both figures illustrate that the hardware implementation provides comparable performance to the analytical, floating-point results with a slight performance degradation for higher $E_b/N_0$ regimes ($E_b/N_0 > 5dB$). Fig. 6.8 in particular, demonstrates that the FPGA results are in accordance with the theoretical results for different configurations of $N$ and $\alpha$, thus verifying the correct functionality of the system. Further evidence is provided in Fig. 6.9, where all system sizes considered specifically in this work yield similar results.
Figure 6.8: BER performance of the FPGA based TSVD detector employing BPSK for a varying number of sub-carriers $N$ and bandwidth compression $\alpha$.

for the FPGA implementation versus the theoretical simulation.

Figs. 6.8 and 6.9 illustrate that the error performance for the hardware implementation is slightly degraded for higher SNR regimes. This may be attributed to the fact that for low SNR regimes, the random noise, which has been added to the data samples as the signal propagates through the AWGN channel, essentially acts as dithering. Thereby, the effective quantisation of the received noisy samples is improved, as observed by Krone [174] who examined the capacity of communication receivers in AWGN channels. Conversely, for higher SNR regimes, quantisation noise is more prominent, hence deliberate noise would have to be added to yield similar performance gains.

Resource Utilisation and Throughput

Table 6.2 summarises the features for the Xilinx Virtex FPGA devices considered in this work [196]. It is evident that the Virtex 5 family offered a huge improvement over the previous Virtex 4 devices. The Virtex 6 family approximately doubled the available resources compared to the Virtex 5 family while the latest Virtex 7 series seem to be
Figure 6.9: BER performance of the FPGA based TSVD detector employing 4-QAM for a varying number of sub-carriers at a fixed compression $\alpha = 0.81$.

well-positioned to revolutionise the capabilities of FPGA devices\(^6\). This observation is based on the availability of the considerably higher number of DSP Slices and memory blocks available on Virtex 7 chips.

Table 6.3 shows the resource utilisation of the initial FPGA design for the TSVD-SEFDM receiver targeted for the XC4VFX12 device. During these early design attempts, the system was configured to process a maximum of 16 sub-carriers with $\alpha_{\text{min}} = 0.75$ and $\rho \geq 2$, hence yielding a maximum FFT size $N_{\text{FFT}} = 64$. At first, it may appear that the resource utilisation is high with almost three quarters of the available slices and BRAMs utilised. This is due to a number of reasons. First, Table 6.3 reveals that only a third of the DSP Slices have been used. This is due to the fact that the particular design under consideration was configured to use primarily FFs and LUTs instead of embedded multipliers to prove that a cost-effective realisation of the TSVD receiver is feasible. Second, complex multipliers were implemented using a fully-combinatorial design to observe the impact of this configuration on resource

\(^6\)As mentioned in Section 6.2, the continuation of this work is carried out by Tongyang Xu using the ML605 development board procured from Xilinx and equipped with a Virtex 6 XC6VLX240T chip. The choice for the Virtex 7 chip illustrated in Table 6.2 is based on the fact that the latest VC709 development board by Xilinx employs a Virtex 7 XC7VX690T device.
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Table 6.2: Comparison of features for different Xilinx Virtex FPGA devices.

<table>
<thead>
<tr>
<th>Device</th>
<th>Logic Cells</th>
<th>Slices</th>
<th>DSP Slices</th>
<th>18k BRAMs</th>
<th>36k BRAMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>XC4VFX12</td>
<td>12,312</td>
<td>5,472</td>
<td>32</td>
<td>36</td>
<td>-</td>
</tr>
<tr>
<td>XC5VFX100T</td>
<td>102,400</td>
<td>16,000</td>
<td>256</td>
<td>456</td>
<td>228</td>
</tr>
<tr>
<td>XC6VLX240T</td>
<td>241,152</td>
<td>37,680</td>
<td>768</td>
<td>832</td>
<td>416</td>
</tr>
<tr>
<td>XC7VX690T</td>
<td>693,120</td>
<td>108,300</td>
<td>3,600</td>
<td>2,940</td>
<td>1,470</td>
</tr>
</tbody>
</table>

Table 6.3: Resource utilisation for the TSVD-SEFDM hardware design using an XC4VFX12 chip.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Used</th>
<th>Available</th>
<th>Utilisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>4,068</td>
<td>5,472</td>
<td>74%</td>
</tr>
<tr>
<td>Flip-Flops</td>
<td>6,330</td>
<td>10,944</td>
<td>57%</td>
</tr>
<tr>
<td>4-input LUTs</td>
<td>5,051</td>
<td>10,944</td>
<td>46%</td>
</tr>
<tr>
<td>BRAMs</td>
<td>27</td>
<td>36</td>
<td>75%</td>
</tr>
<tr>
<td>DSP Slices</td>
<td>12</td>
<td>32</td>
<td>37%</td>
</tr>
</tbody>
</table>

utilisation. Third, as outlined in Section 6.3.3, a high bit precision was used to represent the matrix entries, hence necessitating the use of multiple 18k BRAMs. Finally, a number of strobe signals were integrated in the architecture to monitor the design’s functionality at various stages taking up valuable FPGA resources. In a practical implementation, these strobe signals would not be present, thus reducing the overall slice utilisation.

With this initial hardware design in mind, a new design optimised for performance and targeted for implementation on an XC5VFX100T was devised. The modules in the design were synchronised using the on-board 50 MHz oscillator. This frequency was doubled internally in the FPGA using a Digital Clock Manager (DCM) module. The synthesis results reported that the design was capable of running at over 250 MHz. Nonetheless, due to the oscillator available, the implementation was tested at 100 MHz.

Table 6.4 lists the theoretical maximum data rate $R_b$ for different system configurations. These rates were computed based on an estimated maximum clock frequency
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Table 6.4: Theoretical maximum data rate for different system sizes and modulation orders.

<table>
<thead>
<tr>
<th># Sub-carriers</th>
<th>FFT size</th>
<th>BPSK</th>
<th>4-QAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 4$</td>
<td>$N_{FFT} = 32$</td>
<td>34.2 Mbps</td>
<td>68.4 Mbps</td>
</tr>
<tr>
<td>$N = 8$</td>
<td>$N_{FFT} = 32$</td>
<td>68.4 Mbps</td>
<td>136.8 Mbps</td>
</tr>
<tr>
<td>$N = 12$</td>
<td>$N_{FFT} = 64$</td>
<td>51.3 Mbps</td>
<td>102.6 Mbps</td>
</tr>
<tr>
<td>$N = 16$</td>
<td>$N_{FFT} = 64$</td>
<td>68.4 Mbps</td>
<td>136.8 Mbps</td>
</tr>
</tbody>
</table>

of $f_{clk} = 273.673$ MHz, as reported by the synthesis results and according to

$$R_b = \frac{N \cdot \log_2 M}{N_{FFT}} \cdot f_{clk}. \tag{6.4}$$

Since the system was configured to support a maximum of $N_{max} = 16$ sub-carriers with $\rho_{max} = 2$ and $\alpha_{min} = \frac{40}{64} = 0.625$, the maximum FFT size required is found to be $N_{FFT} = 64$. Consequently, the maximum achievable data throughput at the running frequency of 100 MHz is 50 Mbps.

The resource utilisation of the entire FPGA implementation is shown in Table 6.5. With the exception of DSP Slices, approximately 50% of the used resources are occupied by the module required for the communication between the FPGA and the DSP, since the DSP is used to execute the FSD algorithm as described in Chapter 7. This is particularly true for the BRAMs, as expected, since all the outputs of the FPGA based linear detector are linked to multiple FIFOs which hold the input data required during the execution of the FSD algorithm. Table 6.5 also shows that the FPGA design under consideration is signal processing heavy with almost half the available embedded multipliers utilised.

Table 6.6 shows the FPGA resources occupied by each separate block of the TSVD-SEFDM receiver. Each complex multiplier requires four DSP Slices requiring a total of 64 for the current implementation employing $N_{max} = 16$ instances of this block configured in parallel. Similarly, each accumulator requires two DSP Slices, thus a total of 32, taking into account that real and imaginary parts are accumulated separately.
Table 6.5: Resource utilisation for the complete FPGA based TSVD-SEFDM receiver system.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Used</th>
<th>Available</th>
<th>Utilisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>4,190</td>
<td>64,000</td>
<td>7%</td>
</tr>
<tr>
<td>LUTs</td>
<td>4,222</td>
<td>64,000</td>
<td>7%</td>
</tr>
<tr>
<td>BRAMs</td>
<td>36</td>
<td>228</td>
<td>16%</td>
</tr>
<tr>
<td>DSP Slices</td>
<td>124</td>
<td>256</td>
<td>48%</td>
</tr>
<tr>
<td>Max. Freq.</td>
<td></td>
<td></td>
<td>273.673 MHz</td>
</tr>
<tr>
<td>Run. Freq.</td>
<td></td>
<td></td>
<td>100 MHz</td>
</tr>
</tbody>
</table>

For the FPGA-DSP Communications Module in Isolation

<table>
<thead>
<tr>
<th>Metric</th>
<th>Used</th>
<th>Available</th>
<th>Utilisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>2,373</td>
<td>64,000</td>
<td>4%</td>
</tr>
<tr>
<td>LUTs</td>
<td>2,244</td>
<td>64,000</td>
<td>4%</td>
</tr>
<tr>
<td>BRAMs</td>
<td>15</td>
<td>228</td>
<td>7%</td>
</tr>
</tbody>
</table>

Table 6.6: FPGA resource requirements for each TSVD receiver block.

<table>
<thead>
<tr>
<th>Component</th>
<th>DSP Slices</th>
<th>Utilisation</th>
<th>18k BRAMs</th>
<th>Utilisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT</td>
<td>28</td>
<td>23%</td>
<td>1</td>
<td>3%</td>
</tr>
<tr>
<td>Complex Multipliers</td>
<td>64</td>
<td>52%</td>
<td>-</td>
<td>0%</td>
</tr>
<tr>
<td>Accumulators</td>
<td>32</td>
<td>25%</td>
<td>-</td>
<td>0%</td>
</tr>
<tr>
<td>ROMs</td>
<td>-</td>
<td>0%</td>
<td>20</td>
<td>55%</td>
</tr>
<tr>
<td>I/O FIFOs</td>
<td>-</td>
<td>0%</td>
<td>15</td>
<td>42%</td>
</tr>
</tbody>
</table>

It was also found that $1 \times 18k$ BRAM is required for every four sub-carriers with reference to the ROM blocks holding the $C^{-1}$ or $C_\xi$ entries. Hence, if for example only the maximum case with 16 sub-carriers was employed, the availability of BRAMs in the FPGA would allow for 16 different levels of bandwidth compression to be stored. This quantity is inversely proportional to the system size.

Table 6.7 reports the initial and pipelined latency per block, the former corresponding to the number of cycles required to fill up the pipeline path. The pipelined latency to recover a single SEFDM symbol is equal to \( N + ALU_{\text{latency}} \), where \( ALU_{\text{latency}} \) is the sum of the pipelined latency for the MAUs and slicing units. For \( N = 16 \), the latency is 24 cycles. The remaining 40 cycles during the execution of the FFT transform remain inactive. This is the key pitfall of the design since it does not reflect the lowest latency implementation possible as achieved for the SEFDM transmitter implemented.
<table>
<thead>
<tr>
<th>Component</th>
<th>Initial Latency</th>
<th>Pipelined Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>64-point FFT</td>
<td>271 cycles</td>
<td>64 cycles</td>
</tr>
<tr>
<td>Reconfigurable 64-point FFT</td>
<td>278 cycles</td>
<td>64 cycles</td>
</tr>
<tr>
<td>Complex Multipliers</td>
<td>0</td>
<td>4 cycles</td>
</tr>
<tr>
<td>Accumulator</td>
<td>0</td>
<td>2 cycles</td>
</tr>
</tbody>
</table>

in [175]. Instead, the current design offers a balanced trade-off between the resources utilised, the area occupied and the overall system latency. While the upper bound on the maximum achievable throughput is directly determined by the system size, the pipelined configuration reduces clock loading, thereby improving timing.

6.4 Discussion of Design Architecture

The design methodology for the implementation of an SEFDM receiver using FPGAs was discussed. The initial system design demonstrated that the TSVD detector can be realised on a Xilinx Virtex 4 FPGA device. Preliminary fixed-point performance results were in accordance with existing computer based simulations in terms of BER and showed that this sub-optimum detection scheme outperforms ZF. Even though sub-optimum, TSVD has complexity which allows it to be implemented using current silicon technology and is capable of providing reasonable bandwidth savings for a relatively small system size.

The architecture was then modified and targeted for implementation on a Xilinx Virtex 5 chip. Section 6.3.2 demonstrated that the new design is highly flexible and allows the system to be reconfigured in many aspects. For example:

- The FFT IP core is run-time reconfigurable and can change transform size on a frame-by-frame basis.
- Thanks to the FFT module’s reconfigurability, the amount of oversampling, bandwidth compression, as well as the number of sub-carriers can be altered dy-
namically since the changes are reflected in the FFT size according to $N_{FFT} = 2^\lceil \log_2(\rho_{max} N_{max}/\alpha_{min}) \rceil$.

- The architecture has the ability to switch instantly between ZF or TSVD detection by configuring the MUX’s input.

- The linear detector can be bypassed entirely allowing OFDM processing to be carried out without modifying the architecture.

Taking advantage of the unique parallel processing capabilities of FPGA devices, it was demonstrated that the linear detector can achieve a maximum theoretical throughput of up to 136.8 Mbps. The implemented design occupies under 50% of the available resources, thus there is still enough margin to increase system complexity and/or optimise performance sacrificing more resources to increase throughput without exceeding the device’s resource bounds.

Errors due to integer overflow and round-off procedures are very common in hardware designs. In particular, due to finite word length effects, noise is introduced during the processing of the Xilinx FFT transform block [171]. Consequently, these issues have to be carefully accounted for since they have a direct impact on the performance of any system.

### 6.4.1 Optimisation Techniques

The beauty of FPGA devices is in their parallel processing capabilities. The throughput of the design realised on the XC5VFX100T may be improved by adopting a multi-channel architecture, which would allow multiple networks of DSP Slices and CLBs to execute concurrently. Alternatively, the reciprocal of the design detailed in [175] could be adopted, which employs multiple, smaller transform blocks trading higher resource utilisation for lower system latency.

Examples of optimisations at the component level include replacing multipliers by ‘shift and add’ operations and the reuse of modules, for example, a single FFT IP core
Figure 6.10: Using multiple clock domains to allow block reuse in FPGA systems.

may be configured to carry out a forward or an inverse transform on a frame-by-frame basis. Block reuse ordinarily demands the configuration of multiple clock domains, as illustrated in Fig. 6.10. The blocks which are reused must be clocked at a much faster rate compared to the symbol rate [197]. Furthermore, handshaking is required to synchronise cross-domain signals achieved with the aid of dual-clock dual-port FIFOs.

Specific to this work, optimisation of memory utilisation may be accomplished given the special properties of the sub-carriers correlation matrix and its inverse. Chapter 4 illustrated that the sub-carriers correlation matrix $C$ is Toeplitz. By definition, the maximum number of unique elements is equal to $2N - 1$ where $N$ is the size of square matrix which in this work denotes the number of sub-carriers. The number of unique elements may be further reduced if the ratio $\frac{N}{\alpha}$ or in the more general case $\frac{Q}{\alpha}$ is an integer. Recalling from Section 4.4, $C$ may be generated by applying IDFT and DFT operations to a real-valued identity matrix. A direct consequence of applying the IDFT (or DFT) to real-valued inputs is that the output exhibits symmetry about the Nyquist frequency at $\frac{N_{IDFT}}{2}$ [91]. Consequently, the number of unique elements in $C$, in terms of their absolute values, is equal to $\frac{N}{2\alpha} + 1$. Chapter 4 also demonstrated that the inverse and approximate pseudoinverse of the sub-carriers correlation matrix, being $C^{-1}$ and $C_\xi$, respectively, are bisymmetric. In this case, the maximum number of
unique elements, in terms of their absolute values, is given by

\[ \left\lceil \frac{N}{2} \right\rceil - 1 \sum_{i=0}^{\left\lfloor \frac{N}{2} \right\rfloor} (N - 2i). \]  

(6.5)

The aforementioned observations illustrate that the total number of elements that need to be stored in ROMs when targeted for hardware implementation may be significantly reduced by taking into account the special properties of these matrices, as illustrated in Fig. 6.11.

Taking advantage of these properties, a smaller number of ROMs in terms of size and/or quantity may be employed at the expense of additional control overhead. Two options are particularly feasible in this scenario:

- **Using a single \( \beta \)-bit ROM in conjunction with a shift register**: In this case, all the unique elements are stored in a single block memory and are queued in a shift register which in turn is connected to the inputs of the complex multiplier modules. Additional logic is required to read the relevant values from ROM
pertaining to the complex multiplication taking place on each clock cycle.

- **Storing the elements directly in registers**: This configuration obviates the need for ROMs, yet is costly in terms of logic slices since the elements are directly stored in registers. The key benefit of this method is that the elements are available instantly with zero latency and are acquired without buffering. This method still calls for additional control logic and could prove to be ill-suited for large system sizes.

To conclude, it is worth noting that in these methods, only the absolute values of the elements are stored since the sign of each element is easily manipulated by configuring the MSB which serves as a sign bit.

### 6.5 Conclusions

A hardware design and implementation for an SEFDM receiver employing the TSVD algorithm has been presented. While novel algorithms have been developed for the detection of SEFDM signals with promising results, these algorithms suffer from high computational complexity making them ill-suited for commercial applications. The ultimate goal of this work is to devise a platform that will facilitate the implementation of these algorithms in an end-to-end system.

The chapter commenced by explaining that the physical limiting factor of an FPGA device is the number of logic elements available. The complexity of the system directly dictates the resources required. In this work, it was established that the size of the FPGA design is directly proportional to the size of the SEFDM system. An increase in the number of sub-carriers and/or amount of oversampling, results in increased throughput and/or improved error performance, respectively, at the expense of increased area and latency.

Subsequently, the FPGA design cycle illustrated that the complexity of the system dictates the synthesis time, as well as the computation time required by the analytical
tools to run the algorithms and identify the optimum system parameters for a specific configuration. The exponential growth in development time in relation to system complexity accentuates the importance of simulation tools like ModelSim to expedite the successful realisation of any design. In terms of customisability, the COREGEN tool cuts down development effort to a great extent, however, it constrains the implementation options available to an FPGA designer, which in turn limits the potential for enhancing the performance of the final outcome.

Results showed that the latency of the system, defined as the total time delay that exists in a design, imposes an upper bound on the maximum achievable throughput. The area required by a design can be optimised by utilising fewer resources if a loss in performance is tolerable. To maintain the same or to optimise performance without taking up more area, DSP Slices have to be integrated in the system which come at a higher price. The aforementioned crucial design factors determine the amount of parallelism and/or pipelining that is incorporated in the design, which in turn are jointly considered to achieve the best clock performance and resource utilisation.

Based on the above, it was argued that a trade-off always exists between the complexity of a design and the corresponding performance. Fortunately, the programmable logic nature of FPGA devices offers the designer a great deal of freedom over the architecture of the implementation. On one end, a fully-pipelined architecture optimises resource utilisation at the expense of increased end-to-end latency. On the other hand, parallelisation is commonly used for performance optimisation at the expense of an increased design size, thus an increased cost.

Finally, it was demonstrated that the proposed FPGA architecture is highly reconfigurable, attributed to the features of the Xilinx FFT IP core, thus supporting different bandwidth sizes. This is in line with the latest development in LTE systems which use carrier aggregation to support wider transmission bandwidths. The ultimate goal is the automatic and seamless integration of the entire SEFDM receiver in a single hardware wrapper similar to the platform presented in [182]. Such a platform makes
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the verification process more efficient, easier to troubleshoot and less error prone while allowing algorithm designers to focus on the actual principles rather than the hardware subtleties.

The next chapter brings the work in this thesis to an end by considering more advanced detection techniques, in particular tree-search detection algorithms.
Chapter 7

Implementation of Tree-search Algorithms

Previous chapters demonstrated that the reduction in frequency distance between the sub-carriers in SEFDM systems gives rise to ICI complicating the receiver design. Linear detectors, such as ZF and TSVD are simple to implement but lead to significant BER performance degradation, particularly for complex modulation schemes like 4-QAM. Brute-force ML yields the optimum solution, yet its NP complexity prohibits its use in practical systems.

An alternative approach which avoids an exhaustive search is to use iterative tree-search algorithms, hence, this chapter commences by reviewing the basic principles of such algorithms. Section 7.1.1 discusses SD, since Kanaras showed [198] that SD provides quasi-optimum performance at significantly reduced complexity compared to ML. Subsequently, this algorithm is used for the verification of an FPGA based SEFDM transmitter.

Notwithstanding, SD has variable complexity which is dictated by the noise present in the channel, as well as the interference properties of the SEFDM system, thus rendering SD unsuitable for hardware realisation. For this reason, techniques employed in MIMO systems for fixing the complexity of SD [199], which were adapted by Isam
to address the detection challenge in SEFDM, are explored in Section 7.1.2. Nevertheless, for high-dimensional systems, even these fixed complexity detectors present challenges for implementation. Hereby, the application of Sort Free (SF) and Modified Real Valued Decomposition (MRVD) techniques to SEFDM systems to yield performance gains, is explored. Section 7.2 details the joint FPGA-DSP platform while Section 7.3 describes the implementation of the proposed detector on a DSP chip. The experimental results acquired through the DSP implementation paves the way for an FPGA realisation while providing indispensable data to make informed design decisions. These outcomes are corroborated in Section 7.4, thanks to the results acquired from the recent FPGA realisation of the FSD algorithm in isolation [188].

The research in this chapter was presented at multiple conferences including the IEEE International Conference on Communications (ICC) [165] and the IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC) [179], both in 2012. Part of this work has also been accepted for publication in the IEEE ICC 2013 [200] and the IEEE International Conference on Telecommunications (ICT) 2013 [188] conference proceedings and will be presented in due course. Finally, recent work detailing iterative techniques, which employ soft decision to improve the performance of SEFDM systems, has been submitted for consideration in the IEEE Communications Letters [135].

7.1 Algorithm Principles

Recall from Section 4.2.2 that the SEFDM system model is given by \( \mathbf{R} = \mathbf{C}s + \mathbf{Z} \) assuming that the correlation matrix \( \mathbf{C} \) is used to represent the interference between the sub-carriers. The ML detection problem is therefore formulated as

\[
\hat{s}_{ML} = \arg \min_{s \in \mathcal{M}^N} \| \mathbf{R} - \mathbf{C}s \|^2,
\]  

(7.1)
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Figure 7.1: Sphere search constrained by the radius $g$.

indicating that ML is an NP hard combinatorial problem [129] with a complexity order $O(M^N)$ which grows exponentially with the increase in the number of sub-carriers $N$ and/or the constellation size $M$. Consequently, ML detection suffers from an impractical computational complexity even for moderate system sizes.

7.1.1 The Sphere Decoding Algorithm

The most popular tree-search algorithms encountered in MIMO systems and subsequently in SEFDM systems are SD and FSD along with their different variants. SD is commonly referred to as lattice decoding based on the description by Fincke and Pohst [201] who first proposed the algorithm as a method for identifying the minimum Euclidean distance in a given lattice, the latter term used to designate the representation of vectors in a Euclidean space [129].

The SD algorithm solves the LS problem subject to an additional constraint. Specifically, the value of the squared Euclidean norm $\| R - C_s \|^2$ has to be less than or equal to a predefined value $g$, expressed as

$$\| R - C_s \|^2 \leq g,$$  

where $C_s$ represents the lattice points. Thereby, SD constrains the search to only the candidate vector symbols $s$ for which the points $C_s$ lie in an $N$-dimensional hypersphere centred around the received statistics vector $R$ with radius $g$, as illustrated in Fig. 7.1. Evidently, the radius dictates the search space and thus the complexity of the algorithm with the aim of converging to the optimum solution much faster compared to ML.
The SD algorithm is executed by spanning a tree of depth \( N + 1 \), as illustrated in Fig. 7.2. Each point in the tree is referred to as a node with the total number of nodes given by \( \sum_{i=0}^{N} M^i \). The number of branches per node is equal to the constellation size, hence the total number of nodes present at each level is given by \( M^{N+1-i} \). The nodes at level \( i = 1 \) are referred to as the leaves of the tree.

The SD algorithm will always converge to the ML solution provided that the sphere illustrated in Fig. 7.1 contains at least one candidate vector symbol. However, the fundamental point of using SD instead of ML is the increased computational efficiency associated with the former thanks to complexity reduction. This reduction is achieved by reducing the number of branches and leaves considered in the search for the ML solution, in other words by pruning the tree. The most common metric used to decide whether a node should be retained or discarded is the sphere radius \( g \). Too large a radius will result in the SD execution approaching the complexity of ML. Too small a radius may result in no solution being found.

The nodes of the tree that have not been pruned and are considered in the search are referred to as admissible nodes. There are two approaches for traversing the tree:

- **Depth-first**: This method was employed in the original SD algorithm as applied to SEFDM by Kanaras [129]. In this scheme, the algorithm starts from the root of the tree \( (i = N + 1) \) and proceeds in both a downwards \( (i = i - 1) \) and upwards \( (i = i + 1) \) direction. All admissible child nodes of a parent node are initially examined (in a top-down approach) before visiting the admissible siblings of a
• **Breadth-first:** This method differs from the depth-first approach in that it is not a recursive scheme. The algorithm proceeds in a downwards direction only and visits all admissible nodes at each level $i$ in order to construct the new set of admissible nodes for the next level ($i = i - 1$). This scheme is adopted in the FSD algorithm described in Section 7.1.2.

In both cases, when a complete path is found from the root of the tree to one of its leaves, a point is enumerated in the sphere as per Fig. 7.1. The decoded vector symbol $\hat{s}_{SD}$ corresponding to the ML solution is the path with the smallest Euclidean distance.

**Schnorr-Euchner Enumeration**

From the above, it should be evident that the radius determines the number of visits to the nodes of the tree and as noted by Kanaras, “the proper definition of the initial radius is decisive for the achievement of a practical detection” [129]. A highly efficient technique for accelerating the execution of the algorithm in a depth-first approach without compromising BER performance is to dynamically reduce the radius each time the algorithm reaches a leaf. This allows the initial sphere radius to be set high to eliminate the probability of no points being found.

When the constellation points are real-valued, the children of each parent node take on values from a specific set of points, referred to as the admissible interval [129] [61]. In this case, a reordering strategy, known as Schnorr-Euchner (SE) enumeration [202], enables the algorithm to converge rapidly to an appropriate radius. Contrary to the original Fincke-Pohst enumeration [201], which enumerates the points in numerical order from the lowest bound to the upper bound of the admissible interval, the SE strategy enumerates the points in ascending order of distance from the centre of the interval in a zig-zag manner, as illustrated in Fig. 7.3. While this ordering may incur additional complexity, this complexity is much smaller compared to the computational complexity associated with the overall search in a sphere having a very large radius.
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Real Valued Decomposition

The original algorithm proposed in [201] assumes that all elements are real-valued numbers. Furthermore, admissible intervals cannot be defined for complex-valued constellation points [61]. Thereby, a technique known as RVD is employed to transform the complex-valued problem to its equivalent real-valued representation. For the SEFDM system model in particular, the RVD of the system is given by

\[
\begin{bmatrix}
Re\{R\} \\
Im\{R\}
\end{bmatrix} = 
\begin{bmatrix}
Re\{C\} & Im\{C\} \\
-Im\{C\} & Re\{C\}
\end{bmatrix} 
\begin{bmatrix}
Re\{s\} \\
Im\{s\}
\end{bmatrix} + 
\begin{bmatrix}
Re\{Z\} \\
Im\{Z\}
\end{bmatrix}
\]

RVD can be applied only for rectangular constellation schemes, such as 4-QAM, 16-QAM, 64-QAM, with the admissible interval given by a sub-set of the original constellation set with size equal to \(\mu = \sqrt{M}\). In contrast to the complex version of the system's model, the tree has \(M - \mu\) fewer children per parent node, however, this comes at the expense of doubling the system dimension from \(N\) to \(2N\). Consequently, the tree depth in this case equates to \(2N + 1\).

Linear Detection Preprocessing

In this work, a linear detection stage precedes the SD stage. For this reason, the unconstrained ML solution given by \(\hat{s} = C^{-1}R\) may be used as the centre of the sphere instead of the received statistics vector \(R\) in order to reduce the search space of the SD algorithm [203] and thus the relevant complexity. Substituting \(R = Ss\) into Eq. 7.2
which represents a lattice centred at the unconstrained ML estimate and whose generator\textsuperscript{1} matrix is the Grammian matrix $C^H C$. Here, it is worth pointing out that the unconstrained ML estimate may be obtained through either ZF or TSVD as $\bar{s}_{ZF} = C^{-1} R$ or $\bar{s}_{TSVD} = C_{\xi} R$, respectively.

Subsequently, the search in an $N$-dimensional hypersphere is split into $N$ one-dimensional consecutive searches formed as linear intervals and commonly referred to as Partial Euclidean Distances (PEDs)\textsuperscript{2} [129] [61]. To allow this simplification, the generator matrix must be decomposed into an upper triangular matrix to enable the computation of the partial Euclidean norms. This decomposition may be achieved using Cholesky factorisation provided that the matrix is (conjugate) symmetric and positive-definite, the latter true when the matrix is non-singular. Hence, the generator matrix may be rewritten as $C^H C = L^H L$ where $L$ is the upper triangular matrix acquired through the decomposition $L = \text{chol}(C^H C)$ with $\text{chol}\{\cdot\}$ denoting the Cholesky decomposition function. Thereby, $L$ takes the role of the sub-carriers correlation matrix permitting Eq. 7.3 to be rewritten as

$$\begin{align*}
(s - \bar{s})^H L^H L (s - \bar{s}) \leq g & \Rightarrow \|L(s - \bar{s})\|^2 \leq g,
\end{align*}$$

which may equivalently be given by

$$\begin{align*}
\sum_{i=1}^{N} l_{ii}^2 \left| s_i - \bar{s}_i \right|^2 + \sum_{j=i+1}^{N} l_{ij} \left| s_j - \bar{s}_j \right|^2 \leq g,
\end{align*}$$

where $l_{ij}$ are the elements of $L$. Eq. 7.5 represents the sum of all PEDs which form a complete path from the root of the tree $i = N + 1$ to one or more of its leaves at level

\textsuperscript{1}A generator matrix $G$ of a matrix $A$ is a matrix whose rows and columns can be transformed to generate all the elements of $A$.

\textsuperscript{2}While in this context, the linear intervals actually correspond to squared Euclidean distances, the term PED will be adopted throughout this work for clarity of presentation.
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\( i = 1 \). In particular, the PED for each child node, denoted by \( d_i \), is given by the sum of the PED of each parent node, denoted by \( d_{i+1} \), and the distance increment, denoted by \( e_i \), expressed as

\[
    d_i = d_{i+1} + e_i. \tag{7.6}
\]

From Eq. 7.6, it should be evident that \( d_{i+1} \) represents the Accumulated Euclidean Distance (AED) from the root of the tree down to level \( i + 1 \). With reference to Eq. 7.5, the distance increment per level may be given by

\[
    e_i = \left| l_{ii}^2 (s_i - \tilde{s}_i) + \sum_{j=i+1}^{N} l_{ij} (s_j - \tilde{s}_j) \right|^2 = \left| l_{ii} (s_i - \tilde{s}_i) + \sum_{j=i+1}^{N} l_{ij} (s_j - \tilde{s}_j) \right|^2 \Rightarrow
\]

\[
    e_i = \left| l_{ii}s_i - \sum_{j=i}^{N} l_{ij}\tilde{s}_j + \sum_{j=i+1}^{N} l_{ij}s_j \right|^2, \tag{7.7}
\]

the last line being in accordance with the formulae presented in [61]. Note that each PED is subject to the same constraint as the original ML detection problem, in other words the value of each PED must be less than or equal to the sphere radius, otherwise all of its children and leaves are discarded.

**Verification of an FPGA based SEFDM Transmitter using the SD Algorithm**

In [165], the analytical version of the SD proposed by Kanaras [198] employing RVD was used to decode the real signals generated by the FPGA hardware transmitter. A top-level diagram of the detection process is depicted in Fig. 7.4.

The received signal is initially demodulated using a DFT generating the statistics vector \( \mathbf{R} \). The initial unconstrained estimate is then obtained using ZF. The inputs to the SD block include the unconstrained ZF estimate \( \tilde{s} \), the sub-carriers correlation matrix \( \mathbf{C} \) and the initial sphere radius \( g \), which in this case is set to an arbitrary large number. This work in particular incorporates a binary search algorithm, which initiates the process with a very large radius and rapidly determines the minimum radius required to yield a successful solution.
Subsequently, the SD algorithm is initialised by carrying out a RVD of \( R \) and \( C \) yielding \( R' \) and \( C' \). The sub-carriers correlation matrix is then decomposed using the Cholesky method. On each iteration of the algorithm, a new estimate for the radius \( g \) and the interval centre \( \theta \) are provided with the aim of reducing the sphere size and converging to a solution, which provides the most accurate estimate of the transmitted symbols. This is achieved by enumerating and sorting the lattice points, yielding \( A \) and \( B \), respectively, based on the current sphere radius and with the aid of SE reordering.

In [165], the algorithm’s execution time and the minimum radius required to successfully decode a symbol was recorded for different data sequences. The results confirmed that the complexity of the SD algorithm is random and variable making it difficult to model the computational effort required to decode an SEFDM signal.

**Discussion on the Complexity of the SD Algorithm**

The previous paragraphs explained that SD can achieve ML performance at a significantly reduced complexity by searching for a solution within a sub-set of the total number of possible transmitted symbols. The number of visits to the tree nodes is a direct performance metric of the complexity of the solution. A large radius means the complexity approaches that of ML, whereas a small radius may result in no solution being found degrading BER performance. Research in this area has focused on devising algorithms aimed at increasing the accuracy of the initial radius to reduce the size of
the sphere and therefore the complexity of the solution.

A detailed examination of the complexity and variants of the SD algorithm is beyond the scope of this work. A number of SD variants were explored by Kanaras including a Complex SD, a Regularised SD and a Pruned SD, the latter entailing Semi Definite Programming (SDP) [129]. There is also rich literature discussing these issues in MIMO systems, a notable example being the work presented by Viterbo and Boutros [204]. An authoritative account of the complexity associated with SD is given by Hassibi and Vikalo [205], as well as Jalden and Ottersten [206].

With regard to the real and complex versions of SD, though the SD employing RVD is widely used, its application is only valid for rectangular constellation schemes. Conversely, the complex version of the SD can be applied for any constellation size, however, its execution is less straightforward. The reader is referred to the work by Hochwald and Brink [207] for details on this method.

Finally, it must be underlined that Cholesky decomposition requires the matrix to be both symmetric and positive definite. Yet, for severely ill-conditioned matrices, the matrix becomes positive semi-definite and so the Cholesky method cannot be applied. Consequently, future work should consider the use of techniques like pivoting to convert semi-definite matrices into definite matrices. Alternatively, other decomposition methods, such as QR decomposition, should be explored (see for example the work by Damen and Gamal [208]), especially in view of the fact that QR decomposition offers better numerical stability compared to Cholesky decomposition [203].

In conclusion, while SD provides a notable reduction in complexity, its high sensitivity to noise and the interference properties of SEFDM systems render it inapt for hardware realisation. In addition, the sequential nature of the algorithm does not fit well with the parallel processing capabilities of FPGAs. For this reason, a variant of the SD algorithm which fixes the complexity and has an architecture which is better tailored for FPGA implementation is examined in the next section.
7.1.2 The Fixed Sphere Decoding Algorithm

Although SD is able to achieve ML performance, its variable complexity results in variable throughput. Hereby, this section considers the FSD algorithm as proposed in [156] which guarantees a constant throughput by fixing the complexity of the conventional SD algorithm employed in [198]. Furthermore, this complexity is independent of the noise present in the system, as well as the ill-conditioning of the interference matrix. There are two key differences between the SD and the FSD techniques; first, the FSD traverses the tree using a breadth-first approach; second, the number of nodes examined at each level is fixed at design time.

The FSD method described in [156] is based on similar principles to the K-Best algorithm proposed by Wong [160] in that the number of admissible nodes per level is constrained by the parameter K. Nevertheless, K-Best decoding does not take into account the SEFDM system model. The FSD detector under consideration also differs from the FCSD proposed by Barbero [161] in two aspects; first, the FCSD is based on the complex SD version; second, the number of nodes examined at each level is not fixed as in FSD. Instead, the number of points searched at each level is determined by the MIMO channel matrix ordering and tends to be higher for the first levels of the tree and lower for the last levels. Fig. 7.5 depicts the architecture of the hybrid SEFDM receiver.

The initial unconstrained estimate \( \hat{s} \) is generated via a linear detector, in this work being either ZF or TSVD. This unconstrained estimate may then be fed to a slicing unit to obtain the actual symbol estimates \( \hat{s}_{LIN} \) as

\[
\hat{s}_{ZF} = \left[ C^{-1} R \right], \quad (7.8)
\]

or

\[
\hat{s}_{TSVD} = \left[ C \xi R \right], \quad (7.9)
\]

with the slicing unit performing QAM de-mapping. Alternatively, \( \hat{s} \) may be fed to a
Figure 7.5: SEFDM receiver combining linear detection with fixed SD.

From Eq. 7.10, it is evident that the FSD imposes an additional constraint upon the original SD algorithm by restricting the search to a limited sub-space of the problem [156]. Rather than searching over the entire $N$-dimensional complex constellation set of $M^N$ points, the FSD only searches in a sub-set $\mathcal{H} \subset M^N$ around the centre of the sphere, where the symbol $\subset$ denotes a sub-set. The radius $g$ is set to the sliced linear detection estimate according to

$$g = \| \mathbf{R} - \mathbf{C}\hat{s} \|^2. \quad (7.11)$$

As demonstrated in [156], TSVD outperforms ZF in an AWGN environment. Taking into account that the key factors governing a successful FSD decoding are the generator matrix, the initial radius and the initial unconstrained estimate, it should come as no surprise that TSVD provides a better performance compared to ZF both as a standalone detector, as well as when combined with FSD. The hybrid TSVD-FSD receiver improves performance by using the TSVD estimate instead of the ZF estimate for the
computation of the initial radius according to

$$g = \| \mathbf{R} - \mathbf{C} \hat{s}_{TSVD} \|^2. \quad (7.12)$$

If no solution is found when the algorithm has completed execution, the FSD reverts to the linear TSVD estimate $\hat{s}_{TSVD}$.

The algorithm for the FSD is outlined in Fig. 7.6. It is assumed that the constellation is complex-valued rectangular M-QAM, hence an RVD process is carried out during the initialisation stage. Fig. 7.6 shows that the operation of the FSD resembles that for SD. Instead of updating the radius and the interval centre on each iteration, as in the conventional SD algorithm, the FSD only computes the PEDs based on $\theta$ and the partial symbol estimates $s_{ij}$ acquired as the algorithm moves down the tree.

The complexity of the algorithm is user-defined by setting the parameter $\zeta$, which defines the complexity order of the algorithm, with $W = (\sqrt{M^\zeta})$ where $W$ denotes the tree width. During the initialisation phase, the first $\zeta$ levels are fully expanded. In the subsequent levels, only the best $W$ candidate nodes are expanded. The tree width
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determines the complexity of the FSD, as it defines the number of node visits per level. The larger the tree width, the better the performance at the expense of increased complexity. From Fig. 7.6, it should be evident that the update interval centres \( \theta_{ij} \) at each level can be computed independently in parallel rendering the FSD algorithm an attractive choice for hardware implementation using FPGAs.

The sorting stage which performs comparisons amongst all candidate nodes \( B_i \) at each level constitutes one of the main bottlenecks. The larger the tree width, the higher the number of comparisons, leading to an increase in the overall latency of the algorithm and subsequently reduction in throughput. On the other hand, reducing the tree width or removing the sorting stage affects the order in which a parent node branches out to a child node, potentially degrading BER performance. To strike a balance between these conflicting objectives, the application of SF detection is proposed, which in conjunction with MRVD, promise to deliver performance gains both in terms of latency and BER performance as established in MIMO systems [195].

**FSD Algorithm Enhancements**

While the hybrid TSVD-FSD detector described in [156] significantly lowered the algorithm’s execution time, the focus of this section is the enhancement of this receiver to make it better-suited for application in the real world. The first part considers the simplification of the sorting stage. Fig. 7.7 compares the spanning tree for two variants of the FSD with different sorting strategies, namely the Shortest Path (SP), entailed in the original FSD algorithm, and the novel SF technique. For simplicity of presentation, the number of sub-carriers has been set to two, resulting in a four-level tree, assuming RVD is employed, with the tree width also fixed at a value of two.

Fig. 7.7 shows that both algorithms share the same iterative tree traversal process, which is carried out in a breadth-first manner. From Fig. 7.7, it is evident that at each level the SP technique retains the best \( W \) candidate nodes having the minimum distance from the interval centre. This is achieved thanks to the SE reordering that
takes place which may lead to discarding certain candidate nodes at the level under consideration albeit being selected from the immediately preceding level. Conversely, in the SF version, every candidate node selected at the current level branches out to one of the (two in this case) child nodes being the one closest to $\theta$.

Consequently, it should be evident that the SP method naturally converges to the best solution, whereas for the SF method, the path with the smallest distance from the centre point is chosen at the end of the tree traversal. This is the reason SF leads to an inferior error performance with the benefit of substantial reduction in computational complexity, which is inverse proportional to the execution speed of the algorithm and thus the resultant throughput.

To visualise the difference between the SP and SF methods, the blocks in Fig. 7.6 with a dotted border, would be made redundant in a SF implementation. The removal of the sorting stage in the SF method allows the $W$ independent paths to be executed concurrently rendering the algorithm almost fully parallel and favouring the use of FPGAs for its practical realisation.

Another modification aimed at improving the BER performance is MRVD as described in [209]. This modified version of RVD involves the permutation of the system vectors and matrices according to
MRVD does not incur additional computational complexity and hence is ideal for performance trade-offs between the size of the system and the complexity of the FSD algorithm, as discussed in Section 7.3. The reason for the improved performance of MRVD lies in the fact that the first $\zeta$ levels that are fully expanded do not consist of solely the imaginary part of the initial SEFDM symbol estimates. Instead, at each level, the algorithm flips between the real and imaginary parts of the next symbol in line. Therefore, MRVD can be regarded as providing ‘more complete’ solutions compared to the conventional RVD.

### 7.2 Joint FPGA-DSP Platform

While FPGA implementations of FSD have appeared in MIMO systems, the difference in the application of FSD to SEFDM as opposed to MIMO, lies in the much larger system dimension associated with the former resulting in significant increase in computational complexity. Preliminary studies showed that a standalone FPGA realisation is hindered by the device’s limited resources, in this case being a Xilinx Virtex 5 chip. To this end, this work considers the joint hardware implementation of the hybrid TSVD-FSD receiver with the aid of FPGAs and DSPs. The target FPGA device is the XC5VFX100T employed in Chapter 6, whereas the DSP is a Texas Instruments (henceforth referred to as TI) TMS320C6455 processor running at 1 GHz. Screenshots illustrating the data exchange between the FPGA and the DSP are provided in Appendix B.

A high-level representation of the complete hardware system is depicted in Fig. 7.8.
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The FPGA outputs are transferred to the DSP over an asynchronous, bi-directional, communication port with the aid of an External Memory Interface (EMIF) [210].

The receiver is fully reconfigurable allowing the user to change the number of sub-carriers and/or the level of bandwidth compression on the fly. Recalling from Section 6.3.1, the first key component is an FFT block whose length can be reconfigured at runtime. This enables the user to achieve optimum latencies depending on the number of sub-carriers selected. The second important block is the bank of ROMs each of which is responsible for storing the inverse or pseudoinverse of the sub-carriers correlation coefficient matrix values defined for a specific set of $N$, $\alpha$ and $\rho$. Furthermore, the user can choose whether ZF or TSVD is employed for the initial estimation of the transmitted symbols. The final block of the FPGA partition is a slicing unit which is currently configured to decode BPSK or 4-QAM signals on a frame-by-frame basis.

On the DSP side, a commercially available DSP development environment was used to implement the SP and SF FSD detectors on the device and to handle the data transfer between the DSP and the computer terminal. This partition of the overall hardware system is also reconfigurable in that the user can select the desired degree of complexity by setting the tree width $W$ during the execution of the algorithm.

The DSP acts as the brains of the system activating and deactivating the multiple control signals and polling the FPGA for status updates. The use of MUXs is paramount in this setup, since they control the exchange of data between the two devices. Once the FPGA has completed processing of the received data, providing an initial ZF or TSVD estimate, the initial symbol estimates are stored in FIFOs. The data is then transmitted over the port to the DSP where the original (SP) or modified (SF) FSD algorithm is executed to provide a better estimate of the original, transmitted symbols. Custom control modules were developed for both the FPGA and the DSP to monitor the bi-directional communication. These modules are responsible for ensuring the FPGA and the DSP are synchronised at all times while reporting errors for invalid commands, invalid data, as well as system malfunction.
Figure 7.8: System block diagram for the hybrid TSV-FSD hardware detector implementation.
One of the key challenges encountered during the programming of the interface between the FPGA and the DSP was number conversion. Two number formats are recognised by the DSP, namely Binary-Coded Decimal (BCD), which is essentially American Standard Code for Information Interchange (ASCII) format and IEEE-754 single-precision format. The FPGA on the other hand only recognises standard formats, such as binary, decimal or hexadecimal. Therefore, functions had to be created to convert the values from one format to another to guarantee that the data values were being translated correctly.

### 7.3 DSP Evaluation

In this section, the performance of the proposed detector is analysed in terms of complexity and error performance through simulation and experimentation. For the latter, the practical measurements were acquired using the TMS320C6455 chip introduced in Section 7.2. The proposed detector is compared against the original TSVD-FSD detector described in [156] taking into account the aforementioned metrics. The modulation scheme adopted throughout the analysis was 4-QAM, however, higher modulation orders could also be accommodated, since they may be expressed as linear combinations of 4-QAM symbols [198].

As explained in Section 7.1.2, the sorting stage in the SP method adds a significant burden to the computational complexity of the algorithm. The SF technique alleviates the need for this stage and can be visualised in Fig. 7.8, where the grey dotted box in the DSP partition would be made redundant in such a scenario. For the purpose of this work, it is assumed that matrix operations, such as RVD and Cholesky decomposition are carried out in preprocessing units in a computer environment prior to the execution of the FSD algorithm on the DSP.
Table 7.1: Total number of operations per level for the Shortest-Path and Sort-Free FSD detectors.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Shortest-Path (SP)</th>
<th>Sort-Free (SF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplications</td>
<td>( W(D - k) )</td>
<td>( W(D - k) )</td>
</tr>
<tr>
<td>Additions</td>
<td>( W(2(D - k) + 1 + \sqrt{M}) )</td>
<td>( W(2(D - k) + 1) )</td>
</tr>
<tr>
<td>Comparisons</td>
<td>( \frac{1}{2}(MW^2 + \sqrt{MW} + 4W) )</td>
<td>( W )</td>
</tr>
</tbody>
</table>

### 7.3.1 Computational Complexity

The algorithmic complexity is determined by two aspects; first, the number of arithmetic operations required to execute the algorithm, such as multiplications, additions\(^3\) and subtractions; second, the number of compare-select operations that take place during the sorting stage.

Table 7.1 compares the total number of operations required at each tree level for the SP and SF detection schemes. The depth of the tree, commensurate with the system dimension, is denoted by \( D \) which is equal to \( 2N \) as a result of using RVD. From this table, it is evident that the number of comparisons at each level is fixed and independent of the system dimension. For the SF method, a single comparator is required for each node to compute the minimum distances to the centre point. The number of comparisons is equal to the tree width. On the contrary, the SP technique requires multiple cascaded minimum finders to perform the reordering of the candidate nodes with respect to the minimum distance from the centre point. In both cases, the number of comparisons is dictated by the tree width.

As far as arithmetic operations are concerned, the lower sub-plot in Fig. 7.9 shows that the number of multiplications and additions increases linearly at each level of the tree. This is due to the fact that the computation of the new symbol estimate at each level takes into account all points from the root of the tree up to and including the level under consideration. Consequently, the growth in the total number of operations required for the complete execution of the algorithm is of quadratic complexity, as

\(^3\)In this context, it is assumed that the number of additions encapsulates relevant operations, such as accumulations and subtractions.
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![Cumulative No of operations vs Tree Level](image)

![No of operations per level vs Tree Level](image)

Figure 7.9: Computational complexity for increasing tree depth.

depicted in the upper sub-plot of Fig. 7.9. Note that the values on the x-axis have been listed in descending order, since the root of the tree corresponds to the level with the highest value being $2N + 1$.

The results from Fig. 7.9 imply that the implementation complexity of FSD for an SEFDM system is at least one order of magnitude greater compared to existing MIMO implementations. Recalling from the introduction of this chapter, the number of antennas for a typical MIMO system employing FSD is $4 \times 4$, resulting in eight tree levels, which as can be seen from Fig. 7.9 requires a substantially lower number of arithmetic operations compared to a 16 sub-carrier SEFDM system with 32 tree levels.

Table 7.2 compares the number of operations required at the sorting stage for the SP and SF versions of the TSVD-FSD algorithm. The size of the system is eight sub-carriers and the complexity is shown for increasing tree widths. Note that the number of multiplications and additions is virtually the same for both methods, as can be deduced from Table 7.1. From Table 7.2, it is clear that the SF technique requires almost 20 times fewer compare-select operations as opposed to the SP technique for a small tree width ($W = 8$). The performance gain increases in proportion to the tree width. For example, a SF detection with an algorithm complexity ($W = 256$) 32 times greater than
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Table 7.2: Number of compare-select operations for the Shortest-Path and Sort-Free FSD detectors for increasing tree widths.

<table>
<thead>
<tr>
<th>FSD Variant</th>
<th>$W = 8$</th>
<th>$W = 16$</th>
<th>$W = 64$</th>
<th>$W = 256$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortest Path</td>
<td>1976</td>
<td>6720</td>
<td>83840</td>
<td>1054720</td>
</tr>
<tr>
<td>Sort Free</td>
<td>104</td>
<td>192</td>
<td>640</td>
<td>2048</td>
</tr>
</tbody>
</table>

Table 7.3: Comparison of the execution time for the two FSD variants for an increasing system size and tree width.

<table>
<thead>
<tr>
<th>FSD Variant</th>
<th>$W = 8$</th>
<th>$W = 64$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N = 4$</td>
<td>$N = 8$</td>
</tr>
<tr>
<td>Shortest-Path</td>
<td>3 ms</td>
<td>11 ms</td>
</tr>
<tr>
<td>Sort-Free</td>
<td>1 ms</td>
<td>4 ms</td>
</tr>
</tbody>
</table>

- a SP detection ($W = 8$) requires almost the same number of compare-select operations.

7.3.2 Execution Time

Table 7.3 compares the execution times for the SP and SF variants when implemented on the DSP. For both schemes, a linear increase in the number of sub-carriers leads to a quadratic increase in the execution time. This is due to the fact that the number of multiplications and additions increases linearly as the algorithm traverses the tree according to the formulae presented in Table 7.1. Similarly, an exponential increase in tree width leads to an exponential increase in execution time. Table 7.3 also shows that the SF method can provide greater speed efficiency compared to the SP method of at least two times, for example when $W = 8$ and $N = 16$, and up to almost six times, for example when $W = 64$ and $N = 8$. These execution times are provided as an indication of the performance trade-offs one might expect for varying algorithmic complexity.
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7.3.3 Error Performance

This final sub-section, provides numerical results evaluating the error performance of the FSD algorithm and its variants. The computer based simulations were carried out in an AWGN channel for a range of SNR values and for 1000 SEFDM symbols unless otherwise stated. The experimental results acquired using the DSP are compared against the analytical floating-point and modelled fixed-point data.

Fig. 7.10 compares the BER of the original FSD detector against its variants. 10,000 SEFDM symbols were simulated in this sole case to obtain higher confidence levels. It is clear that TSVD and MRVD when separately applied to the standalone SF yield significant performance gains, especially in the higher SNR regimes. When both techniques are combined and applied to SF, the resultant TSVD-MRVD-SF FSD detector approaches the performance of the more optimum, SP detector, yet with the benefit of reduced computational complexity.

Fig. 7.11 shows that the combined TSVD-MRVD-SF FSD detector has comparable performance to the SP FSD detector for different tree widths. From Fig. 7.11, it is
Figure 7.11: Comparison of the FSD detection schemes for increasing complexity (4-QAM, $\alpha = 0.8$ and $N = 16$).

Also evident that the combined detector provides greater performance gains for smaller tree widths, which in turn imply a lower computational complexity, the latter being favourable in any hardware design.

Fig. 7.12 illustrates that the performance gains acquired with the combined TSVD-MRVD-SF FSD detector are more prominent for large system sizes ($N > 8$), thanks to the better quality initial estimate provided by TSVD. For small system sizes ($N = 4$), the combined detector leads to a slight performance degradation, which appears only for the FSD variant employing MRVD. Further investigation is required to evaluate the performance of MRVD for small system sizes.

Fig. 7.13 shows the error performance for varying degrees of bandwidth compression. It is evident that the combined TSVD-MRVD-SF FSD provides the best trade-off between BER and complexity for $\alpha \geq 0.8$, taking into account the substantial reduction in the number of compare-select operations. Moreover, the SF FSD architecture is well-suited for a fully parallel and pipelined FPGA implementation. These BER results coupled with the complexity discussion of Section 7.3.1, demonstrate that the
combined TSVD-MRVD-SF FSD provides the best trade-off between BER and complexity for a bandwidth compression up to 20%, making it the preferred choice for a feasible hardware realisation.

Fig. 7.14 compares the error performance at $Eb/N_0$ values of 5, 6 and 7 dB, of the analytical floating-point, modelled fixed-point and experimental DSP results. The bandwidth compression is equal to 20% while results were acquired for two different system sizes, namely $N = 8$ and $N = 12$. The figure provides evidence that the experimental results are in accordance with the theoretical results and match the results obtained via the simulation of the fixed-point model.

Finally, Figs. 7.15 and 7.16 report the BER performance for the hybrid TSVD-FSD detector implemented on the joint FPGA-DSP platform. Fig. 7.15 shows that all FSD variants outperform the standalone TSVD detector. The proposed TSVD-SF-FSD detector provides comparable performance to the original TSVD-FSD detector for medium system sizes while a degradation in performance is noticed for $N \geq 12$. Fig. 7.15 depicts that the hybrid FPGA-DSP hardware receiver approaches the theoretical
Figure 7.13: Comparison of the FSD detection schemes at different values of $\alpha$ (4-QAM, $N = 16$, $W = 16$).

Figure 7.14: Error performance of analytical, modelled and experimental FSD detectors (4-QAM, $\alpha = 0.8$, $N = 8$, $W = 16$).
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Figure 7.15: BER performance of the joint FPGA-DSP, TSVD-SF-FSD hardware detector for a varying number of sub-carriers $N$ (4-QAM, $\alpha = 0.8$, $W = 16$).

Figure 7.16: BER performance of the joint FPGA-DSP, TSVD-SF-FSD hardware detector against $Eb/No$ (4-QAM, $\alpha = 0.8$, $N = 8$, $W = 16$).
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simulation results with increasing system sizes. Fig. 7.16 illustrates that the experimental results are in accordance with the results obtained from theory, thus verifying the correct functionality of the hardware implementation.

7.4 Results from the FPGA Implementation of the FSD Algorithm

In modern systems, FPGAs have superseded generic processors thanks to their unique parallel processing and reconfigurability features [194]. Independent FPGA realisations of a reconfigurable SEFDM transmitter and ZF\TSVD receiver have appeared in [175] and [179], respectively. In [60], the authors show that an FPGA chip can provide 225 times greater efficiency compared to general-processor platforms for an N-body algorithm. This particular algorithm requires similar feedback and update operations as the FSD algorithm explored in this work. The throughput gain is achieved by leveraging the FPGA’s capabilities, such as parallelism, pipelining and loop unrolling [60].

The FPGA implementation of the FSD algorithm as applied to SEFDM systems is challenging due to the large dimension of the problem. While hardware implementations of different SD and FSD variants have appeared in MIMO systems using FPGAs [211] and VLSI chips [212], a linear increase in the number of tree levels or algorithm complexity has a high impact on area and clock loading. Furthermore, FPGAs are slower than Application Specific Integrated Circuits (ASICs) and would require a prohibitive amount of resources for parallel processing to achieve the same result [213].

Despite these challenges, recent work [188] has achieved a standalone FSD implementation on an FPGA device thanks to the state-of-the-art Virtex 6 chip employed.
7.4.1 Implementation Aspects

Details of the FPGA architecture devised for the FSD algorithm considering both SP and SF variants are presented in [188]. This section discusses key challenges encountered during such a hardware realisation and the impact system parameters have on the overall performance.

First, the high throughput rates reported in FPGA implementations of FSD variants in MIMO systems is attributed to the fact that multiple PED blocks are configured in parallel and are executed concurrently resulting in a very low latency. Nevertheless, a small change in one parameter may adversely affect the entire design.

For example, the VLSI prototype of the K-Best algorithm presented in [61] can achieve a throughput of 376 Mbps for a $4 \times 4$ MIMO system with 16-QAM modulation when $K = 5$. Increasing the value of $K$ ameliorates the BER performance, however, this costs dearly in terms of hardware resources. For the same example, doubling the value of $K$ from five to $K = 10$ leads to reduction in throughput by almost 80% yielding 80 Mbps. There are two key causes effecting this drop in throughput; first, the number of clock cycles required for a complete execution of the algorithm is increased, thereby increasing the pipelined latency; second, since a parallel configuration has been adopted in this design, increasing the value of $K$ translates directly to increasing the number of blocks executed in parallel. In addition to the increased resource utilisation, the additional blocks result in a longer critical path delay which in turn reduces the maximum achievable clock frequency.

Table 7.4 compares the resource availability of the FPGA devices used for the implementation of tree-search algorithms in MIMO systems [61] and SEFD systems [188], respectively. While the XC6VLX240T has no doubt more powerful digital signal processing capabilities compared to the XC2V6000, the previous example exemplifies the effect algorithmic complexity can have on silicon area requirements.


<table>
<thead>
<tr>
<th>Device</th>
<th>Logic Cells</th>
<th>Slices</th>
<th>DSP Slices</th>
<th>18k BRAMs</th>
<th>36k BRAMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>XC2V6000</td>
<td>51,840</td>
<td>33,792</td>
<td>144</td>
<td>144</td>
<td>-</td>
</tr>
<tr>
<td>XC6VLX240T</td>
<td>241,152</td>
<td>37,680</td>
<td>768</td>
<td>832</td>
<td>416</td>
</tr>
</tbody>
</table>

### 7.4.2 Numerical Results

The results presented in this section correspond to the FPGA implementation of an SEFDM system [188] which considers 16 sub-carriers with $\alpha = 0.8$ and $W = 16$. Four architectures were devised, two for the SF variant and two for the SP variant of the FSD algorithm. The throughput depends on the clock frequency $f_{clk}$ of the design, as well as the number of pipelined cycles $P_{LATENCY}$ required per detection, according to

$$R_b = \frac{N \cdot \log_2 M}{P_{LATENCY}} \cdot f_{clk},$$

(7.13)

in a similar fashion to the FPGA implementation presented in Chapter 6. Furthermore, BRAMs are used for buffering, synchronisation and the storage of matrix elements, the latter accomplished with the aid of ROMs. The DSP Slices handle the signal processing complexity of the algorithm, whereas the LUTs comprise the adders and control logic.

Table 7.5 compares the estimated resource utilisation reported by the synthesis process for the two FPGA architectures adhering to the SF method. A fully-parallel configuration translates to computing 16 PEDs concurrently, thus theoretically achieving the highest throughput. Evidently, from Table 7.5, such a configuration exceeds the device’s resource bounds, therefore an alternative semi-parallel approach where eight PED blocks operate at a time in a pipelined fashion is adopted.

Table 7.5 shows that by doubling the pipelined latency of the original SF architecture, the resource utilisation is reduced by more than half. However, this resource optimisation does result in a throughput penalty of the same magnitude. Table 7.6 repeats the results for the SP method. These results corroborate the predictions pre-
Table 7.5: Estimated resource utilisation and clock performance for the SF-FSD detector after synthesis.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Available</th>
<th>Fully-Parallel</th>
<th>Hybrid Parallel-Pipelined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>301,440</td>
<td>257,507 (85%)</td>
<td>58,295 (19%)</td>
</tr>
<tr>
<td>LUTs</td>
<td>150,720</td>
<td>356,251 (237%)</td>
<td>149,222 (99%)</td>
</tr>
<tr>
<td>DSP Slices</td>
<td>768</td>
<td>742 (96%)</td>
<td>371 (48%)</td>
</tr>
<tr>
<td>Max. Freq.</td>
<td>-</td>
<td>173.913 MHz</td>
<td>171.145 MHz</td>
</tr>
<tr>
<td>Initial Latency</td>
<td>-</td>
<td>198 cycles</td>
<td>284 cycles</td>
</tr>
<tr>
<td>Pipelined Latency</td>
<td>-</td>
<td>1 cycle</td>
<td>2 cycles</td>
</tr>
<tr>
<td>Throughput</td>
<td>-</td>
<td>5.565 Gbps</td>
<td>2.738 Gbps</td>
</tr>
</tbody>
</table>

Table 7.6: Estimated resource utilisation and clock performance for the SP-FSD detector after synthesis.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Available</th>
<th>Hybrid Parallel-Pipelined</th>
<th>Fully-Pipelined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>301,440</td>
<td>312,684 (103%)</td>
<td>117,291 (38%)</td>
</tr>
<tr>
<td>LUTs</td>
<td>150,720</td>
<td>801,107 (531%)</td>
<td>146,772 (97%)</td>
</tr>
<tr>
<td>DSP Slices</td>
<td>768</td>
<td>370 (48%)</td>
<td>301 (39%)</td>
</tr>
<tr>
<td>Max. Freq.</td>
<td>-</td>
<td>171.145 MHz</td>
<td>173.913 MHz</td>
</tr>
<tr>
<td>Initial Latency</td>
<td>-</td>
<td>786 cycles</td>
<td>1,274 cycles</td>
</tr>
<tr>
<td>Pipelined Latency</td>
<td>-</td>
<td>2 cycles</td>
<td>16 cycles</td>
</tr>
<tr>
<td>Throughput</td>
<td>-</td>
<td>2.738 Gbps</td>
<td>348 Mbps</td>
</tr>
</tbody>
</table>

sent in Section 7.3.2, since it is clear that in order to attain the same throughput performance, the resource requirements for the SP technique exceed those mandated for the SF technique by over five times. Comparing Tables 7.5 and 7.6 it is evident that even a considerable reduction in throughput for the fully-pipelined SP technique still occupies almost the same amount of area as the semi-parallel SF technique.

The aforementioned results indicate that pipelining plays a dominant role in generating a design that can actually be implemented in the real world. Nonetheless, introducing additional pipeline stages has a serious impact on initial latency, as well as pipelined latency.

Table 7.7 presents the results acquired from having completed the full FPGA implementation cycle which creates a bitstream ready to be downloaded to the target device. As expected, the resource utilisation is almost the same as that reported by
Table 7.7: True resource utilisation and clock performance of SF-FSD and SP-FSD after implementation.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Available</th>
<th>SF (Hybrid Parallel-Pipelined)</th>
<th>SP (Fully-Pipelined)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>301,440</td>
<td>58,295 (19%)</td>
<td>117,291 (38%)</td>
</tr>
<tr>
<td>LUTs</td>
<td>150,720</td>
<td>134,846 (89%)</td>
<td>115,942 (76%)</td>
</tr>
<tr>
<td>DSP Slices</td>
<td>768</td>
<td>371 (48%)</td>
<td>301 (39%)</td>
</tr>
<tr>
<td>Max. Freq.</td>
<td>-</td>
<td>66.344 MHz</td>
<td>67.618 MHz</td>
</tr>
<tr>
<td>Initial Latency</td>
<td>-</td>
<td>284 cycles</td>
<td>1,274 cycles</td>
</tr>
<tr>
<td>Pipelined Latency</td>
<td>-</td>
<td>2 cycles</td>
<td>16 cycles</td>
</tr>
<tr>
<td>Throughput</td>
<td>-</td>
<td>1.06 Gbps</td>
<td>135 Mbps</td>
</tr>
</tbody>
</table>

the synthesis cycle, if not better. However, the clock frequency is almost always considerably lower due to the inability of the tools to reduce the critical path delay during the placing and routing of the design on the target FPGA device. As a final note, it is important to emphasize that the data rates presented in Table 7.7 are unrealistic since they correspond to the raw output of the FPGA based FSD block operating in isolation. It is expected that the proper data rates, when the FSD block is integrated with the remaining modules entailed in an SEFDM receiver, will be significantly lower.

Finally, Fig. 7.17 compares the error performance of the analytical and FPGA based SF and SP variants of the FSD algorithm when TSVD is used as the initial estimate. Clearly, the benefits of the SF technique in terms of throughput and resource utilisation are traded off with a degradation in BER performance. This calls for the need to strike a balance between design requirements and target outcomes based on the application in mind and the specified criteria.

7.5 Discussion on Algorithm and Circuit Optimisation

Two key techniques which have been employed in MIMO systems to improve system performance from an algorithmic point of view are channel ordering\(^4\) and soft decoding.

\(^4\)In this context, channel ordering refers to the order in which each of the parallel data streams in multi-antenna and/or multi-carrier systems is decoded according to the per stream SNR and should not be confused with the enumeration strategies, such as SE ordering, presented in previous sections.
Figure 7.17: BER performance of the real-time FPGA based SF-FSD and SP-FSD detectors for a 4-QAM SEFDM system with $N = 16$, $\alpha = 0.8$ and $W = 16$.

For the former, the most popular channel ordering strategies include column-norm ordering, the V-BLAST scheme and sorted QR decomposition [61]. In column-norm ordering, as the name suggests, the columns of the channel matrix are reordered according to descending values of the norm of the rows. The V-BLAST and sorted QR decomposition are classified as preprocessing methods for SIC, however, sorted QR has a significantly lower computational complexity compared to V-BLAST and is therefore a more attractive choice for hardware implementation. These channel ordering methods yield different performance gains for the SD and K-Best algorithms. For the SD technique, ordering leads to reduction in complexity since the algorithm is likely to converge more rapidly to the ML solution. For the FSD method, assuming a fixed tree width $W$, ordering does not alter the complexity, though it does improve BER performance as the paths included in the search are more likely to contain the ML solution.

Soft decoding is the second technique used to improve performance since it essentially results in a coded SD or FSD algorithm. For example, a soft decoding process
was adopted to complement the FCSD algorithm proposed by Barbero [214] to generate candidate points which are of a better quality compared to the uncoded version.

In summary, it should be evident that the above techniques could be adapted to the SEFDM system model with the aim of yielding performance gains. In terms of circuit optimisation, Section 7.4.2 demonstrated that the current implementation challenges lie in the finite resources available in an FPGA device and the inherent high complexity of the detection algorithms applied in SEFDM. To mitigate this, some simple methods for optimising resource utilisation at the expense of performance degradation (in terms of throughput and/or BER performance) include:

- Computing the \( \ell^1 \) norm, known as the Manhattan distance, according to \(|a| + |b|\), instead of the current \( \ell^2 \) norm or Euclidean distance given by \( \sqrt{a^2 + b^2} \) alleviating the need for square and root square operations.

- Using a 3-multiplier structure instead of the current 4-multiplier configuration to carry out the multiplication between complex numbers.

- Replacing multipliers by equivalent shift and add operations.

To conclude, it is worth mentioning that the key challenge associated with both the SD and FSD algorithms is the inability to determine the optimum set of design parameters. For example, an increase in tree width improves the error performance of the FSD algorithm, yet no mathematical model exists which dictates the optimum tree width for a given set of \( N, \alpha \) and \( \rho \). This is similar to the case for K-Best decoding where no analytical formulae are available to dictate the relationship between the design parameter \( K \) and the required data rate [61]. In both scenarios, the optimum set of parameters has to be identified through simulation and/or experimentation. Finally, while SD is able to achieve ML performance provided the decoding time is not constrained, the same does not apply for the FSD algorithm which can only approach quasi-ML performance, though with the benefit of a fixed and theoretically much higher throughput.
7.6 Conclusions

This final piece of work completes the puzzle having examined performance trade-offs associated with reduced complexity detection techniques to deduce the optimum method for devising a practical SEFDM hardware receiver. The chapter commenced with an overview of the SD algorithm, since Kanaras showed that applying SD to SEFDM systems results in bandwidth gains at significantly reduced computational complexity compared to brute force ML [198]. Notwithstanding, it was quickly discovered that this technique is not suitable for hardware implementation due to its variable complexity.

Subsequently, the FSD algorithm proposed in [156] was considered, since this algorithm fixes the complexity of the original SD algorithm by examining a fixed number of nodes at each level of the tree. It was found that the sorting stage in this algorithm constitutes a primary bottleneck for practical realisation. For this reason, techniques previously employed in MIMO systems were adapted to address the challenge presented in the detection of non-orthogonal FDM signals with a two-fold aim; first, to reduce the computational complexity of the FSD algorithm making it better-suited for application in the real world; second, to improve the error performance of the previously proposed TSVD-FSD detector by employing MRVD instead of conventional RVD without incurring additional computational costs.

These findings were validated via simulation and practical experimentation, the latter carried out with the aid of a DSP chip. More precisely, the DSP was used to evaluate the fixed-point performance of the FSD algorithm and to quantify the gains in speed obtained by employing the SF strategy. The results provided evidence that the proposed algorithm performs well under fixed-point conditions with comparable performance to existing floating-point results. It was also shown that the modified FSD adopting a SF approach is capable of providing up to six times greater speed compared to the conventional FSD at the expense of increased BER. MRVD was then employed which improved the performance of the SF approach, especially for high SNR.
Numerical results also demonstrated that for $\alpha \geq 0.8$, the enhanced TSVD-MRVD-SF FSD detector is the preferred choice for providing the best trade-off between desirable error performance and tangible computational complexity. The investigation revealed that the high dimensionality associated with the SEFDM system sizes under consideration in contrast to existing MIMO implementations, presents paramount technical challenges in terms of system resources and latency. However, the ever-increasing speed and resource availability of current state-of-the-art devices, in particular FPGAs, favour the feasibility of a real-time SEFDM receiver.

To this end, the final part of this work presented for the first time the hardware realisation of a hybrid TSVD-FSD detector using a joint FPGA and DSP platform. A more powerful FPGA chip was then employed to implement the FSD algorithm in isolation with the aim of assessing the impact of its complexity on silicon area and throughput.

Future work will involve the transition to an advanced FPGA platform comprising high-level software tools to accelerate development and simplify hardware implementation. The two primary objectives are; first, to realise the entire SEFDM receiver on a single FPGA chip, thus avoiding the bottlenecks associated with the communication between different devices, in this work between the FPGA and the DSP; second, to reach target throughputs which cannot be achieved using generic processors or earlier generation FPGA chips. Research will also encompass the study of more sophisticated iterative detection techniques, which alleviate the need for intractable arithmetic operations, such as matrix inversion.
Chapter 8

Conclusions

Part I of this thesis explored key technologies aimed at enhancing capacity and increasing data rates in next generation networks, in particular, OFDM and CR. Chapter 2 highlighted the merits and drawbacks of OFDM with an emphasis on the limitations imposed upon the maximum achievable spectrum efficiency. The use of SC-FDMA to address the PAPR problem in OFDM based systems was discussed and followed by a simulation based study to evaluate and compare different sub-carrier mapping and allocation schemes. It was found that these mapping schemes offered diverse trade-offs in terms of throughput, PAPR performance and robustness against multipath fading.

Chapter 3 described techniques for ameliorating system performance in CR networks. The first part considered techniques for improving signal detection and system identification. The discussion established that cyclostationary detection offers the best performance in terms of low complexity and response accuracy. The second part proposed a spectrum access framework to improve the QoS of secondary users. It was shown that by incorporating traffic prediction techniques in the CR cycle, the throughput and packet loss ratio of secondary users is optimised.

Notwithstanding, this initial examination revealed that the lack of spectrum availability constitutes the primary challenge in future wireless and mobile communication systems. Hence, the focus for the latter part of this thesis was shifted to novel multi-
carrier modulation techniques which share the common goal of increasing spectral efficiency. More precisely, Part II of this thesis, addressed the gap of rendering SEFDM detection algorithms suitable for hardware implementation. This comprised multiple objectives; first, the performance of SEFDM was evaluated in a practical environment in the presence of quantisation errors and limited sampling rates; second, previously reported algorithms were optimised to acquire a targeted reduction in complexity; third, selected SEFDM detectors were implemented using FPGAs and DSPs, providing, for the first time, a reference of the true hardware complexity associated with an SEFDM receiver.

Chapter 4 presented the principles of SEFDM systems and the challenges encountered due to the ill-conditioning of the sub-carriers correlation matrix. This work demonstrated that the self-created ICI in SEFDM actually constitutes a form of spectral leakage and deliberate aliasing. It was also shown that the ill-conditioning of a matrix in conjunction with machine precision determine the accuracy of the results acquired from matrix computations. The practical implications associated with SEFDM transmitter architectures were analysed and indicated that a Type 1 SEFDM transmitter and its reciprocal, offered a balanced trade-off between resource requirements and frequency spacing granularity.

Chapter 5 considered the effect of oversampling on the conditioning of the sub-carriers correlation matrix. It was found that a factor of at least $\rho = 2$ significantly ameliorates the conditioning of this matrix, as well as the BER performance of linear detectors, at the expense of throughput. It was shown that MF alone can achieve optimum error performance when $\alpha = 0.5$ for real-valued modulation schemes, otherwise IC techniques offer the best performance. Notwithstanding, TSVD was selected as the preferred method for hardware implementation thanks to its straightforward operation and better BER performance when combined with FSD. The latter part of this chapter assessed the impact of limited bit precision and round-off errors on the performance of SEFDM systems. It was found that SEFDM performs well in a fixed-point environment.
when $\alpha \geq 0.8$. However, when $\alpha < 0.8$, the bit precision mandated grows beyond the standard resolution offered by most D/A and A/D converters.

Chapter 6 detailed the process for taking a design from concept to fruition. It was shown that the proposed architecture is scalable and reconfigurable and occupies less than 50% of a Xilinx Virtex 5 FPGA chip. Results verified the functionality of the FPGA implementation and demonstrated that the error performance matched that obtained from theory. The reconfigurable nature of the FFT block offers the additional benefit of adapting dynamically the number of sub-carriers and oversampling ratio in accordance with the instantaneous channel conditions, sacrificing BER performance for throughput or vice versa. However, the key limitation of the implemented design is that the demodulated data is acquired in burst periods. This is attributed to the fact that the architecture has not been optimised from a circuit point of view to achieve maximum throughput. Instead, the focus was on leveraging the available FPGA resources in order to yield a high performance design with a balanced impact on resource utilisation and latency.

The poor performance of linear detectors for complex modulation schemes motivated the examination of more sophisticated algorithms in Chapter 7. It was found that the sorting stage in the FSD algorithm constitutes the main bottleneck hindering its execution speed. A sort-free strategy was therefore adopted which was shown to provide up to six times greater speed efficiency compared to the original FSD technique. This gain, however, came at the expense of increased error penalties. A modified real-valued decomposition was therefore applied which ameliorated error performance. Experimental results indicated that the dimension of the SEFDM problem presents significant challenges compared to the application of similar techniques in MIMO systems. Hence, a joint FPGA-DSP arrangement, based on a commercially available platform, was designed and implemented to serve as a testbed. Using this arrangement, the performance of a hybrid TSVD-FSD detector was evaluated, for the first time, in a practical environment. Yet, the capabilities of the platform were limited by the out-
dated communication interface between the FPGA and the DSP, thereby restricting
the range of results which could be acquired.

To conclude, it is worth noting that the SEFDM work described in this thesis
assumed an ideal channel affected only by random noise and hence random errors.
This is, of course, far from realistic. In a real-world environment, channel imperfections,
external interference and non-Gaussian noise effects result in further signal degradation
and may lead to complete channel loss or burst errors. As this thesis aimed to address
the fundamentals of SEFDM and its ‘proof of concept’ implementations, such RF effects
were not taken into account. Notwithstanding, it is important that these issues are dealt
with in the near future, as proposed in Section 8.3, to allow SEFDM to be considered
for practical communication system applications.

8.1 Thesis Key Achievements

This thesis is an amalgamation of multiple projects carried out during the EngD pro-
gramme, thus the scope is considerably wider compared to a conventional doctorate
thesis. Consequently, the work presents a breadth of knowledge rather than depth.
While it would be intriguing to examine each topic in greater detail, this thesis has
instead brought together the latest technologies aimed at improving spectrum utili-
sation. The challenges were considered from diverse angles including mathematical
properties, algorithm evaluation and optimisation, practical considerations, hardware
implementation, as well as hybrid verification and performance assessment. Thence,
the key achievements may be summarised as follows:

- Detailed study examining the feasibility of employing SEFDM in the real world.
- Optimisation of SEFDM detection methods to yield tangible complexity.
- Design and implementation of a reconfigurable FPGA based SEFDM receiver
  employing linear detection.
• Hardware realisation of the best performing SEFDM detector to date using a hybrid FPGA-DSP platform.

• Demonstration of realistic estimates of the true hardware complexity and execution speed of different SEFDM detection algorithms.

To the best of the author’s knowledge, the aforementioned hardware prototypes developed for the reception of SEFDM signals, constitute a world first.

8.2 Ongoing Related Work

The continuation of the hardware implementation of advanced SEFDM detection techniques is currently underway at UCL. Following on from the FPGA implementation of the original FSD and its reduced complexity variants [188], the next step entails two phases; first, the integration of this design with the FPGA design of the TSVD detector presented in Chapter 6; second, the addition of an A/D converter to the signal chain, thus yielding a complete SEFDM receiver as illustrated in Fig. 5.1. The ultimate goal is to devise an end-to-end SEFDM transceiver using a state-of-the-art FPGA platform.

One of the crucial aspects of this platform which must be addressed early on, is the connectivity between the FPGA devices and the computer terminal, the latter used for programming the devices and capturing data for further analysis.

Research is also being carried out in developing novel iterative techniques which employ soft decision to address the detection challenge in SEFDM. Preliminary results [135] demonstrate that these iterative detectors have the potential to offer better BER performance compared to existing schemes without incurring complexity penalties.

Recently, the use of SEFDM in optical communications has also been proposed. This idea was motivated by similar research considering the application of FTN techniques to long-haul optical links [55]. Preliminary work though has indicated that fundamental issues of timing synchronisation and frequency offsets have to be addressed prior to applying the sophisticated detection techniques studied in this thesis.
8.3 Proposals for Future Work

As is the case with most projects, this work has generated a number of questions which would benefit from future research and experimentation. Interesting avenues include:

Mathematical Modelling:

- An analytical study to better comprehend the properties of the subcarriers correlation matrix $C$ is required. Specifically, the upper bounds of $N$, $\alpha$ and $\rho$ which determine the conditioning of $C$ have to be considered in conjunction. This is important since the ill-conditioning of $C$ eventually transforms the matrix from positive definite to positive semi-definite. As a result, in the latter case, decomposition methods, such as Cholesky factorisation, cannot be applied. Subsequently, detection techniques like FSD, which mandate this factorisation, cannot be used. It would be beneficial if the conditioning of $C$ was considered in isolation from the SEFDM system as a general ill-posed problem. Hence, techniques aimed at improving the conditioning of the matrix, for example pivoting and preconditioners [144], may be applied.

Signal Processing:

This thesis has shown that selecting an appropriate SEFDM detector is coupled with complex trade-offs. The main pitfall of techniques like FSD, is the exponential increase in complexity in proportion to the dimension of the system. Thereby, alternative techniques may be considered, such as:

- **Stream ordering**: In MIMO systems, it has been shown that channel ordering can significantly improve error performance with tangible computational complexity. An example is the popular V-BLAST algorithm [61]. In line with this observation, it would be interesting to assess if similar ordering techniques could be applied in SEFDM by exploiting certain properties of the sub-carriers correlation matrix, for example, the norm of its rows.
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- **Iterative detection**: Chapter 5 demonstrated that iterative cancellation techniques operating as standalone detectors perform better than their linear counterparts. Recent work [135] has also shown that iterative detection with soft decision can achieve quasi-optimum performance, both as a standalone detector, as well as in hybrid format when combined with other methods. Detection techniques which employ decision feedback equalisation or interference cancellation, while alleviating the need for matrix inversion, have been considered in similar non-orthogonal multi-carrier systems [111] [154]. Consequently, iterative techniques incorporating soft decoding may prove to be a promising solution.

- **Error correction**: Error correcting codes, such as turbo codes and Low Density Parity Check (LDPC) codes, could also be considered in conjunction with iterative detection techniques, since it has been shown [153] that the use of these codes improves the performance of FTN signalling systems.

Practical Experimentation:

Hitherto, most of the work on SEFDM has assumed an AWGN channel. If SEFDM is to compete with alternative technologies in wireless communication systems, additional scenarios have to be considered, such as:

- **Multipath fading**: Although related work has considered the joint channel equalisation and detection of SEFDM signals in multipath channels [215] [216], this still constitutes an important research gap, hence studies in this area should be intensified. In addition, the evaluation of SEFDM for higher order modulation schemes beyond 4-QAM and for a larger number of sub-carriers ($N > 100$), is instrumental for its success. This is especially true in view of the fact that alternative non-orthogonal systems, such as FTN [177] and GFDM [111], have already acquired results for system sizes exceeding 100 sub-carriers.

- **RF effects**: An interesting study would be the comparison of SEFDM to OFDM in a real environment where a number of practical non-idealities are present. Such
non-linearities include; DC coupling and filtering, signal clipping, timing jitter, frequency offsets, as well as loading from measurement equipment. This study should also consider channel impairments and the possibility of burst errors, as well as the impact these effects have on the behaviour and performance of the SEFDM detectors examined in this thesis.

**Hardware Implementation:**

As outlined in Section 8.2, the hardware implementation of end-to-end SEFDM transceivers is being pursued. As such, recommendations for future development include:

- Implementing an iterative detector using FPGAs and comparing its true hardware complexity to existing realisations of linear detection methods.

- Developing a multi-channel architecture allowing multiple SEFDM signal streams to be decoded simultaneously, thus yielding significant throughput gains.

- Migrating to higher level tools, such as Simulink, to alleviate the need for expert knowledge required at the hardware design level.

- Enriching the platform with hardware-in-the-loop capabilities to expedite the performance evaluation of diverse SEFDM transceiver configurations.

**Other Applications:**

- The principles of SEFDM have found application in other domains, such as physical layer security [31]. Furthermore, non-orthogonal systems like GFDM have been shown to exhibit excellent cyclostationary properties [103] for use in CR applications. Consequently, it would be worthwhile extending the application of SEFDM to timely research areas including but not limited to CR and multiple access systems.

In conclusion, this thesis confirmed the practicability of SEFDM for moderate system sizes. The reasons for different design choices were explained. It was shown that there is
still room for optimisation at the circuit level, thereby favouring reduction in detection latency. The designed and implemented testbed has opened up new opportunities for further research, development and experimentation. Notwithstanding, if SEFDM is to compete with OFDM and similar systems sharing common objectives, its performance in fading channels for a larger system dimension has to be evaluated. In all cases, there will always be a trade-off between multiple performance metrics, including throughput, BER performance and silicon area requirements.
Appendix A

SEFDM Transceiver MATLAB

GUI Datasheet

This appendix presents a GUI developed in MATLAB for the purpose of simulating OFDM and SEFDM systems. A screenshot of the GUI startup screen is illustrated at the end of this appendix in Fig. A.9. While most of the settings required to configure this GUI are self-explanatory, this appendix gives an overview of the different choices available with the aid of examples.

First, Fig. A.1 depicts the key parameters which dictate the performance of the system. These include the number of sub-carriers $N$, the bandwidth compression or reduction in frequency spacing $\alpha$, as well as the type and size of the modulation scheme employed being either QAM or PSK. The user may also select the number of data elements to be generated in the form of symbols or bits.

Fig. A.2 illustrates the options available to the user with regard to the type of signal generated and the level of noise, if any. The signal may be generated using either a bank of modulators (referred to as the analogue method) or an IFFT process. An optional CP may also be added to the signal followed by windowing if desired.

The Advanced Options area illustrated in Fig. A.9 allow the user to calibrate the time axis and/or modify the amount of zero padding applied at the input of the mod-
Figure A.1: Area allowing key parameters, such as the number of sub-carriers $N$, the frequency spacing $\alpha$ and the modulation scheme to be configured.

Figure A.2: Area allowing the type of signal and level of noise to be configured.

Figure A.3: Area allowing the type of signal and level of noise to be configured.

Having selected the desired settings, the user may verify these options by clicking the corresponding push buttons. For example, clicking View Summary of Choices will display the message box illustrated in Fig. A.3, whereas clicking View Summary of Advanced Options will display the message box shown in Fig. A.4. Subsequently, the simulation is initiated by clicking the push button RUN THE SIMULATION.

Once the simulation process has ended, the pop-up window depicted in Fig. A.5 is
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Figure A.3: Message box illustrating a summary of the general choices made.

Figure A.4: Message box illustrating a summary of the advanced options selected.

Figure A.5: Pop-up window allowing a specific set of results to be examined.
Figure A.6: Pop-up window allowing specific figures to be displayed.

presented to the user. This particular screen allows the user to control the number of figures generated, as well as the data that appears within these figures. For example, if the individual sub-carriers comprising an OFDM signal were to be displayed in the time domain, it should be evident that any number higher than eight sub-carriers would degrade the clarity of presentation. If the figures are to be displayed \textit{By selection}, the window illustrated in Fig. A.6 pops up. This screen allows the user to view a list of the figures available for display and select manually the figure of interest. For example, the user may wish to examine the time domain signal generated at the transmitter and the magnitude response of the same signal at the receiver following propagation through a noisy channel. These examples are depicted in Figs. A.7 and A.8, respectively.

To conclude, this GUI makes it easy for the user to modify the underlying interface or transceiver code, as shown in Fig. A.9. This interface would benefit from additional functionality which would enable the user to select different channel models and generate BER estimates.
Figure A.7: Example of a time domain OFDM signal generated using this GUI.

Figure A.8: Example of an OFDM signal’s magnitude response generated using this GUI.
Figure A.9: GUI startup screen.
Appendix B

Joint FPGA-DSP Platform
Aspects and Operation

This appendix details the architecture and real-time operation of the development platform employed for the realisation of different SEFDM receivers described in Chapters 6 and 7. Section B.1 describes the FPGA implementation cycle from the Register Transfer Logic (RTL) design, through to synthesis, translation, placing and routing. Section B.2 provides an overview of the platform and the receiver’s underlying logic. Section B.3 shows that the system operates correctly, as demonstrated through functional simulation and real-time verification.

B.1 FPGA Design Cycle

A proper design flow is indispensable for cutting back development time and minimising the risk of errors. While a design can be tested against diverse criteria, this work considers bandwidth savings, throughput and BER performance. Design parameters include bandwidth compression levels, the number of sub-carriers employed, oversampling factors, bit precision and transform lengths. The design parameters have to be configured appropriately to meet the desired performance criteria while concurrently
ensuring that the design can fit on the available FPGA device. Different aspects may affect the performance in different ways, for example, pipelining can affect the maximum clock frequency, oversampling can affect the effective data rate, quantisation noise can affect error performance, whereas dynamic range, bit precision and transform lengths can have a significant impact on resource utilisation [181].

The design flow for creating and validating FPGA architectures is illustrated in Fig. B.1. A number of hardware and software tools were utilised to build and verify these FPGA designs. The following paragraphs explain the phases involved during the implementation of an FPGA design which entail behavioural modelling, structural architecting, functional simulation, design synthesis and real-time verification.

The first phase involves the creation of a model which emulates the behaviour of the actual hardware IP core analogous to the one examined in Chapter 5. This model is built with the aid of mathematical tools whose use is extended to:

- Implementing the functionality of the transmitter and the channel before the receiver.
- Developing and testing the different SEFDM detection algorithms.
- Automating the search to identify optimum parameters which meet specified criteria.
Validating the correctness of the system and evaluating its performance.

The next phase entails writing the VHDL code which describes the receiver architecture. The industry standard Xilinx ISE® Design Suite (henceforth referred to as ISE) is used as the coding environment and is responsible for compiling the VHDL code and synthesizing it into a hardware circuit realisation. This suite comprises the CORE Generator™ System (henceforth referred to as COREGEN) tool which generates highly efficient fixed-point hardware for standard communication blocks and mathematical functions, such as FFT transforms and complex multiplications [163]. During synthesis and implementation, the ISE tools apply timing constraints and attempt to yield an efficient resource utilisation. The actual steps may be summarised as follows:

1. **Design entry**: During this initial stage, the architecture of the design is constructed using VHDL. The target FPGA pinouts are also assigned to the design signals.

2. **Synthesis**: This stage is responsible for converting the Hardware Description Language (HDL) design into a gate-level netlist. This netlist essentially defines the connectivity between the different FPGA blocks. Prior to moving to the implementation stage, a behavioural verification of the RTL design is carried out which yields three important bits of information:
   - It allows the hardware designer to compare the FPGA design outputs against the theoretical values.
   - It identifies timing and area constraints.
   - It gives a first estimate of the maximum achievable clock frequency.

3. **Implementation**: This final stage consists of three steps all of which contribute to translating the netlist into a placed and routed FPGA layout.
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(a) **Translate**: The gate-level netlist is converted to a Native Generic Database (NGD) netlist which contains approximate information regarding switching delays.

(b) **Map**: The NGD netlist is mapped onto the actual FPGA fabric, such as LUTs, FFs, BRAMs and DSP Slices. It also contains exact information regarding switching delays.

(c) **Place and route (PAR)**: This step is the most important and time-consuming part of the implementation process since it determines where the different modules are positioned and the manner in which they are connected inside the FPGA.

The last two steps of the implementation stage are responsible for ensuring the design meets timing constraints.

The final phase involves testing the design using industry standard timing analysis and debugging software, such as *ModelSim*® and *Xilinx ChipScope™ Pro* (henceforth referred to as ChipScope). The former performs a non real-time simulation of the design to verify the functionality of the HDL code. VHDL testbenches are utilised in this simulation allowing probe signals to be inserted at different stages in the design to monitor all internal and external signals. Each FPGA block is initially assessed in isolation prior to interconnecting all modules in cascade to test the overall system. The benefit of functional simulation is that it reduces the number of unsuccessful synthesis attempts, which can be very time-consuming given that a behaviourally-incorrect system would never work in a physical implementation. Subsequently, ChipScope is used for real-world testing. ChipScope is an invaluable tool at this stage as it allows signals to be captured and recorded in real-time alleviating the need for costly logic analyser equipment. ChipScope records cycle-accurate data and offers multiple triggering points to test different aspects of the FPGA implementation. It is capable of monitoring the device’s inputs and outputs, as well as its internal states to help troubleshoot any er-
rors. Having generated a fully-working FPGA implementation, the outputs acquired are fed to a computer terminal for results analysis and system performance evaluation.

### B.2 System Description

The prototyping board used in this work was procured from Sundance Multiprocessor Technology Ltd. A photographic image of this board is illustrated in Fig. B.2. Although not clearly visible due to the chips being concealed by heatsinks, this board is equipped with two FPGA and two DSP devices. The Virtex 5 chip is used to implement the FPGA based SEFDM receiver employing linear detection. The Virtex 4 chip is used to handle connectivity between the Virtex 5 device and the DSPs. Of the two DSP chips, one (DSP B) is used for acquiring data from the Virtex 5 device and for running the FSD algorithm, whereas the other (DSP A) contains code for configuring the Virtex 4 chip. This setup may be better comprehended by referring to the system’s schematic diagram, depicted in Fig. B.3. The thick green arrow shows the path...
followed from the acquisition of data using an A/D converter to the point the digital samples arrive at the DSP, subject to any intermediate processing carried out by the FPGAs.

Fig. B.4 presents the structure of the FPGA based SEFDM receiver employing linear detection at the block level. The design entails multiple instances of different components configured in parallel, in order to process many data symbols concurrently. A number of control signals are employed to enable and synchronise the different blocks.

B.3 Functional Simulation and Real-time Verification

A number of tools were employed to verify the system’s operation. The HDL simulator integrated within ISE (henceforth referred to as ISim) was used to carry out a functional verification of the design. Subsequently, ChipScope was used to test the system’s operation in real time. Finally, Code Composer Studio™ (henceforth referred to as
Figure B.4: Low-level architecture of the developed FPGA based SEFDM receiver.
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Figure B.5: Code snapshot of the commands manually programmed in the FPGA for system control and data exchange with the DSP.

CCStudio) was used to test the functionality of the programme running on the DSP.

B.3.1 Control and Synchronisation

This section is aimed at verifying the correct synchronisation between the Virtex 5 FPGA device and DSP B. A snapshot of the different commands issued by the DSP to control the FPGA and handle the exchange of data, is presented in Fig. B.5. The FPGA responses transmitted to the DSP, for example BUSY, represent the ASCII equivalent of the corresponding hexadecimal value, for example X“42555359”, thereby
Figure B.6: Commands issued by the DSP in real time to verify system synchronisation and initiate data processing.

simplifying the troubleshooting process.

Fig. B.6 shows the DSP sending commands to the FPGA in real time. A detailed view of all the commands sent by the DSP and the responses received by the FPGA, for this particular case, is depicted in Fig. B.7. Fig. B.8 illustrates the outputs acquired in ISim by emulating the DSP commands in order to carry out a functional simulation of the FPGA design under consideration. Fig. B.8 also shows that each value arriving from the DSP, denoted by \textit{datain}, is a 32-bit number of which the first four bits are used to construct the commands presented in Fig. B.5. Finally, Fig. B.9 demonstrates that the responses transmitted by the FPGA to the DSP, which were captured in real time using ChipScope, match those expected in accordance with Fig. B.7.
Figure B.7: DSP output during system synchronisation (with reference to Fig. B.6).
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Figure B.8: Verification of FPGA control and system synchronisation through functional simulation.
Figure B.9: Verification of FPGA control and system synchronisation during real-time operation.
Figure B.10: Values of the received statistics vector $\mathbf{R}$ acquired from the functional simulation (bottom) and real-time operation (top) of an FPGA based SEFDM receiver employing TSVD.

**B.3.2 Data Exchange**

This section compares the results acquired from the FPGA and DSP data processing stages to those generated in MATLAB\(^1\). Fig. B.11 shows the data values generated at different stages of an SEFDM transceiver employing TSVD, simulated in MATLAB for 16 sub-carriers modulated using 4-QAM. Fig. B.10 depicts the first four FFT outputs obtained during the functional simulation of the FPGA based SEFDM receiver in ISim followed by its real-time verification in ChipScope. A fraction of the total number of these FFT outputs constitutes the received statistics vector $\mathbf{R}$. Fig. B.10 also demonstrates that these results match the corresponding theoretical values shown in the fourth column of Fig. B.11.

Having generated $\mathbf{R}$, the values of this vector have to be transferred to the DSP for further processing and data analysis. Due to the construction of the development platform itself, these values can only be transmitted one after the other in a sequential fashion, as illustrated in Fig. B.12. Similar results are depicted in Fig. B.13 for the TSVD estimated symbols. Fig. B.13 demonstrates that the unconstrained TSVD symbol estimates match those in the fifth column of Fig. B.11. Due to limitations of the ISim software, negative values with a very large magnitude cannot be displayed.

A slicing unit is then responsible for generating the constrained TSVD symbol

---

\(^1\)Note that for the figures combining screenshots of ISim and ChipScope outputs, the partition with a black background corresponds to the waveforms generated in ISim.
<table>
<thead>
<tr>
<th>Generated Symbols</th>
<th>Mapped Data Symbols</th>
<th>Unscaled FFT Output (Statistics Vector)</th>
<th>Scaled FFT Output (Statistics Vector)</th>
<th>TSVD Estimate (Unconstrained)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-1.0000 + 1.0000i</td>
<td>(11, 01)</td>
<td>-3.3319 + 6.8781i</td>
<td>-13648 + 28173i</td>
</tr>
<tr>
<td>1</td>
<td>-1.0000 + 1.0000i</td>
<td>(11, 11)</td>
<td>-4.6555 + 4.7628i</td>
<td>-19069 + 19508i</td>
</tr>
<tr>
<td>2</td>
<td>-1.0000 + 1.0000i</td>
<td>(11, 11)</td>
<td>-11.251 + 3.2821i</td>
<td>-46085 + 13443i</td>
</tr>
<tr>
<td>0</td>
<td>1.0000 + 1.0000i</td>
<td>(01, 01)</td>
<td>3.6461 + 10.773i</td>
<td>14934 + 44124i</td>
</tr>
<tr>
<td>2</td>
<td>1.0000 + 1.0000i</td>
<td>(01, 01)</td>
<td>-13.527 + 7.2168i</td>
<td>-55405 + 229560i</td>
</tr>
<tr>
<td>2</td>
<td>1.0000 + 1.0000i</td>
<td>(01, 01)</td>
<td>6.2071 + 6.471i</td>
<td>25424 + 26505i</td>
</tr>
<tr>
<td>2</td>
<td>1.0000 + 1.0000i</td>
<td>(01, 01)</td>
<td>6.4705 + 4.8848i</td>
<td>26503 + 20008i</td>
</tr>
<tr>
<td>2</td>
<td>1.0000 + 1.0000i</td>
<td>(01, 01)</td>
<td>3.1446 + 2.8609i</td>
<td>37456 + 11718i</td>
</tr>
<tr>
<td>1</td>
<td>-1.0000 + 1.0000i</td>
<td>(11, 11)</td>
<td>-5.6379 + 14.095i</td>
<td>-23093 + 57731i</td>
</tr>
<tr>
<td>0</td>
<td>-1.0000 + 1.0000i</td>
<td>(11, 01)</td>
<td>-5.7367 + 7.6569i</td>
<td>-23497 + 31363i</td>
</tr>
<tr>
<td>2</td>
<td>-1.0000 + 1.0000i</td>
<td>(01, 01)</td>
<td>10.698 + 7.1517i</td>
<td>43818 + 29293i</td>
</tr>
<tr>
<td>1</td>
<td>-1.0000 + 1.0000i</td>
<td>(11, 11)</td>
<td>-5.4861 + 13.754i</td>
<td>-22471 + 56338i</td>
</tr>
<tr>
<td>0</td>
<td>-1.0000 + 1.0000i</td>
<td>(11, 11)</td>
<td>0.5465 + 7.6498i</td>
<td>-2238.5 + 31333</td>
</tr>
<tr>
<td>2</td>
<td>-1.0000 + 1.0000i</td>
<td>(01, 01)</td>
<td>-1.4575 + 3.4452i</td>
<td>5970 - 14111i</td>
</tr>
<tr>
<td>1</td>
<td>-1.0000 + 1.0000i</td>
<td>(11, 11)</td>
<td>-8.905 + 0.99177i</td>
<td>-36475 - 4062.3i</td>
</tr>
<tr>
<td>2</td>
<td>1.0000 + 1.0000i</td>
<td>(01, 01)</td>
<td>4.9077 + 12.255i</td>
<td>20102 + 50198i</td>
</tr>
</tbody>
</table>

Figure B.11: Results acquired from the simulation of SEFDI employing TSVD in MATLAB.
Figure B.12: Verification of the data transfer of $\mathbf{R}$ from the FPGA to the DSP during functional simulation (bottom) and real-time operation (top).
Figure B.13: Verification of the values and data transfer of the unconstrained $\tilde{s}_{TSVD}$ and constrained $\hat{s}_{TSVD}$ symbol estimates during functional simulation (bottom) and real-time operation (top).
estimates. Subsequently, these constrained estimates are grouped into a single bit stream to simplify storage and transfer, as per Fig. B.13. Finally, Fig. B.14 shows the outputs generated by the DSP having applied appropriate scaling and decoding operations to the data values received from the FPGA. It is evident that these outputs match the values illustrated in the second and third columns of Fig. B.11.
Appendix C

Source Code

This appendix details the structure of the code used to implement the SEFDM receiver hardware designs, as well as the joint FPGA-DSP arrangement, described in Chapters 6 and 7, respectively. The files listed in the following sections may be found on the companion CD-ROM.

C.1 VHDL Code

This section lists the VHDL code for the FPGA based partition of the SEFDM receiver testbed. A hierarchical design approach was adopted, as illustrated in Table C.1. The file `FrameworkFpga.vhd` lies at the root of this hierarchy with subsequent levels responsible for instantiating lower level entities of the overall design. Each entity constitutes a component of the system and defines the ports of the lower level functions. Certain components are instantiated multiple times, for example, the number of instances of the complex multiplier is equal to the number of sub-carriers employed. Furthermore, the module `fifo_sym_est.xco` is mapped multiple times to offer multiple buffers for storing the real and imaginary parts of the received statistics vector and the constrained symbol estimates, separately. A special type of file, referred to as a testbench and denoted by `framework_tb.vhd` in this design (not shown in Table C.1), is used for the purpose of functional simulation.
Table C.1: VHDL Code Hierarchy and File Description.

<table>
<thead>
<tr>
<th>Filename</th>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FrameworkFpga.vhd</td>
<td>0</td>
<td>Clock and reset managers</td>
</tr>
<tr>
<td>top.vhd</td>
<td>1</td>
<td>Design component instantiation</td>
</tr>
<tr>
<td>FrameworkFpga.ucf</td>
<td>1</td>
<td>Pin assignments and timing constraints</td>
</tr>
<tr>
<td>general_pkg.vhd</td>
<td>1</td>
<td>System parameters and signal types</td>
</tr>
<tr>
<td>DspFpgaLink.vhd</td>
<td>2</td>
<td>Interface for communications port</td>
</tr>
<tr>
<td>DSPComportDecode.vhd</td>
<td>3</td>
<td>Commands for DSP read/write operations</td>
</tr>
<tr>
<td>sefdm_rxer_top.vhd</td>
<td>4</td>
<td>SEFDM receiver component instances</td>
</tr>
<tr>
<td>sefdm_fft_demod.xco</td>
<td>5</td>
<td>Fast Fourier Transform module</td>
</tr>
<tr>
<td>sefdm_complex_mult.xco</td>
<td>5</td>
<td>Complex multiplier module</td>
</tr>
<tr>
<td>sefdm_accum.xco</td>
<td>5</td>
<td>Accumulator module</td>
</tr>
<tr>
<td>tsvd_corr_re.xco</td>
<td>5</td>
<td>Storage for TSVD matrix real elements</td>
</tr>
<tr>
<td>tsvd_corr_im.xco</td>
<td>5</td>
<td>Storage for TSVD matrix imag elements</td>
</tr>
<tr>
<td>zf_corr_re.xco</td>
<td>5</td>
<td>Storage for ZF matrix real elements</td>
</tr>
<tr>
<td>zf_corr_im.xco</td>
<td>5</td>
<td>Storage for ZF matrix imag elements</td>
</tr>
<tr>
<td>sefdm_slicer.xco</td>
<td>5</td>
<td>Slicing unit</td>
</tr>
<tr>
<td>fifo_sym_est.xco</td>
<td>5</td>
<td>Buffer for storing results</td>
</tr>
</tbody>
</table>

C.2 C Code

This section lists the C code used to program the TMS320C6455 DSP chip. All implementation files with the extension *.c have an associated header file which comprises the function prototypes. These header files allow each implementation file to access the corresponding functions. Table C.2 depicts the code structure and provides a brief description of each file. The file main.c is the master file responsible for starting the programme’s execution. Finally, two additional files, namely fsd_treeinit.c and fun_fsd.c, are responsible for running the FSD algorithm.
Table C.2: C Code Hierarchy and File Description.

<table>
<thead>
<tr>
<th>Filename</th>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>main.c</td>
<td>1</td>
<td>Top-level programme functionality</td>
</tr>
<tr>
<td>DspGpio.h</td>
<td>1</td>
<td>Memory map of DSP I/O</td>
</tr>
<tr>
<td>rtwtypes.h</td>
<td>1</td>
<td>Type definitions (auto-generated)</td>
</tr>
<tr>
<td>cmdnctrl.c</td>
<td>2</td>
<td>Control functions</td>
</tr>
<tr>
<td>init.c</td>
<td>2</td>
<td>DSP initialisation</td>
</tr>
<tr>
<td>outformat.c</td>
<td>2</td>
<td>Data output formatting</td>
</tr>
<tr>
<td>cpreadwrite.c</td>
<td>3</td>
<td>Communications port read/write functions</td>
</tr>
<tr>
<td>leds.c</td>
<td>3</td>
<td>Functions for toggling LEDs</td>
</tr>
<tr>
<td>fsd_treeinit.c</td>
<td>2</td>
<td>FSD algorithm initialisation</td>
</tr>
<tr>
<td>fun_fsd.c</td>
<td>2</td>
<td>FSD main programme execution</td>
</tr>
</tbody>
</table>
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