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Abstract—An explicit marching-on-in-time (MOT) scheme for solving the time domain volume integral equation is presented. The proposed method achieves its stability by employing, at each time step, a corrector scheme, which updates/corrects fields computed by the explicit predictor scheme. The proposed method is computationally more efficient when compared to the existing filtering techniques used for the stabilization of explicit MOT schemes. Numerical results presented in this paper demonstrate that the proposed method maintains its stability even when applied to the analysis of electromagnetic wave interactions with electrically large structures meshed using approximately half a million discretization elements.
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I. INTRODUCTION

In recent years, much progress has been reported on the development of time-domain integral equation (TDIE) solvers for analyzing transient electromagnetic wave interactions on various types of scatterers and for various applications [1]–[34]. TDIEs are typically solved using marching-on-in-time (MOT) techniques [1]–[27], where at each time step, computation of retarded fields/potentials, which involve temporal and spatial convolutions of the Green function with the time history of fields/currents induced on scatterers, is required. This requirement renders MOT-TDIE solvers susceptible to late-time instabilities and significantly increases their computational complexity. Therefore, the recent research efforts on TDIE solvers have been focused on developing accurate and stable, yet efficient, MOT schemes. The efficiency of TDIE solvers has been significantly increased with the development of the plane wave time domain (PWTD) algorithm [9]–[12] and the (blocked) fast Fourier transform (FFT)-based schemes [19]–[24] aimed at accelerating the computation of spatial and temporal convolutions. Furthermore, the problem of late-time instability, which has historically prohibited the widespread use of TDIE solvers, has been alleviated through the development of spatial and/or temporal filtering techniques [3], [6], [7], [32]–[34], accurate temporal interpolation rules [8], [17], [18], implicit MOT schemes [2], [5], [8], and highly accurate (semi-)analytic integration techniques [13]–[16].

TDIEs can be classified as surface [1]–[3], [7], [8], [13] and volume [9], [10], [30]–[34] integral equations (SIEs and VIEs). Obviously, the choice of a particular integral equation type depends on the nature of the problem under analysis. For analysis of wave interactions with metallic [1]–[3], [7], [8] and piecewise inhomogeneous scatterers [13], TD-SIE solvers are more appropriate; whereas for analysis of wave interactions with (arbitrarily) inhomogeneous scatterers, TD-VIE solvers are more suitable [9], [10], [30]–[34].

Furthermore, TDIE solvers can be classified as explicit [1], [3], [28]–[34] or implicit [2], [5], [8] schemes. The majority of the TDIE solvers developed to this date employ implicit MOT schemes for they are proven more stable than their explicit counterparts. In the implicit schemes, field/current values at the current time step are yet unknown; hence, the retarded fields radiated by those are not known. Therefore, the computation of the field/current values at the current time step requires the inversion of a matrix, which is denoted by \( \mathbf{Z}_0 \) here. The entries of \( \mathbf{Z}_0 \) are the discretized retarded-field interactions between spatial discretization elements, which are within distance \( c\Delta t \) of each other. Here, \( \Delta t \) is the time step and \( c \) is the wave speed. When \( \Delta t \) is small, which typically happens when the frequency of excitation is high, smaller number of elements satisfy this criteria. Thus, \( \mathbf{Z}_0 \) is sparse and can be inverted very efficiently using an iterative solver [21], [25]–[27]. However, when \( \Delta t \) gets larger, which typically happens when the frequency of excitation gets lower, the number of elements, which are within distance \( c\Delta t \) of each other increases; hence \( \mathbf{Z}_0 \) becomes much denser and therefore computationally more expensive to invert [21]. Additionally, if \( \mathbf{Z}_0 \) results from the discretization of the time-domain surface electric field integral equation, it suffers from low-frequency breakdown; it becomes ill-conditioned as the frequency of excitation gets lower [25]–[27]. This prohibits its efficient inversion using an iterative solver unless a carefully
formulated and implemented preconditioner is used [25]–[27]. Implicit schemes have traditionally been used in conjunction with Galerkin-based spatial discretization techniques [2], [5], [8].

On the contrary, explicit MOT schemes result in a diagonal $Z_0$, and therefore no matrix inversion is required for computing the unknown field/current values at the current time step. Explicit schemes are, however, obtained at the expense of tying $\Delta t$ to the minimum spatial discretization size in a Courant–Friedrichs–Lewy (CFL) condition like manner [37]. This might render $\Delta t$ unnecessarily small; and therefore can significantly reduce the efficiency of the resulting MOT scheme. Fortunately, this limitation may be alleviated by using adaptive meshing and multi-rate/localized time stepping techniques similar to those incorporated into finite element-based solvers [38], [39].

The majority of the explicit MOT schemes that have been developed so far have been used in conjunction with nodal spatial discretization schemes [28]–[34]. These schemes can be thought of as simplified Galerkin methods, where testing integration and source expansion are performed using a single nodal point located at the center of each spatial discretization element [28]–[34]. Compared to the full Galerkin methods, these schemes are easier to implement and the computation of the interaction matrices resulting from the discretized retarded field/potential integrals is considerably faster. The obvious disadvantage of these schemes is the reduced stability [32]–[34]. To date, the instability problem of the explicit schemes has been alleviated using low pass finite-impulse response (FIR) filtering techniques [33], [34]. However, application of these techniques comes with a considerably increased computational cost since they are integrated into the MOT scheme in the form of a constant group delay. Additionally, design of the appropriate FIR might be challenging when analyzing structures involving the more complex material properties.

In this paper, a TD-VIE solver, which employs a nodal spatial discretization scheme and an explicit MOT algorithm in the form of a predictor-corrector scheme, is proposed. The proposed method is built upon the work of [32]–[34]; however, instead of using FIR based techniques to stabilize the solution, it makes use of a corrector step to update/correct fields values computed explicitly at the predictor step at each time step. The proposed method has the following advantages over the conventional implicit schemes: i) It is fully explicit and does not require any matrix inversion. ii) It does not precompute nor store any discretized retarded field interactions before the time marching starts; as a result, it is memory efficient. iii) The use of nodal spatial discretization schemes makes the computation of these discretized interactions fast. Thus, their repeated computation during marching does not increase the computational time drastically. It should be emphasized here that, like the implicit schemes, the proposed predictor-corrector scheme stays stable while computing the late time solution; and it maintains its stability even when applied to the analysis of wave interactions with structures meshed using approximately one million spatial discretization elements.

The remainder of the paper is organized as follows. Section II, first, details the formulation of the TD-VIE. Thereafter, it describes the implemented spatial and temporal discretization schemes leading to the explicit MOT algorithm in the form of predictor-corrector updates. In Section III, the accuracy and stability of the proposed TD-VIE solver is demonstrated via its application to the analysis of electromagnetic scattering from a layered microsphere. Additionally, Section III demonstrates the applicability of the TD-VIE solver to the characterization of wave interactions on more complex structures: The proposed solver is used in the generation of backscattered diffraction patterns of a triangular ensemble of three microspheres [40] and characterization of an elongated photonic nanojet in the detection of a thin film layer [41], [42].

II. FORMULATION

A. Time-Domain Volume Integral Equation (TD-VIE)

Consider a scatterer comprised of inhomogeneous dielectric volumes, which reside in an infinite homogeneous (background) medium. Let $V$ represent the total volume of the scatterer. Frequency independent relative permittivities of the scatterer and the background medium are denoted by $\varepsilon(r), r \in V$, and $\varepsilon_b$, respectively. The scatterer and the background medium are assumed nonmagnetic: $\mu(r) = \mu_b = 1$, where $\mu_b$ and $\mu_{\varepsilon}$ are frequency independent relative permeabilities of the scatterer and the background medium, respectively. The wave speed in the background medium is given by $c_b = c_0/\sqrt{\varepsilon_b\mu_b}$, where $c_0 = 1/\sqrt{\varepsilon_0\mu_0}$, and $\mu_b$ are the wave speed, permittivity, and permeability in free space, respectively. Let $E_{\text{inc}}(r, t)$ represent an incident electric field that is vanishingly small for $r \in V$ and $t \leq 0$ and temporally band-limited to $f_{\text{ext}}$. $E_{\text{inc}}(r, t)$ excites the scatterer; in return the equivalent polarization current, $J(r, t)$, is induced in $V$. $J(r, t), r \in V$, generates the scattered electric field $E_{\text{scat}}(r, t)$:

$$E_{\text{scat}}(r, t) = \frac{\mu_b}{4\pi} \left[ \varepsilon_b \frac{\partial}{\partial t} \left( \nabla \cdot \mathbf{J} + \sigma_b \mathbf{E} \right) \right] \cdot \int_V \frac{dV'}{R} \frac{E_{\text{inc}}(r', t')}{R} \tag{1}$$

where $R = |r - r'|$ is the distance between the field point $r$ and the source point $r'$, $\partial^2 \mathbf{I}$ represents the second-order partial derivative with respect to time, and $\mathbf{I} = \hat{x} \hat{x} + \hat{y} \hat{y} + \hat{z} \hat{z}$ is the unit dyadic. The incident and scattered fields, $E_{\text{inc}}(r, t)$ and $E_{\text{scat}}(r, t)$, satisfy

$$E(r, t) = E_{\text{inc}}(r, t) + E_{\text{scat}}(r, t) \tag{2}$$

where $E(r, t)$ is the total electric field. The equivalent polarization current $J(r, t)$ in (1) can be expressed in terms of the total electric field $E(r, t)$:

$$J(r, t) = (\varepsilon(r) - \varepsilon_b)c_0 \partial_t E(r, t). \tag{3}$$

Inserting (3) into (1), one can express $E_{\text{scat}}(r, t)$ in terms of $E(r, t)$:

$$E_{\text{scat}}(r, t) = \frac{1}{4\pi \varepsilon_b} \left[ \nabla \nabla - \frac{\partial^2}{c_b^2} \mathbf{I} \right] \cdot \int_V dV'(\varepsilon(r') - \varepsilon_b) \frac{E(r', t - \frac{R}{c_b})}{R}. \tag{4}$$
Finally, inserting (4) into (2) for \( \forall r \in V \) yields
\[
E(r, t) = E_n^r(r, t) + \frac{1}{4\pi \varepsilon_b} \left[ \nabla V - \frac{\partial E^r}{\partial t} \right] \cdot \int_V dV' (\varepsilon(r') - \varepsilon_b) \frac{E(r', t - \frac{R}{c_b})}{R} , \quad r \in V. \quad (5)
\]

Equation (5) is a time domain volume integral equation (TD-VIE) in the unknown total electric field, \( E(r, t), r \in V, t > 0 \). It should also be noted here that (5) is a special form of the Volterra integral equation [28].

Several comments about (5) and its derivation are in order: i) In (5), the domain of integration is \( V \), where the equivalent polarization current \( J(r, t) \) is nonzero, i.e., \( \varepsilon(r) \neq \varepsilon_b \). This means that the spatial discretization should only be applied on \( V \), which immediately results in a significant advantage over differential equation-based formulations where the whole problem space needs to be discretized. ii) The kernel of the integral implicitly contains the correct asymptotic behavior of the fields at infinity, \( R \to \infty \). This means that the computation domain does not need to be artificially terminated using absorbing conditions or perfectly matched layers as required by differential equation-based formulations. iii) In (5), \( t - R/c_b \) is termed the retarded time; the retarded field volume integral is in essence the temporal and spatial convolution of the time history of currents/fields induced in \( V \) with the Green function of the background medium. The temporal convolution is reduced to simple time retardation since the Green function of the non-dispersive, non-dissipative, homogeneous, and infinite background medium is given by \( \delta(t - t') - R/c_b \), where \( \delta \) is the impulse function. iv) Even though (5) involves second-order space and time derivatives, unlike differential-equation based formulations, propagation of the fields is “realized” via the use of the background medium Green function. As a result, the numerical solution of (5) is less susceptible to numerical phase dispersion when compared to the numerical solution of differential-equation based formulations. v) During the derivation of (5), the scatterer and the background medium are assumed isotropic, non-dissipative, non-dispersive, and non-magnetic. Nevertheless, extension of the formulation to include anisotropic, dissipative, dispersive, and magnetic material properties is rather straightforward [10], [20], [28], [30], [31].

\section*{B. Discretization Scheme}

Consider a spatial discretization, where cubic elements of dimension \( \Delta t \) are used to divide \( V \) into \( N_e \) elements and a uniform time discretization, where \( \Delta t \) and \( N_t \) represent the time step size and the total number of time steps. The unknown total electric field \( E(r, t), r \in V, t > 0 \), is sampled at the centers of the cubic elements at \( r = r_i, i = 1, \ldots, N_e \), and at times \( t = t_n = n \Delta t, n = 1, \ldots, N_t \). These samples are denoted by \( E(r_i, t_n), i = 1, \ldots, N_e \). Note that \( E(r_i, t_n) \) holds all samples of the field’s three components. This discretization scheme assumes that the field values and \( \varepsilon(r) \) are constant within each discretization element. Samples of \( \varepsilon(r) \) at \( r = r_i \) are denoted by \( \varepsilon(r_i), i = 1, \ldots, N_e \).

Discretization of the scattered field term in the right-hand side of (5) makes use of the samples of the volume integral
\[
F^s(r, t) = \frac{1}{4\pi \varepsilon_b} \int_V dV' (\varepsilon(r') - \varepsilon_b) \frac{E(r', t - \frac{R}{c_b})}{R}. \quad (6)
\]

The samples \( F^s(r_i, t_n) \) are approximated as
\[
F^s(r_i, t_n) = E(r_i, t_n) S(r_i) + F(r_i, t_n). \quad (7)
\]

for \( i = 1, \ldots, N_e \) and \( n = 1, \ldots, N_t \). The first term in the right-hand side of (7) represents the contribution to \( F^s(r_i, t_n) \) from \( E(r, t) \) sampled at \( r = r_i \), i.e., the self-term contribution. In this case,
\[
S(r_i) = \frac{\varepsilon(r_i) - \varepsilon_b}{4\pi \varepsilon_b} \int_V dV' \frac{dV'}{r_i - r'} \quad (8)
\]

where \( V_i \) is the volume support of the \( i \)th element. The volume integral in (8) is computed analytically as described in [44]. In (7), the samples \( F(r_i, t_n) \) represent the contributions to \( F^s(r_i, t_n) \) from \( E(r, t) \) sampled at \( r = r_i \), i.e., the non-self-term contributions
\[
F(r_i, t_n) = \sum_{j \in K} \frac{\Delta t^2 (\varepsilon(r_j) - \varepsilon_b)}{4\pi \varepsilon_b R_{ij}} E(r_j, t_n - \frac{R_{ij}}{c_b}) \quad K = \left\{ j : t_n - \frac{R_{ij}}{c_b} > 0, j \neq i \right\} \quad (9)
\]

where \( R_{ij} = |r_i - r_j| \) is the distance between the field point \( r_i \) and source point \( r_j \). In the computation of the samples \( F(r_i, t_n) \) in (7), whenever \( t_n - R_{ij}/c_b \) is not an integer multiple of \( \Delta t \), \( E(r_j, t_n - R_{ij}/c_b) \) is approximated using linear interpolation:
\[
E(r_j, t_n - \frac{R_{ij}}{c_b}) \quad (10)
\]

where \( \alpha_{ij} = (m \Delta t - R_{ij}/c_b)/\Delta t \), \( m = \lfloor R_{ij}/(c_b \Delta t) \rfloor \) and \( \lfloor x \rfloor \) gives the largest integer that is less than or equal to \( x \). Inserting (10) into (9) yields the samples \( F(r_i, t_n) \) in terms of samples \( E(r_i, t_n) \):
\[
F(r_i, t_n) = \sum_{j \in K} \frac{\Delta t^2 (\varepsilon(r_j) - \varepsilon_b)}{4\pi \varepsilon_b R_{ij}} \times [ (1 - \alpha_{ij})E(r_j, t_n - m \Delta t) + \alpha_{ij} E(r_j, t_n, m+1)] \quad K = \left\{ j : t_n - \frac{R_{ij}}{c_b} > 0, j \neq i \right\} \quad (11)
\]

for \( i = 1, \ldots, N_e \) and \( n = 1, \ldots, N_t \).

In the discretization of the spatial and temporal differential operators in the right-hand side of (5), the samples \( F^s(r_i, t_n) \), given by (7), are then used. The samples of the term with the temporal derivative operator, which is given by
\[
T^s(r, t) = \frac{1}{4\pi \varepsilon_b} \frac{\partial^2 E(r, t)}{\partial t^2} \int_V dV' (\varepsilon(r') - \varepsilon_b) \frac{E(r', t - \frac{R}{c_b})}{R} \quad (12)
\]

in the right-hand side of (5), \( T^s(r_i, t_n) \), are approximated as
\[
T^s(r_i, t_n) = \frac{E(r_i, t_n) - 2E(r_i, t_{n-1}) + E(r_i, t_{n-2})}{\Delta t^2} S(r_i) + T(r_i, t_n) \quad (13)
\]
for $i = 1, \ldots, N_e$ and $n = 1, \ldots, N_t$. The first term in the right-hand side of (13) is obtained by applying a backward difference (BD) scheme (see Appendix) to the samples of the self-term contribution in (7). On the other hand, the samples $\mathbf{T}(r_i, t_n)$ in the right-hand side of (13), are approximated using either a CD (see Appendix) or a BD scheme that is applied on the samples $\mathbf{F}'(r_i, t_n)$ in (7) as described next.

Computation of $\mathbf{T}(r_i, t_n)$ using CD applied on samples $\mathbf{F}'(r_i, t_n)$ requires the knowledge of $\mathbf{F}'(r_i, t_{n+1})$. A closer look at expressions of the samples $\mathbf{F}(r_i, t_n)$ in (11) reveals that to compute $\mathbf{F}(r_i, t_{n+1})$ [and hence $\mathbf{F}'(r_i, t_{n+1})$], one needs to know samples $\mathbf{E}(r_j, t_{n-m+2})$. Note that, due to causality, at time step $n$, only samples $\mathbf{E}(r_i, t_k), i = 1, \ldots, N_e, k = 1, \ldots, n - 1$ are known. This means that, for $m < 2$, $\mathbf{E}(r_j, t_{n-m+2})$ are not yet known. The condition $m < 2$ is equivalent to the condition $H_i < 2c_b \Delta t$; which means that for a given $r_i$, CD cannot be applied to the terms of the summation in (11), which satisfy $|r_i - r_j| < 2c_b \Delta t$. For those terms, BD is used instead. In the light of this discussion, the samples $\mathbf{T}(r_i, t_n)$ are expressed as

$$\mathbf{T}(r_i, t_n) = \mathbf{T}^{BDR}(r_i, t_n) + \mathbf{T}^{CDR}(r_i, t_n)$$  \hspace{1cm} (14)

where

$$\mathbf{T}^{BDR}(r_i, t_n) = \sum_{j \in BDR} \Delta d^{3}(\varepsilon(r_j) - \varepsilon_b)$$

$$\begin{cases}
\frac{\Delta x_j}{c_b} \mathbf{E}(r_j, t_{n-m+2}) + (1 - 3\alpha_{ij}) \mathbf{E}(r_j, t_{n-m+1}) + (3\alpha_{ij} - 2) \mathbf{E}(r_j, t_{n-m+1})
+ (1 - \alpha_{ij}) \mathbf{E}(r_j, t_{n-m+1})
\end{cases}$$

and

$$\mathbf{T}^{CDR}(r_i, t_n) = \sum_{j \in CDR} \Delta d^{3}(\varepsilon(r_j) - \varepsilon_b)$$

$$\begin{cases}
\frac{\Delta x_j}{c_b} \mathbf{E}(r_j, t_{n-m+2}) + (1 - 3\alpha_{ij}) \mathbf{E}(r_j, t_{n-m+1}) + (3\alpha_{ij} - 2) \mathbf{E}(r_j, t_{n-m+1})
+ (1 - \alpha_{ij}) \mathbf{E}(r_j, t_{n-m+1})
\end{cases}$$

(14a)

and

$$|\{ j : t_n - \frac{R_{ij}}{c_b} > 0, R_{ij} < 2c_b \Delta t, j \neq i \}$$

$$|\{ j : t_n - \frac{R_{ij}}{c_b} > 0, R_{ij} \geq 2c_b \Delta t, j \neq i \}$$

(14b)

where “BDR” and “CDR” represent the regions where BD and CD schemes are applied, respectively.

Samples of the term with the spatial differential operator, which is given by

$$\mathbf{L}'(r,t) = -\frac{1}{4\pi \varepsilon_b} \nabla \nabla \cdot \int_{V} d\varepsilon(x') - \varepsilon_b \mathbf{E}(r', t - \frac{R}{c_b}) \frac{R}{R}$$  \hspace{1cm} (15)

in the right-hand side of (5), $\mathbf{L}'(r_i, t_n)$, are approximated as

$$\mathbf{L}'(r_i, t_n) = \mathbf{D}(r_i) \cdot \mathbf{E}(r_i, t_n) + \mathbf{L}(r_i, t_n)$$  \hspace{1cm} (16)

for $i = 1, \ldots, N_e$ and $n = 1, \ldots, N_t$. The first term in the right-hand side of (16) represents the contribution to $\mathbf{L}'(r_i, t_n)$ from $\mathbf{E}(r, t)$ sampled at $r = r_i$, i.e., the self-term contribution. In this case,

$$\mathbf{D}(r_i) = \frac{\varepsilon(r_i) - \varepsilon_b}{4\pi \varepsilon_b} \int_{V_i} \nabla \nabla \cdot d\varepsilon d\varepsilon' \frac{1}{|r_i - r'_{n}|}$$  \hspace{1cm} (17)

where the volume integral is computed analytically as described in [45]. In (16), the samples $\mathbf{L}(r_i, t_n)$ represent the contributions to $\mathbf{L}'(r_i, t_n)$ from $\mathbf{E}(r, t)$ sampled at $r = r_j, j \neq i$, i.e., the non-self-term contributions; and are computed using central difference (CD) (see the Appendix) applied to the samples $\mathbf{F}'(r_i, t_n)$. In finite difference implementations, where possible, the space derivative is approximated at the middle point of the time derivative’s approximation for increased stability [46]. Note that samples $\mathbf{T}(r_i, t_n)$ (time derivative approximations) are computed using two methods, CD or BD schemes, depending on the proximity of the source point $r_i$ to the field point $r_i$ [see (14)]. Therefore, space derivative approximations, i.e., the samples $\mathbf{L}(r_i, t_n)$, are computed accordingly in two parts:

$$\mathbf{L}(r_i, t_n) = \mathbf{L}^{BDR}(r_i, t_n) + \mathbf{L}^{CDR}(r_i, t_n)$$  \hspace{1cm} (18)

and

$$\mathbf{L}^{BDR}(r_i, t_n) = \mathbf{G}_i \sum_{j \in BDR} \Delta d^{3}(\varepsilon(r_j) - \varepsilon_b)$$

$$\begin{cases}
\frac{1}{4\pi \varepsilon_b} R_{ij}\Delta t^{2}\mathbf{E}(r_j, t_{n-m+1}) + \alpha_{ij} \mathbf{E}(r_j, t_{n-m+1}) + (3\alpha_{ij} - 2) \mathbf{E}(r_j, t_{n-m+1})
+ (1 - \alpha_{ij}) \mathbf{E}(r_j, t_{n-m+1})
\end{cases}$$

(18a)

and

$$\mathbf{L}^{CDR}(r_i, t_n) = \mathbf{G}_i \sum_{j \in CDR} \Delta d^{3}(\varepsilon(r_j) - \varepsilon_b)$$

$$\begin{cases}
\frac{1}{4\pi \varepsilon_b} R_{ij}\Delta t^{2}\mathbf{E}(r_j, t_{n-m+1}) + \alpha_{ij} \mathbf{E}(r_j, t_{n-m+1}) + (3\alpha_{ij} - 2) \mathbf{E}(r_j, t_{n-m+1})
+ (1 - \alpha_{ij}) \mathbf{E}(r_j, t_{n-m+1})
\end{cases}$$

(18b)

and the 3 x 3 matrix multiplication “$\mathbf{G}_i$,” approximates “$\nabla \nabla$”, which is evaluated at $r = r_i$, using CD (see the Appendix), and “BDR” and “CDR” represent the regions where BD and CD schemes are applied to the time derivative, respectively [see (14a) and (14b)].

Inserting (13) and (16) into (5) and reorganizing the terms in the resulting equation yields

$$\mathbf{E}(r_i, t_n) = \mathbf{M}^{-1} \cdot \{ Q[\mathbf{2E}(r_i, t_{n-1}) - \mathbf{E}(r_i, t_{n-2})]$$

$$+ \mathbf{E}^{inc}(r_i, t_n) + [\mathbf{T}(r_i, t_n) + \mathbf{L}(r_i, t_n)] \}$$  \hspace{1cm} (19)

for $i = 1, \ldots, N_e$ and $n = 1, \ldots, N_t$. In (19), $\mathbf{E}^{inc}(r_i, t_n)$ are samples of the incident field $\mathbf{E}^{inc}(r; t)$; and

$$\mathbf{M} = [1 + Q \mathbf{I} - \mathbf{D}(r_i)]$$  \hspace{1cm} (19a)

and

$$Q = \frac{S(r_i)}{c_b^2 \Delta t^2}$$  \hspace{1cm} (19b)

are a 3 x 3 matrix and a scalar, respectively. Equation (19) constitutes an explicit MOT scheme for computing samples $\mathbf{E}(r_i, t_n), i = 1, \ldots, N_e$ and $n = 1, \ldots, N_t$, provided that
\[ \Delta t \leq \Delta \delta /c_0 \]. Note that, under this condition, a closer look at (14a), (14b), A1, and (18b) reveals that \( f([r_i, t_n]) \) receives contributions only from samples \( E([r_i, t_k]), i = 1, \ldots, N_r, \]
\[ k = 1, \ldots, n - 1 \]. It should be noted here that \( Q \) and \( M^{-1} \)
are computed only once before time marching since \( S(r_i) \) and \( \hat{D}(r_i) \) have the same value of for all discretization elements.

Explicit schemes of this type are known to be unstable; previously FIR techniques have been used to alleviate the late time instabilities [34]; however, they increase the computational cost of the MOT scheme considerably. In the next section, a predictor-corrector scheme is proposed for stabilizing the MOT scheme (19) while maintaining its explicitness without increasing the computational cost.

C. Predictor–Corrector Scheme

The predictor step of the scheme is the same as the explicit MOT update presented in (19); the predictor update at time step \( n \) is given by

\[ E([r_i, t_n]) = M^{-1} \cdot \{Q[2E([r_i, t_{n-1}]) - E([r_i, t_{n-2})]) + E^{p}(t_i, t_{n}) + \sum_{j \in BDR} \mathcal{T}([r_i, t_n] + L([r_i, t_{n}])) \} \tag{20} \]

for \( i = 1, \ldots, N_r \). After the predictor update, in preparation for the corrector step, since \( E([r_i, t_n]), i = 1, \ldots, N_r \), are now predicted and hence “known,” one can use CD to compute \( \mathcal{T}([r_i, t_n]) \) for all source and field point pairs, \( r_j \) and \( r_i, i = 1, \ldots, N_r, j = 1, \ldots, N_r \). This is achieved by updating only the contributions to \( E([r_i, t_n]) \) for all \( r_j \) satisfying \( r_i - r_j < 2c_0 \Delta t \) (i.e., reevaluating contributions from the BDR, see (14), using CD scheme), such that

\[ \mathcal{T}([r_i, t_n]) = \mathcal{T}^{CDR}([r_i, t_n]) \tag{21} \]

for \( i = 1, \ldots, N_r \). Here, \( \mathcal{T}^{CDR}([r_i, t_n]) \) is given by (14b) and

\[ \mathcal{T}^{CDR}([r_i, t_n]) = \sum_{j \in BDR} \Delta \delta^2 \mathcal{D}^{CDR}(r_j, t_{n-1}) - \mathcal{D}^{CDR}(r_j, t_{n-1}) \tag{21a} \]

Note that the samples \( \mathcal{T}^{CDR}([r_i, t_n]) \) do not need to be recomputed after the predictor step; update of the samples \( \mathcal{T}([r_i, t_n]) \) requires computation of only the samples \( \mathcal{T}^{CDR}([r_i, t_n]) \), which are localized to all source and field point pairs, \( r_i, i = 1, \ldots, N_r \), satisfying \( r_i - r_j < 2c_0 \Delta t \). Similarly, the samples \( L([r_i, t_n]) \) are also updated from \( E([r_i, t_n]) \) for all \( r_j \) satisfying \( |r_i - r_j| < 2c_0 \Delta t \) using

\[ L([r_i, t_n]) = L^{CDR}([r_i, t_n]) + \mathcal{L}^{CDR}([r_i, t_n]) \tag{22} \]

for \( i = 1, \ldots, N_r \). Here, \( \mathcal{L}^{CDR}([r_i, t_n]) \) is given by (18b) and

\[ \mathcal{L}^{CDR}([r_i, t_n]) = \sum_{j \in BDR} \Delta \delta^2 \mathcal{D}^{CDR}(r_j, t_{n-1}) - \mathcal{D}^{CDR}(r_j, t_{n-1}) \times [1 - \alpha_{ij}] E([r_i, t_{n-1}) + \alpha_{ij} E([r_i, t_{n-1} + 1]) \tag{22a} \]

Finally, the corrector step is executed as

\[ E([r_i, t_n]) = M^{-1} \cdot \{Q[2E([r_i, t_{n-1}) - E([r_i, t_{n-2})]) + E^{cr}(t_i, t_{n}) + 0.5\mathcal{T}([r_i, t_n]) + \mathcal{T}([r_i, t_{n-1})] + L([r_i, t_{n-1}) + L([r_i, t_{n-1} - 1]) \tag{23} \]

for \( i = 1, \ldots, N_r \). After the corrector step \( \hat{E}^{CDR}([r_i, t_n]) \) and \( \hat{L}^{CDR}([r_i, t_n]) \) are updated from the ‘corrected’ values of \( E([r_i, t_n]), i = 1, \ldots, N_r \) using (21a) and (22a) respectively; then \( \mathcal{T}([r_i, t_n]) \) and \( L([r_i, t_n]) \) are updated using (21) and (22) from “corrected” values of \( \hat{E}^{CDR}([r_i, t_n]) \) and \( \hat{L}^{CDR}([r_i, t_n]) \) respectively. It should be emphasized here again that these updates are local to source and field points satisfying \( |r_i - r_j| < 2c_0 \Delta t \). Equations (20) and (23) constitute the predictor-corrector pair at a given time step \( n \), \( n = 1, \ldots, N_r \).

Several comments about the above MOT algorithm “enhanced” with predictor-corrector updates are in order. i) The MOT scheme is still explicit and the restriction on the time step, \( \Delta t \leq \Delta \delta /c_0 \), is alleviated. The method produces practically stable solutions using \( \Delta t \) up to \( \sim 1.5 \Delta \delta /c_0 \), as shown by the numerical results presented in the next section. ii) The total computational cost of the corrector steps during marching is \( O(N_r N_r^2) \) since each corrector step requires only local updates. This computational cost is negligible when compared to that of the overall MOT scheme, which is \( O(N_r N_r^2) \) due to the global field computations at the predictor step. Note that the corrector step is still applicable even when the predictor step is accelerated using the PWT algorithm [9]–[12] or the blocked FFT-based schemes [19]–[24]. Corrector updates cost only as much as the near-field computations of the acceleration schemes. iii) The corrector step (23) uses the averages of \( \mathcal{T}([r_i, t_n]) \) and \( L([r_i, t_{n-1}) \) and \( \mathcal{L}([r_i, t_{n-1}) \) instead of \( \mathcal{T}([r_i, t_n]) \) and \( L([r_i, t_n]) \), respectively) to update the solution estimated by the predictor step. This specific choice of averaging results in increased stability. Numerical experiments, which are presented in the next section, demonstrate that the stability and the accuracy of the scheme are superior to those of a similar TD-VIE solver that makes use of FIR to stabilize the solution [34]. Additionally, the proposed scheme is shown to be faster. iv) Unlike implementation of many implicit TDIE solvers, the implementation of the above scheme does not pre-compute nor store any discretized retarded field interactions before the time marching starts; as a result, it is memory efficient. The use of nodal spatial discretization schemes makes the computation of these discretized interactions fast; their repeated computation during marching does not increase the computation time drastically. Additionally, the MPI/OpenMP hybrid parallelization scheme described in [35], [36] is used to accelerate the time marching to enable the application of the proposed method to the analysis of wave interactions with electrically large and complex structures; further demonstrating the proposed method’s stability even if the number of spatial discretization elements is considerably increased.

III. NUMERICAL RESULTS

In this section, the accuracy, stability, and applicability of the proposed TD-VIE solver are demonstrated via numerical experiments. In all examples considered here, the excitation is a
plane wave, propagating in the z-direction with electric field \( \mathbf{E}^{\text{inc}}(r,t) = \mathbf{p} E_0 g(t - z/c_0) \). Here, \( E_0 = 1 \) V/m is the electric field amplitude, \( \mathbf{p} \) is the polarization unit vector, and \( G(t) = \cos[2\pi f_0 (t - t_0)] \exp \left[ - (t - t_0)^2 / (2 \zeta^2) \right] \) is a modulated Gaussian pulse with modulation frequency \( f_0 \), bandwidth \( f_{bw} \), duration \( \zeta = 3/(2\pi f_{bw}) \), and delay \( t_0 = 8\zeta \). Whenever possible, the results obtained by the proposed TD-VIE solver are compared to those obtained analytically or by a similar TD-VIE solver, which makes use of the FIR to stabilize the solution [34]. In the remainder of the section, the proposed TD-VIE solvers with the predictor-corrector scheme and the FIR are abbreviated as TD-VIE-PC and TD-VIE-FIR, respectively.

### A. Accuracy and Stability

To demonstrate its accuracy and stability, the proposed TD-VIE-PC is applied to the analysis of scattering from a layered dielectric microsphere. The microsphere resides in free space background and its center is located at the origin (Fig. 1). The inner and outer radii of the layer are \( r_s = 0.25 \mu m \) and \( r_b = 0.5 \mu m \), respectively. The relative dielectric permittivities of the core and the layer are 1.5 and 1.75, respectively.

The microsphere is excited with a plane wave with \( \mathbf{p} = \hat{x} \), \( f_0 = 0 \) THz, and \( f_{bw} = 600 \) THz; the maximum frequency of the excitation \( f_{\text{max}} = f_0 + f_{bw} \). To quantify the accuracy of the TD-VIE-PC and compare it to that of the TD-VIE-FIR, relative energy error in frequency domain

\[
error^{\text{rel}}_{\Delta t, N_e}(r_o) = \sqrt{\frac{\sum_{i=1}^{N_t} \left| E_{x,\Delta t, N_e}(r_o, f_i) - E_{x,\Delta t, N_e}^{\text{scat}, \text{mire}}(r_o, f_i) \right|^2}{\sum_{i=1}^{N_t} \left| E_{x,\Delta t, N_e}^{\text{scat}, \text{mire}}(r_o, f_i) \right|^2}}
\]

is used. Here, \( E_{x,\Delta t, N_e}(r_o, f_i) \) represents the \( x \)-component of the time harmonic scattered electric field at the observation point \( r_o \) and the frequency samples \( f_i, i = 1, \ldots, N_f \), within the band \([f_0, f_{\text{max}}] = [0, 600] \) THz, and is computed from

\[
E_{x,\Delta t, N_e}^{\text{scat}, \text{mire}}(r_o, f) = \frac{\mathbb{F}\{E_{x,\Delta t, N_e}(r_o, t)\}}{\mathbb{F}\{G(t)\}}
\]

where \( \mathbb{F}\{\cdot\} \) represents the Fourier transform, \( E_{x,\Delta t, N_e}(r_o, f) \) is the \( x \)-component of the time-domain scattered electric field computed at the observation point \( r_o \) by the TD-VIE-PC (\( \text{sim} = \{PC\} \)) or the TD-VIE-FIR (\( \text{sim} = \{\text{FIR}\} \)) for a given set of \( \Delta t \) and \( N_e \). Here, \( E_{x,\Delta t, N_e}^{\text{scat}, \text{mire}}(r_o, f) \) is computed using a Mie series code. For all computations of \( error^{\text{rel}}_{\Delta t, N_e}(r_o) \), \( r_o \in [0.1, 1.3 \mu m, 0] \) and \( N_f \) = 48. Note that this fixed location for \( r_o \) is outside the sphere, and thus \( E_{x,\Delta t, N_e}^{\text{scat}, \text{mire}}(r_o, t) \) is computed from the fields induced in the sphere as a post-processing step.

In the first set of simulations, the effect of spatial discretization on the accuracy of the TD-VIE-PC is characterized. Let \( j, j = 1, \ldots, 9 \) represent the index of the simulation in this set; then \( \Delta d_j, N_{e,j}, \Delta t_j = \Delta d_j / c_0, \) and \( \beta_j = 1/\left( f_{\text{max}} \Delta t_j \right) \) are the element size, the number of elements, the time step, and the over-sampling factor at simulation \( j \), respectively. The largest and smallest element sizes are \( \Delta d_1 = 0.06 \mu m \) and \( \Delta d_9 = 0.01 \mu m \); the corresponding number of element sizes are \( N_{e,1} = 2469 \) and \( N_{e,9} = 52365 \), respectively. For all nine simulations, the duration of simulation is fixed, \( t \in [0, 40] \) fs. Table I presents \( error^{\text{rel}}_{\Delta t, N_e}(r_o, j, j = 1, \ldots, 9, \text{for } \text{sim} = \{PC, \text{FIR}\} \). As expected, the accuracy increases \( error^{\text{rel}}_{\Delta t, N_e}(r_o, j) \) decreases) with the increasing discretization density. While this trend is observed for both the TD-VIE-PC and TD-VIE-FIR, it should be noted that the TD-VIE-PC produces slightly more accurate results. More importantly, for the relatively denser discretizations, namely when \( N_{e, j} \geq 132651 \), solutions obtained from the TD-VIE-FIR are unstable while TD-VIE-PC maintains the stability of the solution for all nine simulations. The difference observed in the computational cost of TD-VIE-PC and TD-VIE-FIR is worthy of reporting. The CPU times needed to complete TDIE-FIR simulations are found to be at least 3.5 times greater than those needed to complete the TD-VIE-PC simulations. This is due to the repeated evaluation of previously calculated field values during time marching, which are needed for construction of the FIR in the form of a constant group delay [43]. In Fig. 2(a) and (b), \( error^{\text{rel}}_{\Delta t, N_e}(r_o, j) \) is plotted versus \( N_{e, j} \) and \( \Delta t_j \), \( j = 1, \ldots, 9 \), are plotted, respectively.

For the sake of completeness, Fig. 3 compares \( E_{x,\Delta t, N_e}^{\text{scat}, \text{PC}}(r_o, f), \) \( j = 4 \), and \( E_{x,\Delta t, N_e}^{\text{scat}, \text{mire}}(r_o, f) \) in the frequency band of interest \([f_0, f_{\text{max}}]\). Note that for this simulation, \( \Delta d_4 = 0.03 \mu m \), \( N_{e,4} = 193481 \), \( \Delta t_4 = 0.10 \) fs, and \( \beta_4 = 6.29 \). As clearly seen from Fig. 3, these values of simulation parameters results in an accuracy level in the frequency band \([f_0, f_{\text{max}}]\), which is acceptable for most practical applications.

In the second set of simulations, the effect of increasing \( \Delta t \) beyond \( \Delta d/c_0 \), i.e., \( \Delta t \geq \Delta d/c_0 \), on the accuracy and the CPU time of the TD-VIE-PC simulations is characterized. In this set, \( \Delta t = 0.02 \mu m \) and \( N_e = 65267 \) are kept fixed for all eleven simulations, \( j = 1, \ldots, 11 \), but the time step size is changed between \( \Delta t_j = \Delta d_j / c_0 = 0.0667 \) fs to \( \Delta t_{11} = 1.5 \Delta d/c_0 = 0.1007 \) fs; for those time step values, \( \beta_{11} = 9.44 \) and \( \beta_{11} = 6.29 \), respectively. For all eleven simulations, the duration of simulation is fixed, \( t \in [0, 40] \) fs. Table II presents \( error^{\text{rel}}_{\Delta t, N_e}(r_o, j) \) versus \( \Delta t_j, j = 1, \ldots, 11 \). Fig. 4 plots \( error^{\text{rel}}_{\Delta t, N_e}(r_o) \) versus \( \Delta t_j, j = 1, \ldots, 11 \); where it is observed that the error decreases linearly with the time step size. This is expected since the method is first-order accurate in time discretization. Additionally, Table II presents the normalized CPU times needed for each simulation to be completed. This is also plotted in Fig. 4. As expected the CPU time increases linearly with the total number of time steps, i.e., \( 40/\Delta t_j \), as \( \Delta t_j \) decreases. One important conclusion drawn from the results of the second set of simulations is the fact that the time step can be pushed to \( \sim \).
The late-time stability of the TD-VIE-PC is investigated by increasing the duration of the simulation beyond 40 fs for the simulation with $\Delta d = 0.02 \mu m$, $N_e = 65267$, $\Delta t = \Delta d/c_b = 0.06671$ fs and $\beta = 9.44$. The simulation is continued until

$$1.5\Delta d/c_b$$

with no compromise on stability of the solution. This would not be possible without the predictor-corrector scheme.

The amplitude of the total electric field, $E_{\text{tot,PC}}(r_o,t)$, is below $10^{-18}$, which happens around $t = 100$ fs. Fig. 5(a) and (b) plot the $x$-component of the total electric field, $E_{x,\text{PC}}(r_o,t)$ versus $t$ and compares it to $E_{x,\text{tot,mc}}(r_o,t)$. Here, time domain total electric field $E_{x,\text{tot,mc}}(r_o,t)$ is obtained from

$$E_{x,\text{tot,mc}}(r_o,t) = \Im^{-1}\{ E_{x,\text{tot,mc}}(r_o,f) \Im \{ G(t) \} \}$$
Table II

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$\beta_j$</th>
<th>$\text{error}_{\text{err}}(\omega, \nu)$</th>
<th>Relative simulation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.06671</td>
<td>9.44257</td>
<td>0.00974</td>
<td>1</td>
</tr>
<tr>
<td>0.07005</td>
<td>8.99293</td>
<td>0.00979</td>
<td>0.925995</td>
</tr>
<tr>
<td>0.07338</td>
<td>8.58416</td>
<td>0.00989</td>
<td>0.852611</td>
</tr>
<tr>
<td>0.07672</td>
<td>8.21093</td>
<td>0.01008</td>
<td>0.7960199</td>
</tr>
<tr>
<td>0.08006</td>
<td>7.86881</td>
<td>0.01023</td>
<td>0.7587065</td>
</tr>
<tr>
<td>0.08339</td>
<td>7.55406</td>
<td>0.01038</td>
<td>0.7201493</td>
</tr>
<tr>
<td>0.08673</td>
<td>7.26352</td>
<td>0.01043</td>
<td>0.6853234</td>
</tr>
<tr>
<td>0.09006</td>
<td>6.99450</td>
<td>0.01057</td>
<td>0.6554726</td>
</tr>
<tr>
<td>0.09340</td>
<td>6.74470</td>
<td>0.01068</td>
<td>0.6343284</td>
</tr>
<tr>
<td>0.09673</td>
<td>6.51212</td>
<td>0.01079</td>
<td>0.6044776</td>
</tr>
<tr>
<td>0.10007</td>
<td>6.29505</td>
<td>0.01102</td>
<td>0.5721393</td>
</tr>
</tbody>
</table>

Fig. 5. Comparison of $E_{\text{err}}(r_{\nu}, t)$ and $E_{\text{PC}}^{\text{err}}(r_{\nu}, t)$ for $N_e = 65267$, $\Delta t = \Delta t / \epsilon_b = 0.06671$ fs and $E_{\text{err}}^{\text{err}}(r_{\nu}, t)$. (a) Linear scale. (b) Logarithmic scale.

where $E_{\text{err}}^{\text{err}}(r_{\nu}, f)$ is the time-harmonic total electric field computed using a Mie series code and $3^{-1/2} \{ \}$ represents inverse Fourier transform. The figures clearly show that the solution stays stable even after the amplitude of the field decreases below $10^{-18}$.

B. Practical Examples

To demonstrate its applicability, the proposed TD-VIE-PC is used in the characterization of transient electromagnetic waves on electrically large dielectric structures in two practical engineering scenarios.

1) Diffraction by Three Spheres: In this example, the backscattered diffraction patterns of a triangular ensemble of three homogeneous dielectric microspheres whose refractive indices are chosen to mimic that of a practical problem in life sciences microscopy [40] are calculated. The three spheres reside in a homogeneous background and the center of the triangle connecting the centers of the spheres is located at the origin (Fig. 6) [40]. The radius of each sphere is 0.5 $\mu$m and the relative dielectric permittivities of the spheres and the background medium are 2.35 and $\varepsilon_b = 2.1$, respectively. The ensemble of spheres is excited separately with two plane waves with i) $\hat{p} = \hat{x}$, $f_{\text{bw}} = 293$ THz, and $f_{\text{bw}} = f_{\text{bw}}/15$ THz and ii) $\hat{p} = \hat{y}$, $f_0 = 293$ THz, and $f_{\text{bw}} = f_{\text{bw}}/15$ THz. For both of the simulations, $\Delta t = 0.04$ $\mu$m and $N_e = 16235$; the simulations are carried out for $t \in [0, 8] \mu$s with $\Delta t = 0.133333 \mu$s. The scattered fields, $E_{\text{scat}, 1}(r_{\nu}, t)$ and $E_{\text{scat}, 2}(r_{\nu}, t)$ at $r_{\nu} = (x, y, z)$, $-6 \mu$m $< y < 6 \mu$m, and $z = -2.048 \mu$m, are computed by the TD-VIE-PC under excitations (i) and (ii), respectively. Then, the time harmonic scattered fields $E_{\text{scat}, 1}(r_{\nu}, f)$ and $E_{\text{scat}, 2}(r_{\nu}, f)$ are computed from $E_{\text{scat}, 1}(r_{\nu}, t)$ and $E_{\text{scat}, 2}(r_{\nu}, t)$ respectively, using

$$E_{\text{scat}, i}(r_{\nu}, f) = \frac{3 \{ E_{\text{scat}, i}(r_{\nu}, t) \} }{3 \{ G(t) \}}, \quad i = 1, \ldots, 2$$

at $f = 293$ THz. Fig. 7(a) and (b) plot distributions of normalized scattered field intensities, which are computed using

$$\hat{f}_{\text{scat}, i}(r_{\nu}, f) = \frac{E_{\text{scat}, i}^2(r_{\nu}, f)}{\max E_{\text{scat}, i}^2(r_{\nu}, f)}, \quad i = 1, \ldots, 2,$$

respectively. The normalized intensity profiles agree very well with those reported in [40].

2) Sub-Wavelength Thin Film Detection Using PNJ: A photonic nanojet (PNJ) [41] is a narrow high intensity light beam...
Fig. 7. Normalized intensity of the scattered field, \( \hat{f}^{s,\text{at},i}(r, f) \) at \( r_n = (x, y, z), -6 \, \mu m < x < 6 \, \mu m, -6 \, \mu m < y < 6 \, \mu m, \) and \( z = -2.042 \, \mu m, \) and \( f = 293 \) THz under the excitation of (a) \( \hat{x} \)-polarized \((i = 1)\) and (b) \( \hat{y} \)-polarized plane wave \((i = 2)\).

Fig. 8. Geometry of the dielectric microsphere with five equally spaced concentric spherical layers and the thin film embedded at the midpoint of a dielectric cube.

that emerges from the shadow-side surface of a multilayered dielectric microsphere, illuminated by plane-wave. PNJ can be of practical use in the detection of sub-wavelength dielectric features, examples of which include natural or engineered nanoparticles. The operation of a PNJ in such a scenario has been numerically demonstrated in [42].

Here, a dielectric microsphere with five equally spaced concentric spherical layers is used to generate a PNJ. The microsphere resides in a free space background and its center is located at the origin. The radius of the core (inner most sphere) is 0.416 \( \mu m \) and the thickness of each layer is 0.416 \( \mu m \) [42].

Fig. 9. (a) Absolute value of the total electric field distribution along the central cross section (on the \( xz \)-plane at \( y = 0 \)) at time \( t = 200 \) fs for scenario (ii). (b) \( |E_{x}^{\text{at},i}(r_n, t)| \) and \( |E_{y}^{\text{at},i}(r_n, t)| \) computed at the origin \( r_n = (0, 0, 0) \) for scenarios (i) and (ii). (c) Comparison of \( \hat{E}_{z}^{\text{at},i}(r_n, f), i = 1, \ldots, 4, \) computed at \( r_n = (0, 0, 4.75 \, \mu m) \) within band [579 621] THz for scenarios (i), (ii), (iii), and (iv).

The relative dielectric permittivities of the layers and the core (listed in order from outer to inner) are 1.02, 1.04, 1.06, 1.08, 1.10, and 1.12, respectively. The microsphere is used to generate a PNJ that is used in the detection of a 50 nm thin film embedded at the midpoint of a dielectric cube with side length 2.0 \( \mu m \) (Fig. 8). The relative dielectric permittivities of the thin film and the cube are 1.96 and 1.69, respectively. To investigate if the PNJ generated by the microsphere can create a scattered field that can be used in the detection of the thin film, four scenarios are considered: i) Microsphere and cube are present but thin film is removed. ii) Microsphere, cube, and
thin film are all present. iii) Only cube is present, microsphere and thin film are removed. iv) Cube and thin film are present but the microsphere is removed. In all four scenarios, the excitation is a plane wave with $\hat{p} = \hat{x}$, $f_0 = 600$ THz, and $f_{sw} = 3f_0$ THz, and all the simulations are carried out for 380 fs with $\Delta t = 0.16667$ fs. For all four scenarios, $\Delta d = 0.05 \mu m$, which results in $N_e = \{592226, 592226, 560226, 560226\}$ discretization elements, respectively. Fig. 9(a) visualizes, for the scenario (ii), the absolute value of the total electric field distribution along the central cross section (on the $xz$ plane at $y = 0$) at a fixed moment in time $t = 200$ fs. Fig. 9(b) plots the absolute value of the $x$-component of the total fields, $|E_x^{\text{tot}}(r_o, t)|$ and $|E_x^{\text{tot}}(r_o, t)|$, at the origin $r_e = (0, 0, 0)$, computed by the TD-VIE-PC for scenarios i) and ii). This figure clearly shows that the solution stays stable. Next, the scattered fields $E_x^{\text{scat}}(r_e, t)$, at $r_e = (0, 0, 4.75 \mu m)$, $i = 1, \ldots, 4$, are computed by the TD-VIE-PC for all four scenarios. Then, the time harmonic scattered fields $E_x^{\text{scat, i}}(r_o, f)$ are computed from $E_x^{\text{scat, i}}(r_o, f)$ using

$$E_x^{\text{scat, i}}(r_o, f) = \frac{3}{3} \left\{ \frac{E_x^{\text{scat, i}}(r_o, f)}{G(t)} \right\}, \quad i = 1, \ldots, 4$$

within the frequency band $[f_0 f_{\text{max}}] = [579 \ 621]$ THz. Fig. 9(c) compares $|E_x^{\text{scat, 1}}(r_o, f)|$ and $|E_x^{\text{scat, 2}}(r_o, f)|$ in the figure the shift observed between $E_x^{\text{scat, 1}}(r_o, f)$ and $E_x^{\text{scat, 2}}(r_o, f)$ is larger than shift between $E_x^{\text{scat, 1}}(r_o, f)$ and $E_x^{\text{scat, 2}}(r_o, f)$; this indicates that the high intensity PNJ generated by the microsphere increases the sensitivity of the scattered field and provides a mechanism for detecting the presence of the thin film.

IV. CONCLUSION

An explicit and stable MOT scheme for solving the TD-VIE to analyze transient electromagnetic wave interactions on inhomogeneous dielectric structures is presented. The method achieves its stability, while maintaining its explicitness, by employing a predictor-corrector scheme at each time step. The proposed MOT scheme is demonstrated to be far superior in stability and computational cost when compared to the existing explicit schemes that make use of filtering techniques to stabilize the solution. Furthermore, numerical results presented in this work demonstrate the proposed method to maintain its stability even when applied to the analysis of electromagnetic wave interactions with electrically large structures meshed using approximately half a million discretization elements.

Future work includes generalizing the scheme to allow for the analysis of transient wave interactions on scatterers with non-linear and dispersive material properties. Moreover, the development of adaptive time stepping techniques and incorporation of accelerations schemes are underway.

APPENDIX

To approximate the second-order time derivative the following finite difference schemes are used.

Central difference (CD) scheme:

$$\frac{\partial^2 F(r, t)}{\partial r^2}_{r=r_0, t=t_0} \approx \frac{F(r, t_{n+1}) - 2F(r, t_n) + F(r, t_{n-1})}{\Delta t^2} \quad (A1)$$

Backward difference (BD) scheme:

$$\frac{\partial^2 F(r, t)}{\partial r^2}_{r=r_0, t=t_0} \approx \frac{F(r, t_{n+1}) - 2F(r, t_n) + F(r, t_{n-1})}{\Delta t^2} \quad (A2)$$

To approximate the second-order space derivative, a CD scheme is used as described in the following:

$$\nabla \cdot F(r, t) = [\hat{x} \ \hat{y} \ \hat{z}] \begin{bmatrix} \frac{\partial^2 F(r, t)}{\partial x^2} & \frac{\partial^2 F(r, t)}{\partial x \partial y} & \frac{\partial^2 F(r, t)}{\partial x \partial z} \\ \frac{\partial^2 F(r, t)}{\partial y \partial x} & \frac{\partial^2 F(r, t)}{\partial y^2} & \frac{\partial^2 F(r, t)}{\partial y \partial z} \\ \frac{\partial^2 F(r, t)}{\partial z \partial x} & \frac{\partial^2 F(r, t)}{\partial z \partial y} & \frac{\partial^2 F(r, t)}{\partial z^2} \end{bmatrix} \begin{bmatrix} F_x(r, t) \\ F_y(r, t) \\ F_z(r, t) \end{bmatrix} \quad (A3)$$

where $F(r, t) = [x \ F_x(r, t) + y \ F_y(r, t) + z \ F_z(r, t)]$. Each entry of the matrix in (A3) is discretized using a CD scheme. For an un-mixed second order derivative in (A3):

$$\frac{\partial^2 F_x(r, t)}{\partial x^2} \approx \frac{F_x(r, t_{n+1}) - 2F_x(r, t_n) + F_x(r, t_{n-1})}{\Delta x^2} \quad (A4)$$

Here, sample indices $k$ and $m$ are chosen such at $x_k = x_i$, $y_k = y_i + \Delta y$ and $x_m = x_i$, $y_m = y_i$, $z_m = z_i - \Delta z$.

For a mixed second-order derivative in (A3):

$$\frac{\partial_x \partial_y F_y(r, t)}{r=r_0, t=t_0} \approx \frac{F_y(r, t_{n+1}) - 2F_y(r, t_n) + F_y(r, t_{n-1}) - F_y(r, j, t_n) + F_y(r, j, t_{n-1})}{4\Delta d^2} \quad (A5)$$

Here, sample indices $k$, $m$, $i$, and $j$ are chosen such that $x_k = x_i + \Delta d$, $y_k = y_i + \Delta d$, $z_k = z_i$; $x_m = x_i$, $y_m = y_i$, $z_m = z_i - \Delta d$; $x_i = x_i - \Delta d$, $y_i = y_i + \Delta d$, $z_i = z_i$; and $j = j_i - \Delta d$, $j_y = j_i + \Delta d$, $z_j = z_i$. Other derivatives in (A3) are approximated similarly. Then, one can symbolically write

$$\nabla \cdot F(r, t)_{r=r_0, t=t_0} \approx \mathbf{G}_t \cdot \nabla V(r_x, r_y, t_n) : |r_s - r_i| = \Delta d, r_s = r_i \quad (A6)$$

where $\mathbf{G}_t$ is a matrix that chooses the components of the samples at $r_s$, which are neighboring $r_i$, and multiplies them with the correct coefficients to produce the CD approximation.
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