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Abstract

The aim of this thesis is to explore the potential of quantitative imaging markers derived from diffusion-weighted MRI (DW MRI) in the spinal cord to characterise healthy white matter pathways and provide sensitivity to axonal damage, regeneration and collateral sprouting in spinal cord disease.

With new innovative treatment strategies emerging for spinal cord pathologies such as spinal cord injury and Multiple Sclerosis, there is a need for new in-vivo biomarkers that can be specific to structural and functional changes and their underlying mechanisms on a microscopic scale. DW MRI has the potential to quantifying those microstructural characteristics beyond the scale of conventional MRI.

In the first part of this dissertation I investigate Diffusion Tensor Imaging (DTI), which is the most established DW MRI analysis technique in clinical practice. In two studies we assess DTI in the context of spinal cord imaging. In the first experiment I show that DTI is sensitive to the presence of collateral fibres, e.g., at inter-vertebral level where peripheral nerves enter the spinal tract. In the second experiment I propose a new method for reducing partial volume effects on whole cord DTI measurements, which is specifically tailored for the imaging and analysis challenges in the cord.

The second part of this thesis comprises two studies of q-space imaging (QSI) in healthy controls. In theory, QSI offers a more comprehensive description of the diffusion process, but is challenging to set up on a clinical MRI scanner. I present here two QSI protocols, set up for two different scanners with different gradient hardware, receive coils and software limitations. For the first time we perform a systematic study of QSI that assesses the reproducibility and specificity to different white pathways in-vivo in the cervical cord within a group of healthy volunteers. Both studies show superior reproducibility of QSI over conventional analysis, although the results of using QSI parameters to distinguish individual white matter tracts in the cord were inconclusive.

The third part of this thesis describes a new imaging method protocol based on the ActiveAx optimisation framework. It uses a complex multi-compartment model, which relates DW MRI data to microstructural parameters like axon diameter and density. I design a new orientation aware method based ActiveAx, which incorporates the known fibre structure of the spinal cord. In a first step I validate the approach in in a post-mortem cervical spinal cord sample of a velveteen monkey. I then demonstrate clinical feasibility and good reproducibility of the new protocol for in-vivo human studies, using the corpus callosum as a preliminary model system for structures with uni-directional fibre architecture. Finally I present first estimation results of axon diameter and density of the cervical spinal cord in-vivo in a healthy control that agree with the findings in the ex-vivo monkey spinal cord sample.
Es ist nicht genug, zu wissen, man muß auch anwenden;  
es ist nicht genug, zu wollen, man muß auch tun.  
— Johann Wolfgang von Goethe
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Introduction

The spinal cord is a vital part of the human central nervous system (CNS), relaying information to and from the brain and controlling the motor function in the rest of the body. Damage to the spinal cord tissue will compromise signal transmission and can cause severe neurological symptoms, often resulting in a loss of mobility or feeling. Spinal cord injury (SCI) is often caused by trauma, i.e. a mechanical injury of the cord tissue during an accident, a fall, etc. However, SCI can also have non-traumatic causes such as tumours, infectious diseases or degenerative pathologies of the CNS, like Multiple Sclerosis (MS).

The introduction of Magnetic Resonance Imaging (MRI) to the clinical practise has vastly improved the diagnosis and treatment monitoring of SCI as it offers a non-invasive way to assess anatomical changes in the spinal cord after injury. While routine MRI scans are aiding the detection of macroscopic changes in the cord, they have a limited prognostic value because of their qualitative nature and because of their lack of specificity in terms of underlying microstructure changes.

The sensitivity of Diffusion Weighted Imaging (DWI) to the diffusion of water molecules in the tissue in vivo has been exploited for more than 20 years to characterise the white matter tissue structure of the brain. Thanks to technological advances such as multi-channel coils for parallel imaging methods and 3T scanners, the past couple of years have made the application of DWI in the SC more feasible. As a result, diffusion imaging techniques are emerging as useful clinical methods for visualization and quantification of spinal cord damage. Despite encouraging initial results, much work still needs to be done to bring DWI in the cord to clinical practise. Specifically there is the need for in-vivo imaging biomarkers for human SC examinations, which are sensitive to underlying tissue changes and which are capable of quantifying structural and functional pathologies.

1.1 Problem statement

Despite some development work on DWI for SC, the following problems remain unresolved:

1. Current state-of-the-art DWI analysis methods, such as Diffusion Tensor Imaging (DTI), are unspecific to individual microstructural changes and therefore only have limited value in the evaluation of treatment and recovery in spinal cord pathology. Research on more advanced DWI techniques usually focusses only on brain imaging and is often not directly applicable to the SC in the same manner.
2. DWI acquisition itself is well established in the brain, but much less so in the SC. The SC is a more challenging structure to study because of several problems: the breathing motion, the artefacts arising from the surrounding bones, the pulsation of the cerebro-spinal fluid (CSF) and last but not least its limited size that requires high resolution.

The key motivation of this work is to overcome the challenges listed above by optimising the whole process from the acquisition design to the analysis methods, based on known SC tissue properties and to develop imaging biomarkers that can provide insight in underlying mechanisms of tissue damage and functional recovery.

1.2 Aims

1. Investigate existing DWI methods and identify suitable metrics for SC characterisation.

2. Optimise existing acquisition protocols and analysis methods to improve sensitivity to SC pathologies.

3. Design new DWI imaging protocols and white matter models and derive new imaging biomarkers specifically for a better quantification of SC microstructure properties.

1.3 Summary of contributions

The work presented in this dissertation is divided in three parts, comprising 8 different experiments in total. Each part contributes towards the aims described above as follows:

**Part I** shows two studies that use the clinically established DTI method. Chapter 3 devises a novel imaging protocol to visualise and quantify the presence of collateral sprouting fibres at different levels of the SC. This experiment contributes towards project aims 1 and 2 as we investigate two different DWI metrics from existing literature and focus on the optimisation of the acquisition protocol.

In Chapter 4 we develop a novel post-processing method to cope with partial volume effects on average whole cord area DTI metrics. This experiment contributes towards project aim 2, as we aim to improve reliability and reduce inter-subject variability for DTI acquisitions and measurements that are widely used in clinical studies.

**Part II** presents two studies which implement the less commonly used $q$-space imaging (QSI) method in the cord. The aim is to test whether is is possible to distinguish different parts of the healthy human cord by their QSI parameters. The two experiments contributes towards project aim 1 as they...
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test the use of QSI metrics for the investigation of SC microstructure. The experiments also contribute to project aim 3 as they look for the first time into QSI parallel to the major fibre direction as an additional imaging marker.

Chapter 5 presents data that was analysed retroactively on already acquired QSI-data. This dataset data revealed interesting results, but was put into question by technical limitations of the acquisition and analysis method.

Chapter 6 presents our efforts to reproduce the results of Chapter 5 on our newly installed 3T scanner, which allowed us more control over the scan parameters than before.

Part III shows our work towards project aim 3 by developing DWI protocols that allow direct estimation of axon diameter and density of SC white matter tissue. We present a new method (SF) as an extension of the “ActiveImaging” framework initially proposed by Alexander [3], which we modify to be able to exploit the characteristic a-priori known single major fibre orientation in structures like the SC. To aid the initial development we use in some experiments the corpus callosum as a model system of highly coherent white matter structures, similar to the SC organisation.

Chapter 7 presents a first implementation of the SF method. We use synthetic dataset from computer simulations to evaluate our method and compare it with Alexander’s original method. Furthermore we show results of a first real-world implementation of our method applied to ex-vivo monkey spinal cord.

Chapter 8 introduces several improvements to our first SF implementation and presents a first implementation of the SF method in-vivo on a standard clinical scanner on two healthy volunteers.

Chapter 9 brings together our efforts to improve image quality and DWI acquisition protocols. We devise a novel imaging and analysis pipeline for SF-ActiveImaging and assess its scan/rescan reproducibility in the human corpus callosum. Furthermore, we also present a first application of SF to healthy in-vivo human cord in one subject.
Background

2.1 Anatomy of the spinal cord

This section will give a brief overview of the macroscopic and microscopic organisation of the spinal cord (SC) (see [30, 66, 156] for more details).

The SC is the part of the central nervous system (CNS) that connects the brain and peripheral nervous system. It controls the voluntary movement of limbs and trunk, receives sensory information from these regions and monitors and coordinates the internal organ function in the thorax, abdomen and pelvis.

The SC is divided into different segments, according to the surrounding vertebrae. The cervical cord is divided in 7 segments (C1–C7), followed by the thoracic, lumbar and sacral cord segments [66,156].

The SC is protected by the vertebral column and is located inside the vertebral canal. In cross-section, the cord can be divided in two regions: (i) the peripheral region containing neuronal white matter tracts, and (ii) the grey, butterfly-shaped central region made up of nerve cell bodies (see Figure 2.1). This gray matter (GM) is centred around the central canal, containing cerebrospinal fluid (CSF).

2.1.1 Organisation of the spinal cord

The white matter (WM) of the SC consists mostly of longitudinally oriented axons and glial cells. White matter axons are organized hierarchically grouped in bundles, tracts and pathways. Bundles of neighbouring white matter axons that share similar features are called fibre bundles. A tract is formed by fibre bundles with same origin, course, termination and function. Multiple tracts with the same function form a pathway.

Ascending tracts

Figure 2.1 illustrates the location of the major ascending pathways in the SC. These sensory tracts, arise either from cells of spinal ganglia in the white matter of the SC or from intrinsic neurons within the gray matter that receive primary sensory input. The dorsal column holds the largest ascending tracts and are associated with tactile, pressure, and kinesthetic sense connecting with sensory areas of the cerebral cortex. Fibres of the spinothalamic tracts ascend in the lateral ventral part of the cord and convey signals related to pain and thermal sense. The anterior spinothalamic tract ascends more anteriorly in the SC; conveying impulses related to light touch. At brain level the two spinothalamic tracts tend to merge and cannot be distinguished as separate entities. Anterior and posterior spinocerebellar tracts are involved in automatic muscle tone reg-
2.2 Principles of MRI

Figure 2.1: Illustration of the major ascending and descending fibre pathways of the SC (adapted from [http://en.wikipedia.org/wiki/Spinal_cord](http://en.wikipedia.org/wiki/Spinal_cord)).

ulation. These tracts ascend peripherally in the dorsal and ventral margins of the cord.

**Descending tracts**

Tracts descending to the SC as illustrated in Figure 2.1 are concerned with modulation of ascending sensory signals and are associated with voluntary motor function such as muscle tone and reflexes. The largest and most important, the corticospinal tract (CST), originates in broad regions of the cerebral cortex and descends in the lateral dorsal part of the SC white matter. Smaller descending tracts like the rubrospinal tract, the vestibulospinal tract, and the reticulospinal tract originate in small and diffuse regions of the mid-brain, pons, and medulla and descend ventrally and laterally.

**Microstructural organisation**

A neural cell, or Neuron, possesses a cell body and two typically two types of extending structures: axons and dendrites. The dendrites carry afferent signals to the cell, while axons relay efferent signals. The typical size of the axon lies in the range of 1–10 \( \mu m \) [20]. Larger axons are usually surrounded by layers of myelin, which acts as an isolator for the electrical transmission of signals and allows for higher transmission speeds than unmyelinated axons. The structure of the axon is supported by longitudinal micro-filaments [20].

In the cord, the gray matter comprises the neuronal cell bodies and dendritic structures while the white matter mainly holds the axonal fibre bundles. The majority of white matter fibre bundles run parallel to the long axis of the cord. Peripheral nerves enter the spinal cord through the neuroanatomy, connecting to the gray matter [30].

2.2 Principles of MRI

Magnetic Resonance Imaging (MRI) is a non-invasive imaging method widely used in medicine. MRI is free of gamma-radiation (unlike e.g. X-ray methods), which makes it one of the major tools for application in neuroimaging. MRI can describe tissue in terms of many different properties such as relaxation,
density, and diffusion. Specifically, in this thesis our main interest is in the sensitivity of MRI to the motion of water molecules to infer information about the microscopic tissue morphology. A full account of MRI theory is beyond the scope of this chapter and can be found elsewhere [21, 102]. However, a brief overview about the principles of magnetic resonance and MRI is given below.

2.2.1 Magnetic resonance

Nuclear magnetic resonance is a phenomenon that occurs when an element with a non-zero magnetic moment (possessing an odd number of protons or neutrons) interacts with an external magnetic field. Hydrogen (\(^1\)H) is such an element, and is most commonly used in MRI due to its abundance in the human body. When such an element is placed in a magnetic field, its nuclear spin will begin to precess with a frequency governed by the equation:

\[
\omega = \gamma \cdot B_0
\]

(2.1)

where \(\omega\) is the Larmor frequency, \(\gamma\) is the nucleus specific gyromagnetic ratio, and \(B_0\) is the magnetic field strength. In equilibrium, the nuclear spins rotate around the axis of the magnetic field \(B_0\) and their magnetic moment is aligned with the \(B_0\) field.

When a radio-frequency (RF) pulse is applied perpendicular to the \(B_0\) field, with a frequency equal to the Larmor frequency (i.e. the resonance frequency) the magnetic proton spins tilt towards the transverse plane and precess around the axis of the \(B_0\) field. The precession induces a voltage in the magnetic field of the receiver coil and produces a measurable signal. It is often more convenient present the nuclear spins in a reference frame rotating at the Larmor frequency \(\omega\) about the \(B_0\) axis. In this rotating frame of reference, the bulk magnetisation is stationary and the RF pulse results in a tip from its equilibrium position toward the transverse plane by the angle \(\alpha\). A 90° pulse flips the magnetisation into the transverse plane and a 180° pulse inverts the bulk magnetisation.

Immediately after the excitation, the spins are completely in phase (coherent). After excitation, relaxation take place with a loss of phase coherence and a subsequent relaxation back to equilibrium. The signal induced in the receiver coil after excitation is referred to as the Free Induction Decay (FID) signal. Figure 2.2 illustrates the excitation and relaxation process.
2.2 Principles of MRI

Together with the density of nuclear spins, the relevant time constants $T_1$ and $T_2/T_2^*$ characterise the relaxation phenomena and are the principal source of contrast used in MRI. In the case of a 90° excitation pulse, these time constants are defined as below:

$T_1$: is the longitudinal relaxation time, which describes how long it takes for the net magnetisation to return to the longitudinal equilibrium. Formally, the $T_1$ constant relates to the longitudinal component of the magnetisation $M_z$ at time $t$ after 90° excitation by the formula:

$$M_z(t) = M_0 \cdot (1 - \exp(-t/T_1)),$$

with $M_0$ being the total magnetisation, which is proportional to the total number of excited spins,

$T_2$: is the transverse relaxation time, i.e. it describes the time it takes for the FID signal to decay due to randomly fluctuating internal magnetic fields caused by spin-spin interactions in the substance. This causes the spins to get out of phase and the transverse magnetization (and induced signal) is lost exponentially. Formally, the signal development of the transverse magnetisation $M_{xy}(t)$ at time $t$ after 90° excitation is described by:

$$M_{xy}(t) = M_0 \cdot \exp(-t/T_2),$$
In a non-ideal magnetic field, transverse magnetisation is also lost due to inhomogeneities in the $B_0$ field, causing additional signal loss. In this case we distinguish between the $T2$ effect as the spin-spin interactions alone, and the $T2^*$ effect, as the signal loss due both spin-spin relaxation and $B_0$ inhomogeneities.

The transverse magnetization decays more rapidly than it takes for the magnetisation to return to the longitudinal equilibrium. Both $T1$ and $T2$ are dependent on the magnetic field strength, but more importantly they are also specific to the macromolecular environment of the protons and therefore are specific for different types of tissue, e.g. for different tissue types within the live human brain (GM $T1/T2 = 2000/100$ ms, WM $T1/T2 = 1100/70$ ms at 3T magnetic field strength [140]).

### 2.2.2 Spin-echo sequence

The spin echo (SE) sequence is the central pulse sequence that is used in all experiments we present in this dissertation. Figure 2.3 illustrates the layout and signal development of the SE experiment. The SE sequence starts with a $90^\circ$ (P90) excitation pulse that flips magnetization in the transverse plane, followed by a $180^\circ$ RF pulse (P180) after time $TE/2$ and the signal readout after another $TE/2$, producing an echo at time $TE$. The P180 inversion pulse will reverse the demagnetization by field inhomogeneities so that the contrast is mainly driven by spin-spin relaxation constant $T2$ and the proton density $M_0$.

When $TR$ is sufficiently large for the longitudinal magnetisation to recover fully, the obtained signal is only dependent on proton density and on $T2$. When $TE$ is chosen appropriately (i.e. usually in the range of tens of milliseconds for in-vivo head or cord images), the $T2$ signal decay is the main source of contrast the signal is called $T2$-weighted ($T2w$).

### 2.2.3 Gradients and Image formation

A magnetic gradient field $G$ is a small spatially varying magnetic field, which is superimposed on the static magnetic field $B_0$ and alters the spin frequency at a given position $x$ as follows:

$$\omega'(x) = \omega_0 + \gamma \cdot G(x)$$

(2.4)

Gradient fields are fundamental to many aspects of MR, e.g., to generate a signal response (the so-called gradient echo) or to spatially encode the signal to allow the formation of an image, on which we concentrate here. Specifically we discuss here the 2D slice encoded SE imaging sequence, which combines the principles of spin-echo formation as demonstrated in Section 2.2.2 with spatial encoding gradients.

Figure 2.4 illustrates such a simple imaging SE pulse imaging sequence. First, the slice selection gradient $G_{slice}$ is applied during the excitation RF pulse, which results in only the excitation of protons that precess with frequencies within the range of the excitation RF pulse.

The two gradients $G_{read}$ and $G_{phase}$ are orthogonal to $G_{slice}$ and provide the spatial encoding within the excited slice. The phase encoding gradient $G_{phase}$
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Figure 2.3: Simplified illustration of spins during different steps of the FID signal formation after a 90° RF pulse is applied. Some figures were created using the Spin-Bench software [116].

adds a phase shift to the spin frequency of the slice-selected magnetization, which encodes location in the direction. During the spin echo at TE, the $G_{\text{read}}$ gradient is applied, making the resonant frequency of the nuclear magnetization vary with its location in the read-out direction. The signal is sampled $k_x$ times (typically between 128 and 512 $k_x$ samples are taken). After waiting the repetition time (TR) for the longitudinal magnetisation to restore, the whole sequence is repeated with a different phase-encoding gradient. After $k_y$ phase encoding steps, the object of interest is completely spatially encoded by means of frequency and phase. Typically also between 128 and 512 $k_y$ encoding steps are acquired. This 2-dimensional $k_x \times k_y$ frequency matrix is then reconstructed into an image using the Fourier Transform [94, 150].

In the sequence described above, each line of k-space is acquired individually, which makes the scan time per image impractical for larger k-space matrices. In clinical reality, the image preparation is often combined with fast imaging techniques that allow the acquisition of several lines of k-space at once [99, 141]. In clinical diffusion MRI, single-shot Echo-Planar Imaging (EPI) is by far the most common technique used for acquisition, as it allows acquisition of the full k-space matrix in one ‘shot’. 
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(1) Combination of slice selection gradient and RF pulse excites one slice only

(2) A unique phase offset is added for k-space line

(3) Read-out samples echo with read gradient spatially encoding the echo in one dimension

Figure 2.4: Spatial encoding by different gradient pulses during a 2D spin echo sequence.

2.2.4 Small field of view imaging

Imaging the spinal cord presents many challenges, mainly due to its small size and surrounding tissue like CSF and bone. On the other hand, to image the cord below the neck, conventional imaging methods require a rather large field-of-view (FOV) to avoid aliasing artefacts [21, 102]. Small FOV methods allow to image a smaller volume and minimise the aliasing artefacts by avoiding to encode the surrounding tissue [52]. Such methods are well suited for the application to SC, as they reduce the necessary encoding steps and allow for the high spatial resolution that is required for imaging of the cord.

In this thesis we use a small FOV modification of the SE sequence called Zonally oblique multislice (ZOOM) imaging, which was introduced by Wheeler-Kingshott et al. [159], Wheeler-Kingshott et al. [160]. The central idea is to perform the encoding gradients for the excitation pulse P90 and refocussing pulse P180 at an angle $\alpha$ instead of parallel as in conventional SE. This way, only spins within the intersection of P90 and P180 are refocussed, effectively suppressing the unwanted signal outside the small FOV. A disadvantage of the technique is that, dependent on the applied angle $\alpha$ between P90
and P180, spins within the adjacent region of the FOV are also excited, which makes the continuous acquisition of adjacent slices within one TR difficult.

### 2.3 Principles of Diffusion MRI

Diffusion MRI captures the average diffusion of water molecules, which probes the structure of the biological tissue at scales much smaller than the imaging resolution. The diffusion of water molecules is Brownian under normal unhindered conditions, but in fibrous structures, such as white matter, water molecules tend to diffuse preferably along the fibers. Due to this physical phenomenon, diffusion MRI is able to obtain information about the neural architecture \textit{in-vivo}. In the following section we will briefly review the principles of diffusion and its effect on the MRI signal.

#### 2.3.1 Brownian motion

At a microscopic scale, water molecules freely move and collide with each other in a homogeneous medium according to Brownian motion \cite{24}. At a macroscopic scale, this phenomenon yields a diffusion process. In the simplest case of pure molecular motion in the absence of any impeding barriers, the diffusion process can simply be characterised by the diffusion coefficient \(d\) \cite{55}. In an isotropic and homogeneous medium, the mean displacement after a given time \(t\) is simply related to the diffusion coefficient \(d\) by Einstein's formula, which in 3-d space, is:

\[
d = 6 \cdot \langle R^2 \rangle \cdot t
\]

where, \(\langle \ldots \rangle\) denotes the ensemble average and \(R = r - r_0\) is the displacement between the original position \(r_0\) of a particle and the position \(r\) after the diffusion time \(t\).

#### 2.3.2 Free, hindered and restricted diffusion in biological tissue

In the simplest case, free diffusion (or unrestricted diffusion) is exactly described by the pure Brownian motion of water, i.e. molecules diffusing freely in all directions in the absence of any boundaries. In reality, free diffusion is rarely encountered in a biological tissue sample. Instead, the presence of restricting barriers, such as cell walls, membranes or axonal myelin sheaths impede the motion of the water molecules and alters their displacement pattern. In this case, the diffusion pattern is not only influenced by the diffusivity of the medium but more importantly informs about the characteristics of the surrounding environment on the scale of the mean displacement.

The observed effects on the diffusion MR signal can be quite diverse, depending on the type and location of barriers within the sample. Figure 2.5 illustrates different diffusion environments and their effect on the root-mean-squared-displacement (RMSD) of molecules. It is helpful to further distinguish two different motion patterns in the presence of barriers as restricted and hindered diffusion. Restricted diffusion is seen when the movement of water molecules
is confined in closed spaces, such as impermeable cells wall. Those molecules experience restricted diffusion in that the molecules cannot displace farther than the confines of the cell. In hindered diffusion, the water movement of molecules is impeded however not confined within a limited space. Hindered diffusion best describes water motion in the space between densely packed cells or axons. The aim of diffusion MRI is to characterise the diffusion motion and thus infer some characteristics of the tissue non-invasively.

Figure 2.5: Free, hindered and restricted, diffusion patterns and root-mean-squared displacement over different tissue environments.

2.3.3 The Stejskal-Tanner PGSE experiment

The MRI signal can be made sensitive to the movement of the water molecules within the tissue, providing contrast about their molecular displacement on a sub-voxel scale. By far the most commonly used method for diffusion MRI is the pulsed gradient spin echo (PGSE) sequence, introduced by Stejskal et al. [142]. The PGSE sequence, as shown in Figure 2.6, is based on the standard SE sequence with an additional pair of identical diffusion weighting gradients, which make the sequence sensitive to the diffusion of water molecules.
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(a) Spin phase distribution in case of no molecular motion. The phase dispersion introduced by the first diffusion gradient is completely reversed by the second diffusion gradient.

(b) Spin phase distribution in case of diffusing molecules during the diffusion time $\Delta$. Because of motion, the individual molecules experience different phase offsets at the first and second diffusion gradients. As a result, there remains some phase incoherence after the second diffusion gradient, which culminates into an attenuation of the total spin echo response.

**Figure 2.7:** Cartoon of the principle of diffusion encoding in the PGSE experiment. The diagrams present the spin development over the course of the sequence in the case of: (a) no diffusion or (b) diffusing molecules.
Figure 2.7 illustrates the principle of diffusion encoding using the PGSE sequence. The first diffusion gradient adds a phase offset dependent on each molecule’s position. If the molecule’s position doesn’t change, the second diffusion gradient will reverse the phase offset (illustrated in Figure 2.7a). However, in the case of motion due to diffusion, the individual positions will differ between the first and second diffusion gradient, resulting in a reduced signal amplitude (illustrated in Figure 2.7b). The degree of signal loss is dependent on the rate of diffusion in the tissue but is also controlled by the parameters of the PGSE sequence, namely:

- the diffusion gradient strength (|G|) and diffusion gradient direction (\( \vec{g} \)),
- the diffusion gradient pulse duration (\( \delta \)),
- the diffusion time (\( \Delta \)) between both gradient pulses.

In the literature the combination of those PGSE parameters is often summarised in terms of the diffusion weighting factor \( b \)-value \([92]\), which is defined as:

\[
 b = \gamma^2 |G|^2 \delta^2 (\Delta - \frac{\delta}{3}),
\]  

(2.6)

where \( \gamma \) is the gyromagnetic ratio. The theoretical background of the \( b \)-value formula will be explained in Section 2.4.6.

Eddy current distortions: A common problem in diffusion imaging is image distortion caused by eddy currents that are induced in the gradient system by switching the strong diffusion encoding gradients. When the diffusion gradient pulses are switched on and off, the induced eddy currents set up magnetic field gradients that may persist after the primary gradients are switched off. Such residual gradient fields can combine with the imaging gradient pulses such that the actual gradients experienced in the imaged objects are not exactly the same as those that were programmed to encode the image. If this error is not taken into account, it produces geometric distortion in the final reconstructed images.

A possible solution to eddy current artefacts is to modify the standard single spin-echo pulse sequence to nullify eddy current effects. Most common is the so-called double refocussed pulsed gradient spin echo (dPGSE) sequence \([127]\) (shown in Figure 2.8), which relies on replacing the mono-polar gradients in the single PGSE sequence by two pairs of gradients with opposing polarity. Providing the duration of the eddy current fields is much longer than the duration of the gradients, the opposite eddy current fields tend to cancel out. By applying diffusion gradients with a shorter duration, the cancellation of long-term eddy currents can be achieved, enabling the minimization of the eddy currents on the image encoding.

The dPGSE is arguably one of the most effective way of minimising eddy currents at the time of signal generation. However, the dPGSE can not always be used as not all MRI scanner manufacturers supply it by default. Further concerns include potential signal-to-noise loss, and more severe \( B_1 \) inhomogeneity effects due to the presence of an extra 180° RF-pulse. As an alternative,
the diffusion weighted images can be corrected for eddy current distortions retrospectively, e.g. by employing affine image registration to align all Diffusion Weighted Imaging (DWI) data, using a non-diffusion weighted image as the target [128].

Figure 2.8: Diagram of the double refocussed PGSE sequence. Image encoding gradients are omitted for clarity.

2.4 Analysis of Diffusion MRI Data

Like T1- and T2-weighted MRI, diffusion MRI can be used as a qualitative imaging method, e.g., it is widely used in the early diagnosis of stroke [106, 155]. Moreover, diffusion MRI has also proven to be a very powerful tool in the quantitative assessment of tissue properties through parameter maps. However, this type of analysis demands a systematic approach toward the acquisition of signal samples, especially in view of the inherently low SNR and large number of acquisition protocol parameters of diffusion MRI.

Most commonly, diffusion MRI is processed in terms of a model-based analysis, i.e. using a mathematical description of the diffusion signal that can be referred back to the tissue properties. We can break down the model-based analysis pipeline into its main building blocks:

**Acquisition:** The set of actual diffusion MR measurements. Any quantitative analysis of the diffusion MRI signal usually needs many samples of different PGSE parameters, e.g. many different gradient encoding directions and/or $|G|, \delta, \Delta$ combinations. We formally define such a combined set of $n$ singular PGSE acquisitions as a protocol ($\mathcal{P}$):

$$\mathcal{P} = \{(g_1^1, |G_1^1|, \delta_1^1, \Delta_1^1), \cdots, (g_n^m, |G_n^m|, \delta_n^m, \Delta_n^m)\},$$

(2.7)

or alternatively using the shortcut term $b$ as defined in Equation [2.6]:

$$\mathcal{P} = \{(g_1^1, b_1), \cdots, (g_n^m, b_n)\}.$$
A diffusion gradient scheme usually describes a set of diffusion gradient directions only without specifying PGSE pulse parameters or \( b \)-values. The term high-angular-diffusion-imaging (HARDI) describes a special case of gradient scheme with a high number diffusion directions (>60), which are uniformly sampled over the unit sphere\(^\text{[147,149]}\). A shell in the context of diffusion MRI refers to a protocol or subset of a protocol with several different gradient directions acquired at the same \( b \)-value.

Different analysis methods have different requirements on the acquisition protocol. While it suffices for some methods to acquire few samples of the PGSE parameter space, other methods require one or more HARDI shells with different \( b \)-values and/or many different \((\vec{g}, |G|, \delta, \Delta)\) combinations.

**Diffusion model**: The diffusion model is a mathematical approximation of the diffusion process. The diffusion model is usually controlled by a set of feature parameters \( \Phi \), which can be (directly or indirectly) related back to the sample environment of the diffusion process. The diffusion model is usually associated closely with a mathematical formulation \( S(\Phi; P_j) \) of the predicted diffusion MR signal for a given acquisition \( P_j \in P \) and set of diffusion model parameters \( \Phi \).

**Fitting**: The fitting procedure links the observed signals from the acquisition to the diffusion model. The aim is to infer properties from the acquired data, which ideally provide insight in certain characteristics of interest of the underlying sample. In most cases, a forward-modelling approach is applied, i.e., the acquired signal is fitted via a signal model \( S(\Phi; P_j) \) that has been determined \textit{a-priori} to find the particular \( \Phi \) that explains the acquired data best.

In the remainder of this section we will discuss some of the most common models and analysis methods, with particular focus on the techniques that were used in this dissertation.

### 2.4.1 Short gradient approximation and the q-space formalism

If we assume the diffusion gradient pulse \( \delta \) to be sufficiently short, multiple times smaller than the diffusion time \( \Delta \), any motion of water molecules during the diffusion encoding gradient time can be neglected. In the so-called short gradient pulse (SGP) regime \( (\delta \ll \Delta) \), the diffusion echo attenuation \( S \) for a specific PGSE acquisition can be expressed as the integral of the net phase shifts over all water over all molecule positions \((r)\) weighted by the conditional probability \( P(\vec{r}|\vec{r}')\) of the molecule’s movement from position \( r \) to \( r' \)\(^\text{[29]}\):

\[
S(|G|, \delta, \Delta) = \iint P(r)P(\vec{r}|\vec{r}', \Delta) \exp[-i \cdot \gamma |G| \cdot (\vec{r}' - \vec{r})]d\vec{r}'d\vec{r}.
\]  

(2.8)

We can now describe ensemble molecule motion pattern over one voxel by the average diffusion probability density function (dPDF) (often referred to as the average propagator\(^\text{[75]}\)) as the average probability of all particles moving the distance \( R \) independent of their starting position:

\[
\overline{P}(R, t) = \int P(r)P(r|r + R, t)dr.
\]  

(2.9)
When Equation 2.9 is substituted in the signal Equation 2.8, we obtain:

\[
S(|G|, \delta, \Delta) = \int \overline{P}(R, \Delta) \exp[-i \cdot \gamma \delta |G| \cdot R]dR,
\]  

(2.10)

If we further introduce the \(q\)-value (or wavenumber) as

\[
q = \frac{\gamma G \delta}{2\pi},
\]

(2.11)

the signal equation can be written as:

\[
S(q, \Delta) = \int \overline{P}(R, \Delta) \exp[2\pi i \cdot q \cdot R]dR.
\]

(2.12)

It is easy to see that Equation 2.12 presents a simple Fourier relationship between the signal \(S\) and the dPDF. This relationship can be exploited in q-space analysis, where the diffusion signal is measured with many different q-values at a certain fixed diffusion time. The inverse Fourier transformation of the measured signal directly gives the dPDF at a fixed diffusion time \(\Delta\) without the need to impose any constraints on its shape.

### 2.4.2 Q-space imaging

The combination of q-space analysis with MR imaging methods is called q-space imaging (QSI)\[7,29\]. QSI provides the full displacement probability profile in each voxel of the imaged volume. However, the visualization and interpretation of the full displacement profile in each voxel is complicated and therefore impracticable for clinical application. Instead, it is more common to derive summary statistics from the dPDF that describe specific features of the displacement profile. The most widely used parameters are:

- zero displacement probability (P0)
- full width of half maximum (FWHM)
- kurtosis (K)

Figure 2.9 illustrates the QSI analysis performed steps and gives examples of P0, FWHM and K parameter maps in the spinal cord.

The P0 and FWHM parameter describe the height and width of the displacement profile. Generally, high P0 and low FWHM can be interpreted as indicators of increased impedance of diffusive motion; low P0 and wide FWHM are related to more free (or less hindered) diffusion. The FWHM is of particular theoretical interest as it can be directly related to the size of the restricted compartment in simple geometries via the autocorrelation function when diffusion is completely restricted \[38,85\]. Sometimes the RMSD of Einstein’s formula (see Equation 2.5) is reported instead of FWHM. A simple conversion factor between FWHM and RMSD was suggested by Cory et al. \[38\] as:

\[
\text{RMSD} = 1.443 \cdot \text{FWHM},
\]

(2.13)

although the equality is only true if the diffusion profile is truly Gaussian, but not for restricted diffusion.
2.4 Analysis of Diffusion MRI Data

The kurtosis parameter, here defined as the excess kurtosis [76], describes how much a distribution differs from the normal distribution. Kurtosis is defined as the standardised fourth central moment of a distribution minus 3 (to make the kurtosis of the normal distribution equal to zero). For a finite sample of n datapoints the kurtosis $K$ is computed as:

$$
K = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^4 \left( \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2 \right)^{-2} - 3
$$

(2.14)

with $\bar{x}$ being the sample mean. A high kurtosis distribution has a narrower peak and long, fat tail compared to a normal distribution. A low kurtosis distribution has a more rounded peak and a shorter, thinner tail. In the context of diffusion analysis, the kurtosis parameter can be used to quantify how much the dPDF differs from a Gaussian displacement distribution [70]. High $K$ values can therefore be interpreted as an indicator of restricted diffusion in a sample.

Limitations of QSI

QSI parameters measured in nervous tissue are often interpreted as a direct indicator of axonal architecture, such as the mean axon diameter (MAD). Early studies have demonstrated that q-space analysis can indeed provide exact estimates of the geometry in simple samples, e.g. yeast cells [38] or blood cells [85]. However, experiments on real nervous tissue have shown that the interpretation of q-space parameters in axonal tissue is more complicated [7, 8, 17, 80]. Assaf et al. [7] suggested that the displacement profile of nervous tissue can be expressed as a combination of at least two compartments exhibiting hindered and restricted diffusion. A recent study of QSI in the in-vivo human brain by Nilsson et al. [109] confirmed that the FWHM perpendicular to white matter fibres did not change with diffusion time, while parallel FWHM increased linearly with the square root of diffusion time. This suggests the presence of restricted diffusion across WM tracts and non-restricted diffusion along WM tracts respectively (see Figure 2.5). It is sometimes assumed that hindered and
restricted diffusion correspond to two different compartments: intra-cellular (IC) and extra-cellular (EC) water, although there is an ongoing debate over the interpretation of these results (see e.g. [82, 107]).

Since q-space analysis provides the average displacement probability over the whole voxel, the q-space measurement is affected by both IC and EC compartments as well as by the amount of exchange between the two. As a result, the dPDF may be broader than the actual MAD would suggest, due to the addition of displacements from hindered diffusion in the EC compartments. Other factors such as the distribution of sizes and variety of shapes further complicate the interpretation of q-space parameters to infer the real axon diameter distributions.

### 2.4.3 Apparent diffusion coefficient

In the absence of any diffusion impeding barriers, the dPDF takes the form of a simple Gaussian probability distribution, which is only dependent on the diffusion time $t$ and the diffusion coefficient $d$:

$$P(r_0, r, \Delta) = \frac{1}{\sqrt{(4\pi dt)^3}} \exp \left( - \frac{|r - r_0|^2}{4dt} \right). \quad (2.15)$$

This closed form solution for the dPDF can be substituted in the general q-space formalism given in Equation 2.12, simplifying it to:

$$S(s_0, d; \delta, \Delta, G) = s_0 \cdot \exp(- (2\pi \gamma \delta)^2 \Delta \cdot d), \quad (2.16)$$

with model parameters being the diffusion coefficient $d$ and the baseline signal $s_0$, i.e., the non-diffusion weighted T2w signal. It is often more convenient to rewrite above equation terms of the b-value as:

$$S(s_0, d; b) = s_0 \cdot \exp(-b \cdot d), \quad (2.17)$$

with $b \approx -(2\pi \gamma \delta)^2 \Delta$ under the SGP assumption of $\delta \ll \Delta$.

In true free diffusion, $d$ is simply the diffusion coefficient of the medium and the signal equation above is exact. However, in real biological tissue, virtually all molecules will have interacted with their environment within the timescale of a typical diffusion MR experiment. In this case the above expression is just an approximation of the underlying true dPDF and $d$ above is not only related to the diffusivity of the medium but also informs about the diffusion impedance caused by molecules interacting with the environment. To highlight the difference to the classical definition of the diffusion coefficient, we refer to $d$ as the apparent diffusion coefficient (ADC).

The model parameters $s_0$ and the ADC are tissue dependent and can be estimated by acquiring a minimum of two diffusion weighted images with different $b$-value (usually $b = 0$ and $b = 800 - 1200 mm/s^2$ for in-vivo nervous tissue). Typically a simple log-transformation of Equation 2.18 is used to obtain a linear equation:

$$\log(S(s_0, ADC; P)) = \log(s_0) - (b \cdot ADC), \quad (2.18)$$
for each measurement $P_i$ of the acquisition protocol $P$. The linear equation system can then be solved efficiently, e.g. using a least squares approach, to obtain maps of $s_0$ and ADC values.

### 2.4.4 Diffusion Tensor

In ordered tissue like white matter diffusion is directional, i.e., the ADC will depend on the direction $\vec{g}$ of the applied gradient. To reflect the directionality, Equation 2.18 can be extended from the scalar representation of the diffusion coefficient $d$ to reflect the complete 3-dimensional diffusion co-variance matrix \[18\], obtaining the Diffusion Tensor (DT) formulation:

\[
S(\mathbf{D}, b, \vec{g}) = S_0 \exp(-b \vec{g}^T \mathbf{D} \vec{g}) \quad \text{with} \quad \mathbf{D} = \begin{bmatrix}
    d_{xx} & d_{xy} & d_{xz} \\
    d_{xy} & d_{yy} & d_{yz} \\
    d_{xz} & d_{yz} & d_{zz}
\end{bmatrix}.
\] (2.19)

As before, the parameters of the DT model are the $s_0$ non-diffusion weighted signal baseline and the diffusivity $d$, now being a positive symmetric $3 \times 3$ co-variance matrix. The parameters can be estimated in a similar fashion to the ADC model using the log-transformation of the signal and a system of linear equations. In addition to the ADC model, the accurate estimation of all the directional DT components requires a minimum of 6 different diffusion weighted measurements with non-coplanar gradient directions. However, we usually acquire more signals to overdetermine the solution, add noise control and increase directional resolution \[72\].

By an Eigen decomposition of the DT we obtain the three eigenvectors $\vec{v}_1, \vec{v}_3, \vec{v}_3$ and their corresponding eigenvalues $\lambda_1 \geq \lambda_2 \geq \lambda_3$. The first eigenvector can be interpreted as the principal diffusion directions with $\lambda_1$ being the principal diffusivity. Usually $\lambda_1$ is also referred to as the axial diffusivity (AD) as it corresponds with the diffusivity parallel to white matter axons \[19\]. Other commonly used DT metrics are:

- **The mean diffusivity (MD)**, computed as:
  \[
  MD = \frac{\text{Tr}(\mathbf{D})}{3} = \frac{\lambda_1 + \lambda_2 + \lambda_3}{3}. \tag{2.20}
  \]

- **The fractional anisotropy (FA)** that represents the degree of diffusion anisotropy in each voxel. FA increases with directional dependence of particle displacements and is greatest when diffusion is highly directional. FA is computed by
  \[
  FA = \sqrt{\frac{3}{2}} \sqrt{\frac{(\lambda_1 - MD)^2 + (\lambda_2 - MD)^2 + (\lambda_3 - MD)^2}{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}} \tag{2.21}
  \]

- **The radial diffusivity (RD)** is the average diffusivity perpendicular to the major diffusion direction:
  \[
  RD = \frac{\lambda_2 + \lambda_3}{2}. \tag{2.22}
  \]
It should be noted that the interpretation of AD and RD as parallel and perpendicular diffusivities only holds true in the case of a single fibre population within the image voxel, but breaks down in the case of more complex fibre configurations such as crossing or bending fibres. Furthermore, in case of WM pathological processes the DT shape can undergo significant changes, which makes the notion of "axial" and "radial" diffusivities misleading if not interpreted carefully [158].

2.4.5 Limitations of the SGP approximation

Unlike modern Nuclear Magnetic Resonance (NMR) spectrometers and pre-clinical small bore scanners, most clinical MRI systems are only equipped with limited maximal gradient strength (usually 40-60 mT/m). On these systems the necessary high q-values, e.g., needed for q-space analysis cannot be achieved without prolonged diffusion gradient pulse durations. Mitra [104] showed that the effective molecule displacement measured with a finite diffusion pulse $\delta$ is equivalent to the distance between the centre-of-mass (COM) of the molecule trajectories occurring while the diffusion gradients are applied. If the SGP condition $\delta \ll \Delta$ is fulfilled, the observed distance between the COMs of the trajectories is approximately the same as the true displacement of the molecule. However, if $\delta$ is long, molecules movement will occur during the diffusion gradient pulses and only the displacement between the COMs will be observed. As illustrated in Figure 2.10, in the case of restricted diffusion, this increase in gradient pulse duration will cause the underestimation of the true displacement. When implementing QSI protocols on a clinical scanner, one has to be wary of the effect of the finite gradient pulse duration and its implications. Usually, clinical studies of QSI have to violate the SGP condition to achieve sufficiently high q-values. As expected from the COM effect, this causes an artifactual reduction of the RMSD. This has been confirmed in simulation [90, 93] and various experimental studies in phantoms [12, 91], excised tissue [17, 97] and even in in-vivo human scans [109]. As a consequence, the estimated displacement profile has to be interpreted with caution as it will not reflect the true displacement in the tissue. The SGP violation is a fundamental problem in the above models and can only be avoided with an increase of the maximum gradient strength.

Figure 2.10: Illustration of the centre-of-mass effect on the apparent molecules displacement for different gradient pulse durations.

Some experimental clinical scanners are already equipped with gradient systems capable of generating up to 300mT/m [145]. However, those dedicated systems are usually designed for a specific research project and the general availability of those strong whole body gradients in the future is doubtful.
due to their high costs. Economic feasibility aside, the use of higher gradient strengths and shorter pulse width also increases the risk of peripheral nerve stimulation (PNS) and might cause more discomfort for the subjects.

### 2.4.6 Gaussian phase approximation

As discussed above, the SGP approximation is often impossible to fulfil on typical clinical scanners. An alternative model of the diffusion process is given by the Gaussian phase distribution (GPD) approximation. In contrast to the SGP, the GPD offers a description of the diffusion MR signal in the presence of finite $\delta$ under the assumption that the phases of the spins due to the magnetic field gradients are Gaussian distributed.

In the SGP approximation we use the probability density function of spin displacements, whereas the GPD approximation considers the distribution function of spin phases $P(\phi, \Delta)$ at the echo time $TE$ having phase $\phi$. The total signal in terms of $P(\phi, \Delta)$ is

$$S(\delta, \Delta, G) = \int P(\phi, \Delta) \cos \phi d\phi. \quad (2.23)$$

For molecules undergoing free diffusion, characterised by a single diffusion coefficient $d$, $P$ is Gaussian so that the signal can be expressed by the following formula (see Price [125] for details):

$$S(\delta, \Delta, G) = \exp \left( -\gamma^2 |G|^2 \delta^2 (\Delta - \delta / 3) d \right). \quad (2.24)$$

This equation provides the theoretical underpinning of the definition of the popular $b$-value introduced in Equation 2.6. Please note in the case of free diffusion the SGP approximation becomes a special case of the GPD approximation:

$$S(d; \delta, \Delta, G) = S_0 \exp \left( -\gamma^2 |G|^2 \delta^2 (\Delta - \delta / 3) d \right). \quad (2.25)$$

$$\Rightarrow S(d; \delta, \Delta, G) = S_0 \exp \left( -\gamma^2 |G|^2 \delta^2 \Delta d \right) \quad \text{if} \quad \frac{\delta}{\Delta} \rightarrow 0 \quad (2.26)$$

### 2.4.7 Models of restriction

The above analytic models are all based on the assumption that the diffusion pattern can be described well with a diffusion process. However, many studies have shown that those models inadequately describe restricted diffusion, which is observed, e.g. in coherent white matter tracts. Over the years, various analytic solutions have presented for simple restricting geometries such spheres, parallel planes under either SGP or GPD approximation [15, 28, 93].

The cylinder geometry is particularly well suited to approximate diffusion within myelinated axons, where diffusion is mainly restricted perpendicular and unrestricted parallel to the myelin barriers. We present here the analytic solutions for the diffusion MR signal in cylinders from PGSE with finite gradient pulses under the GPD assumption. The following analytic solution for the diffusion signal from particles diffusing within the cylinder of radius $R$ was independently proposed by Stepišnik [143] and Van Gelderen et al. [151]:

$$\ln S = -2\gamma^2 G^2 \sum_{n=1}^{\infty} \frac{2 \Delta m^2 \delta - 2 e^{-\Delta m^2 \delta} + 2 e^{-\Delta m^2 (\Delta - \delta)} - e^{-\Delta m^2 (\Delta + \delta)}}{d^2 m^2 (R^2 m^2 - 1)} \quad (2.27)$$
where \( a_n \) is the \( n \)th root of equation \( f'_1(a_n R) = 0 \) and \( f'_1 \) is the derivative of the Bessel function of the first kind, order one.

### 2.4.8 Compartment models

Using a-priori information about the microstructure of the investigated sample, the diffusion signal can be approximated by a combination of these simple geometric compartments. Each of the \( n \) different compartments possesses the model parameters \( \Phi_i \) from which the signal \( S_i \) is computed. Each compartment is assigned a volume fraction \( f_i \) with \( 0 \leq f_i \leq 1 \) for all \( 1 \leq i \leq n \). For an acquisition protocol \( \mathcal{P} \), the signal model under the combined model parameter set \( \Phi = \Phi_1 \cup \ldots \cup \Phi_n \) is then given by:

\[
S(\Phi; \mathcal{P}) = \sum_{i=0}^{n} f_i \cdot S_i(\phi_i; \mathcal{P}).
\]  
(2.28)

**Bi-exponential model**

One of the simplest compartment models is the bi-exponential model, expressing diffusion as the summation of two separate mono-exponential decay curves (see Equation 2.18) with two different diffusion coefficients (usually named the slow component, \( \text{ADC}_s \) and fast component, \( \text{ADC}_f \)):

\[
S(f_s, f_f, \text{ADC}_s, \text{ADC}_f; b) = f_s \exp(-b \cdot \text{ADC}_s) + f_f \exp(-b \cdot \text{ADC}_f).
\]  
(2.29)

Experiments by Clark et al. [32] in in-vivo brain data demonstrate good agreement between measurements and fitted signal curves over a range of \( b \)-values. However, the biophysical interpretation of the two compartments is still in debate and the relation between the compartments and the microstructural properties of white matter remains unclear.

### 2.4.9 Geometric multi-compartment models of nervous tissue

**Stanisz’ model**

Stanisz et al. [139] were the first to propose a model that reflects the underlying micro-anatomy of nervous tissue. They introduced a model of restricted diffusion in bovine optic nerve using a three-compartment model approach. In their model, prolate ellipsoids represented axons, spheres represented glial cells and Gaussian diffusion was assumed in a homogeneous extra-cellular medium surrounded by partially permeable membranes. Experimental data was in agreement with the signal predicted by their model and showed significant departure of the DWI signal from the simple Gaussian model. However, the complexity of this models requires very high quality measurements, typically only achievable in NMR spectroscopy rather than MRI.

**The CHARMED model**

Assaf et al. [6] developed the Composite Hindered and Restricted Model of Diffusion (CHARMED) model of cylindrical axons with gamma distributed radii to estimate axon diameter distributions in white matter tissue. The CHARMED model assumes two compartments, representing diffusion in intra-axonal and extra-axonal space. The intra-axonal compartment is modeled by parallel cylinders, with the size of radii following a
gamma-distribution. The extra-cellular compartment is modeled by a DT with the principal diffusion direction $\vec{v}_1$ aligned with the long cylinder axis. Alexander [3] validated the model in in-vitro optic and sciatic nerve samples and estimated parameters show good correlation with corresponding histology. In later work, Barazany et al. [16] extended the CHARMED model by an isotropic diffusion compartment to account for partial volume effects and contributions from areas of CSF. They apply their model to image axon size distributions in the corpus callosum of live rat brain. However, in both experiments, scan times are long and the high 7T magnetic field and maximum $|G|$ (400 mT/m) are impossible to achieve on human scanners, typically operating at 1.5-3T with maximum $|G|$ between 30-60 mT/m.

Alexander’s minimal model of white matter diffusion Alexander et al. [4] uses a model similar to CHARMED to demonstrate measurements of axon diameter and density in excised monkey brain and live human brain on a standard clinical scanner with multi shell HARDI. The minimal model of white matter diffusion (MMWMD) introduces several modifications to the CHARMED models [44]. The most distinguishing difference to CHARMED is that the distribution of cylinder radii is replaced by a fixed cylinder radius. The MMWMD expresses diffusion in a white matter voxel as a combination of water particles trapped inside three different compartments:

1. Intra-axonal water experiencing diffusion restricted inside cylindrical axons with equal radius $R$ [143, 151]

2. Extra-axonal water that is hindered due to the presence of adjacent axons. Diffusion is approximated by a diffusion tensor, with parallel diffusion coefficient $d_\parallel$ in the direction of the cylinders and symmetric diffusion $d_\perp$ in the perpendicular directions.

3. Water that experiences unhindered diffusion, e.g., in the CSF, modeled by an isotropic Gaussian distribution of displacements with diffusion coefficient $d_1$.

4. Non-diffusing water, e.g., trapped in membranes (no parameters).

He reduced the number of free model parameters by expressing $d_\perp$ using the tortuosity approximation proposed by Szafer et al. [144].

Model taxonomy The examples presented above only present a very small subset of possible compartment models that can be obtained by combining the different possible descriptions of diffusion. The selection of the best suited model is complicated; on the one hand complex models such as CHARMED might better characterise the underlying tissue than e.g. the diffusion tensor. On the other hand, increasing model complexity can lead to overfitting and false parameter estimation. Panagiotaki et al. [118] approached this model selection problem systematically, comparing a large number of different compartment models. They propose a taxonomy of one-, two- and three-compartment models including the models described above. In this taxonomy
the three compartments represent restricted, hindered and isotropic diffusion respectively. In detail the studied compartments were:

**Restricted diffusion:** is described by a Stick (cylinder with zero radius), or a non-zero radius Cylinder either with a single radius or gamma-distributed radii.

**Hindered diffusion:** is either represented as a Tensor (full DT), Zeppelin (cylindrically symmetric DT) or Ball (isotropic DT).

**Isotropic diffusion:** is described by Dot (stationary molecules), Sphere (isotropically restricted) or Cylinders with isotropically distributed directions either as Astro-sticks (zero radius) or Astro-Cylinders (non-zero radius).

A total of 47 different combinations of these compartments were tested using a very comprehensive dataset comprising many different combinations of δ, Δ and |G| acquired in the corpus callosum (CC) of fixed rat brain. They compared and ranked the models using the Bayesian Information Criterion, which rewards the goodness of fit between the data and predicted signal but also penalises a model’s complexity. They concluded that three- and two-compartment models including non-zero diameter Cylinder compartments explain the data well while DTI performs worse. A recent similar study of in-vivo CC [54] confirmed these findings although the hardware limitations of the clinical MR system give rise to preference of simpler models of restriction such as the Stick.

### 2.4.10 Active Imaging

More complex models usually require DWI acquisitions with several different diffusion weightings at various diffusion times. For example Barazany et al. [16] perform approx. 900 different combinations of $0 \leq |\vec{g}| \leq 300 mT/m, 0 \leq \delta \leq 30 ms$ and $0 \leq \Delta \leq 30 ms$ to estimate the axon diameter distribution of live rat brain. This extensive sampling of the PGSE parameter space requires long acquisition times (between hours and days) and is not feasible for in-vivo clinical scanning.

The principle of the “Active Imaging” protocol optimisation framework of [3] is to find the protocol $P$, that allows the most accurate estimation of the tissue model parameters under given hardware and time constraints. The Fisher information matrix (FIM) (FIM) provides a lower bound on the inverse covariance matrix of parameter estimates, i.e., the $P$ that maximizes the FIM will maximize the precision of those estimates. Alexander uses the Cramer-Rao lower bound (CRLB) as the optimality criterion [111], which is defined as the trace of the inverse FIM of protocol $P$ and tissue model parameters $\phi$:

$$D(\phi, P) = \text{Tr}(J^T \Omega J)^{-1},$$  \hspace{1cm} (2.30)

where $J$ is the $N \times \text{size}(\phi)$ Jacobian matrix with the ijst element defined as:

$$\partial S(\vec{g}, \delta, \Delta) / \partial \phi_j.$$

\hspace{1cm} (2.31)
2.4 Analysis of Diffusion MRI Data

Intuitively, the CRLB defines a lower bound on the variance of the fitted model parameters $\phi$ for a given protocol $P$. In the original approach $\Omega$ is the identity matrix, i.e. all measurements are assigned equal importance.

Alexander [3] then uses a stochastic optimization algorithm [165] that returns $P'$ with minimal $D$ among all possible $P$ with respect to the given scanner hardware limits. The optimisation framework was used in Alexander et al. [4] to estimate the parameters of the MMWMD, described in section 2.4.9 using a standard clinical Philips 3T scanner with maximum $|G|$ of $60\, mT/m$ and a maximum scan time of one hour (total number of acquisitions $N = 360$).

To achieve estimates independent of fibre orientation, the $N$ acquisitions are divided in $M$ sets of different PGSE settings with gradient directions in each set being fixed and uniformly distributed over the sphere as in [36]. They performed in-vivo scans of the corpus callosum and compared their axon diameter and density indices with high resolution scans of ex-vivo monkey brain and previously published histology studies. They found that the trends in diameter and density agreed with both ex-vivo scans and histology, although the axon diameter was over-estimated. This is mainly an effect of limited gradient strength as has been shown in [44].

It should be noted that this method by design produces protocols that minimise the variance in parameter estimates, but it does not account for any potential bias between the estimates and real tissue parameters. Therefore, this approach crucially depends on the careful selection of both the tissue model and a realistic set of model parameters a-priori to the optimisation process [3, 4].

### 2.4.11 Limitations of geometric compartment models

All the compartment model approaches discussed above are based strongly on assumption made about the structure of tissue to be imaged and are crucially dependent on the validity of the a-priori knowledge that goes into the design of the model and acquisition. But of course, neural tissue is much more complex than what can be captured in those relatively simple biophysical models and the situation is even further complicated when the biophysical models are applied to pathological conditions, in which the tissue configuration might have changed dramatically.

Ideally, biophysical models should therefore be validated against independent gold-standard techniques to understand the relationship between the model parameters and real tissue parameters. However, obtaining reliable and highly detailed information regarding the microstructure in living tissue is practically impossible and typically one has to rely on cross validation with other methods such as numerical simulations or data from animal models and excised post-mortem tissue.

While all those methods can help to understand certain aspects of the model, they also suffer from their own imperfections, which makes any model validation a fundamentally challenging problem. Monte-Carlo simulations of the diffusion signal are the most cost-effective way to test arbitrary acquisition protocols in a variety of geometric configurations [62]. They are very versatile and
can easily be tuned to produce a large range of healthy and diseased microstructure representations (see e.g. [63][108]). However, the simulated structure is still based on a simple geometric approximation of tissue and can’t offer an accurate representation of live tissue. Animal models and post-mortem tissue provide a much better approximation of the live human tissue configuration. However, those methods are also much more costly and harder to control for a specific range of microstructure parameters or pathologies. Furthermore, the effect of tissue fixation also influences tissue microstructure and might skew model parameters in an unpredictable fashion [45][133].

In essence, it is important to administer caution when fitted model parameters are to be interpreted in a clinical context. It is recommended to regard the outcome of any of the biophysical models, such as axon diameter, density or compartment volume fractions, as abstract and imperfect indices that reflect certain aspects of the underlying tissue, instead of misinterpreting them as direct measurements of those properties.

### 2.5 Diffusion MRI in healthy and diseased spinal cord

Although diffusion MRI in the spinal cord has been studied for over 10 years, its clinical application is still relatively unexplored compared to the brain. This is mostly due to the technical challenges caused by its small structure and problematic imaging conditions, including breathing and cardiac motion and susceptibility artefacts arising from surrounding bony tissue. However, over the last few years, new developments in imaging and post-processing methods have enabled an increasing number of studies of healthy and diseased spinal cord. In this section we will report the diffusion properties of spinal cord tissue as they were observed in previous studies. Furthermore we summarise tissue changes that arise from tissue damage and their effects on DWI-derived parameters. This section will focus on parameters derived under the assumption of Gaussian diffusion, i.e. using ADC or Diffusion Tensor Imaging (DTI) parameters, as those are by far the most established techniques used in SC diffusion imaging.

#### 2.5.1 Diffusion MRI in healthy spinal cord

Water diffusivity in the WM is highly anisotropic, i.e. diffusion occurs preferentially in a particular direction. In highly coherent structures such as the spinal cord WM, diffusion anisotropy is usually seen as caused by restricted diffusion by the axon membrane, myelin sheath, neurofilaments and microtubules, resulting in reduced transverse diffusivity (or RD) compared to the longitudinal diffusivity (or AD) along the WM tracts. The estimated apparent diffusion coefficients in the human spinal cord typically range from $1.0 \times 10^{-3} \text{mm}^2/\text{s}$ to $2.3 \times 10^{-3} \text{mm}^2/\text{s}$ along the WM fibres and between $0.1 \times 10^{-3} \text{mm}^2/\text{s}$ to $1.0 \times 10^{-3} \text{mm}^2/\text{s}$ across. The range of ADCs found in the cord are highly dependent on the specific microstructure of the tissue under investigation, but also depend on pulse sequence parameters such as diffusion
time and echo time (TE). Despite differences in pulse sequences, a mean ADC in the human cervical spinal cord of approximately $1.0 \times 10^{-3} \text{mm}^2/\text{s}$ has been reported by several groups [16,160].

A study by Schwartz et al. [130] showed a significant correlation between cellular morphological parameters and the ADC using combined histological analyses and high resolution ex-vivo DTI. Furthermore, AD has been shown to be inversely correlated with both neurofilament and microtubule density as demonstrated in the rat optic nerve [81], implying hindered diffusion caused by neurofilaments and microtubules longitudinal to the axon orientation.

## 2.5.2 Diffusion MRI in spinal cord injury

Trauma to the spinal cord, and changes occurring during healing, result in alterations of tissue microstructure that are measurable via DWI. The time-course of the disease is broadly staged in three distinct phases: acute, sub-acute and chronic. The remainder of this section will describe each phase in more detail.

**Acute phase:** In the acute stages of spinal cord injury (SCI), the mechanical disruption of neural tissue structure results in immediate death of cells in the region of the injury. The cell death and disruption of the cell membranes results in axons that are spaced further apart. As a result water molecules can diffuse larger distances before barriers are encountered, which can be detected by increased ADC in animal studies [40,56], with diffusivity as high as double the diffusion measurements in healthy cord. In addition, edema also occurs in the first moments of traumatic SCI primarily resulting from mechanical disruption of axon cell membranes and damage to local blood vessels [14,101]. DTI in acute spinal trauma often exhibits a decrease in AD, resulting in an overall decrease in diffusion anisotropy in the lesion sites during the period of severe edema and hemorrhage [56]. This decrease in the AD has been largely attributed to metabolic dysfunction as opposed to specific changes in axon morphology [129].

**Sub-acute phase:** Following the initial response to spinal trauma there is infiltration of inflammatory cells from both the CNS and periphery. It is unclear how the influx of reactive cell types influences diffusion measurements in the injured spinal cord. Reactive cells, such as glia, produce collagenous scar tissue that is expected to have a relatively high impact on tissue diffusivity. Schwartz et al. [131] demonstrated that the principal DTI eigenvector orientation shows sensitivity to glial cell orientations, although only if they are in sufficient numbers to significantly affect the overall orientation of the particular voxel microstructure. Furthermore, in the subacute stage of SCI, the presence of a large number numbers of astrocytes, microglia, and macrophages is also assumed to decrease the extracellular volume, which could decrease the overall apparent diffusion coefficient, counteracting the initial increase associated with edema. In addition to tissue changes directly at the site of injury, there is also Wallerian degeneration, i.e. degeneration of axons distant from the site of injury.
which causes changes in diffusivity even at locations away from the traumatic injury. Axon degeneration first manifests as disintegration of the myelin sheath and cytoskeletal proteins including microtubules and neurofilaments, eventually followed by complete anterograde degeneration. Experimental data suggest extensive retrograde degeneration in the sub-acute phase of SCI \[27, 74, 117\], resulting from both apoptosis and necrosis \[39\].

During the degeneration process, RD is typically elevated \[40\]. The primary explanation for the increase in RD lies in the tissue structural changes that occur during degeneration along with direct effects on the intra- and extracellular space. Anterograde degeneration results in rapid degeneration of both the axonal membrane and myelin sheath, decreasing the number and extent of transverse diffusion boundaries. This is expected to contribute to a higher diffusion coefficient perpendicular to the fibre bundles. Retrograde degeneration also shows a similar, but slightly larger, increase in RD in experimental animal models \[40\], which is most likely due to axon swelling and the subsequent increase in intracellular space \[14\].

**Chronic phase:** Even in the late phase of SCI, defined months to years after the initial injury, differences in tissue morphology in chronic injury are still likely to impact on DWI measurements. Although most of the degenerative processes are stabilized by the chronic stage, there is evidence to suggest degeneration even long after the injury. For example, progressive demyelination can occur even during chronic injury \[23, 26\]. Remyelination, if it occurs, results in significantly decreased myelin sheath thickness \[23, 26, 64, 146\] and thus alters the white matter structure in chronic injury. Furthermore, a preferential loss of large diameter axons can also occur in chronic injury \[23\] resulting in a dominance of small, unmyelinated axons in damaged axonal tracts. Finally, significant atrophy of the spinal cord also occurs in late stages of spinal cord injury \[48, 57, 96\] causing the remaining axons to be compressed and tightly packed. These structural changes are all expected to contribute to differences in water diffusivity in chronic injury.

Studies of experimental animal models have shown that a decrease in RD and increase in AD are both indicators of the pathological processes in chronic SCI \[25, 53, 78, 79, 137, 170\] and suggest axonal degeneration and progressive demyelination rostral to the trauma of the cord in the chronic stage of the disease. In humans, diffusion characteristics in chronic injury have not yet been so thoroughly explored. However preliminary evidence of gross morphological changes and atrophy have been illustrated using DTI \[54, 47\] (see also our own study in Appendix A).

### 2.5.3 Non-gaussian diffusion in the spinal cord

To date, the application of non-gaussian models of diffusion in the cord is limited almost exclusively to post-mortem tissue and experimental animal models. QSI was first used by Assaf et al. \[7\] to study the maturation of excised spinal cord. Their results showed that restricted diffusion in the WM increased dramatically with age, while GM changed very little by comparison. Biton et al.
was first to apply QSI to the SC of pigs suffering from myelin deficiencies. They found that regions that were identified as demyelinating lesions in histology correlated very well with areas of increased full width of half maximum (FWHM) in the QSI datasets. While the application of QSI on experimental MRI systems has proven a useful technique, its application in-vivo on clinical scanners is hampered by the demand for long scan times and insufficient available gradient strength. Despite these limiting factors, Farrell et al. [50] recently demonstrated the first successful in-vivo application of a QSI-like acquisition in a small group of Multiple Sclerosis (MS) patients, despite violating the SGP in their protocol.

2.6 Summary

We have discussed ways of inferring microstructural information from DWI, ranging from simple methods such as ADC or DTI to sophisticated multi-compartment modelling. ADC and DTI are easy to obtain but the simplistic underlying assumptions of Gaussian dPDF is often inaccurate. As a result, different microstructural changes in pathologies can have the same effect on those metrics and therefore cannot be told apart by DTI alone. At least in theory, QSI has the potential to overcome this limitation but requires both very strong diffusion gradients and long acquisition times. Furthermore, QSI derived parameters dPDF measures only relate indirectly to white matter structure and must be carefully interpreted if the SGP is violated.

Using more advanced diffusion models, incorporating anatomical a-priori information about the different compartments of the investigated tissue can overcome the limitations of the simplistic DTI model but at the same time allow more flexibility than QSI. However, in-vivo scans are limited in maximum scan time and hardware capabilities. Under these conditions, finding the optimal set of acquisition parameters is not trivial. The optimisation framework of Alexander can be used to find the DWI protocol that is best suited to estimate the model parameters of interest while it respects the limitations of the clinical setup.

The techniques presented here have the potential to provide information about the location and severity of an injury that might prove useful in the diagnosis and prognosis of a spinal injury. Further, DWI measures could be used as an indicator of neural degeneration and healing. Because of the changes in tissue structure during inflammation and healing, DWI measures are likely to depend on the stage of injury, varying from the acute to chronic stages. While a large range of DWI techniques beyond Gaussian diffusion and DTI are available in the brain to study specific aspects of the microstructural organisation such as axon diameter and axon density, those techniques are still virtually unexplored in the spinal cord. The study of non-gaussian diffusion metrics and more specific geometric models could prove to be a crucial step to better quantify the microscopic changes in SCI to inform better treatment strategies.
Part I

DTI studies
Preliminary investigation of position dependency of radial diffusivity in the cervical spinal cord

In this experiment we investigate whether Diffusion Tensor Imaging (DTI) derived parameters are sensitive to the presence of collateral fibres and can be related to the axial position of the acquired slice in the spinal cord (SC).

As this was my first experience of MRI, this project helped me to become familiar with the anatomy of the SC and obtain hands-on experience with DTI and its associated challenges in the SC. Although the number of control subjects is small, the experience gained in the set-up of this study has significantly helped the design of subsequent experiments and development of new methods as will be seen in the next chapter.

3.1 Motivation

The majority of Diffusion Weighted Imaging (DWI) studies have mainly focused on the longitudinal fibres of the SC and relatively little is known about the value of DTI for the assessment of the connective collateral fibres. These fibres rise at an angle with the white matter (WM) longitudinal tracts and enter the SC gray matter (GM). They interconnect with other areas of the SC through the central GM and form part of many functional connections within the SC [30]. Recently Mamata et al. [98] demonstrated that the second DTI eigenvector is corresponding to sprouting collateral fibres. In this study we focus on DTI of the SC in-vivo in healthy volunteers with particular interest in the diffusivity changes caused by the presence of the collateral fibres. We aim to investigate whether these DTI parameters are specific to nerve root anatomy and therefore have the potential to be used in spinal cord injury (SCI) to assess the integrity of the axonal connections.

3.2 Methods

Our primary focus in this study was to develop a reliable and reproducible DTI pipeline incorporating acquisition, post-processing and analysis steps. In the following we explore several factors, such as slice positioning, number of signal averages, and partial volume effects, that potentially have an effect on the outcome of the DTI analysis.

3.2.1 Positioning of DTI scans

Accuracy and reproducibility in slice positioning for the DWI acquisitions is crucial to discriminate differences in diffusion parameters between subjects. Since for this study we wanted to position our slices with respect to the neu-
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Figure 3.1: Illustration of location of the neuroforamen and spinal nerve roots (A) and the positioning of oblique sagittal slices for nerve root visualisation (B,C). The red coloured slices illustrate the ideal positioning of the oblique scans. (B) The position of the first sagittal scan is intersecting the neuroforamen, (C) The second scan is aligned parallel to the spinal nerve root. Images adapted from Marchiano [100].

ral foramina, a good visualization of the spinal nerve root is needed. However, finding the exact position of the nerve root is difficult on conventional axial or sagittal MRI scans. We use two sagittal oblique structural T2-weighted MRI scans to accurately reveal the location of the neuroforamen, similar to Goodman et al. [60]. Based on a standard axial scan of the cervical SC, we prescribed a sagittal scan that is approximately parallel to the spinal nerve leaving the neuroforamen (see Figure 3.1B). To visualize the SC and spinal nerve root a second sagittal oblique scan perpendicular to the first one is acquired. This scan is aligned so that at least one slice is parallel to the nerve root (see Figure 3.1C).

The first oblique scan is then used to position axial scans so that one slice intersects with the spinal nerve. Figure 3.2 presents two scans acquired with this positioning. In Figure 3.2A one can clearly appreciate the neuroforamina between C4 and C7. Furthermore, in Figure 3.2B the spinal nerve root leaving the SC can be seen. Based on these scans we are able to accurately position the DWI scans with respect to the root anatomy. We assume that the diffusion parameters differ mostly between P1 and P2, i.e. the positions shown in Figure 3.2C, where P1 coincides with the level of the spinal nerve root leaving the SC and P2 with the vertebral body.

Figure 3.2: Example slices of the two sagittal T2w oblique scans from one example subject. (A) The first sagittal oblique scan showing the neuroforamina of C4–C7 (white arrows). (B) The second oblique scan visualizing the spinal cord with the spinal nerve roots connected through the neuroforamen (white arrows) (C) Positioning of the two DW axial scans based on the location of the spinal nerve roots.
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<table>
<thead>
<tr>
<th>Table 3.1: Gradient directions for DTI acquisition. Lines marked with * are used for ADC_⊥ reconstruction.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_x )</td>
</tr>
<tr>
<td>( g_y )</td>
</tr>
<tr>
<td>( g_z )</td>
</tr>
</tbody>
</table>

3.2.2 Data acquisition

Diffusion-weighted scans are acquired on a 1.5T Signa scanner (General Electric Company, Milwaukee, WIS) using a four-channel phased-array spine coil. A cardiac-gated single shot Zonally oblique multislice (ZOOM) Echo-Planar Imaging (EPI) sequence [42] was set up with the following imaging parameters: repetition time (TR) = 5RRs, echo time (TE)= 95.5ms, voxel size = \(1 \times 1 \times 5\)mm\(^3\) and an image matrix of 64\(\times\)64 with a field-of-view (FOV) of 13\(\times\)13mm\(^2\). After acquisition, all magnitude images are linearly interpolated to a 128\(\times\)128 matrix on a slice-by-slice basis resulting in an in-plane resolution of 0.5\(\times\)0.5 mm\(^2\).

We acquire 8 distributed diffusion weighted directions (see Table 3.1) interleaved with 4 non-diffusion weighted directions. A b-factor of 1000s/mm\(^2\) was chosen for optimal Diffusion Tensor (DT) reconstruction as recommended in Jones et al. [72] for white matter fibres. We focus attention on a single-slice acquisition to make sure that the signal from the slice is completely recovered after each shot, given that, when using the ZOOM sequence, T1 relaxation can affect the signal intensity of subsequent slices in multiple-slice acquisition. Also, by positioning one single slice, it is possible to acquire a SC image orthogonally to the main SC fibre direction. To increase signal-to-noise ratio (SNR), we initially repeat each scan on each subject 22 times to determine the optimal number of averages needed. Subsequent scans on the same subject are repeated 15 times (see next section).

3.2.3 Data analysis

**Registration:** Due to the relatively long scan time (30 – 40 minutes for 15 signal averages) the subject’s position in the scanner is very likely to be affected by motion during the scan. However, registration of SC diffusion data is challenging for several reasons. First of all, diffusion-weighted images typically suffer from low SNR and low tissue contrast especially in the SC. Furthermore, in contrast to the brain, distortion artifacts from surrounding tissue and breathing motion make it difficult to identify reliable anatomical landmarks in the b=0 images. Moreover, longitudinal symmetry of the SC makes it impossible to correct for motion in this direction. Because of all these confounding factors, we use a restrictive motion model that only corrects for in-plane translation and assumes no movement in longitudinal foot-head direction. We divide data acquired within and between repetitions in different blocks with respect
to the interleaved b=0 acquisitions. Each block starts with one b=0 image and contains all DW images up to the next b=0 acquisition. We then co-register two subsequent b=0 images using the VTK CIGS registration toolkit [65]. The resulting transformation is then applied to all the images in one block. After registration, we average all scans with corresponding diffusion weighting from subsequent repetitions and all the b=0 acquisitions individually and perform the diffusion parameter estimation on the averaged dataset as described below.

**DTI analysis:** DT reconstruction is performed using the open-source Camino toolkit [37] and maps of the fractional anisotropy (FA) and radial diffusivity (RD) are calculated from the DT. In addition we use an alternative method of measuring diffusivity in the axial plane (ADC) from only the 4 co-planar acquisitions with diffusion gradients perpendicular to the SC as described by Fasano et al. [51]. The used diffusion directions are marked “*” in Table 3.1. All calculations are implemented in MATLAB (Mathworks, Natick, MA). We include the ADC method as it requires no measurements parallel to the fibre. Therefore the number of scans needed for reliable measurements is significantly reduced compared to a DTI acquisition, which can be extremely beneficial for future studies of SCI patients.

**ROI analysis:** FA, RD and ADC are quantified over the whole SC at each position. We semi-automatically segment the cord area on the average b=0 image of each slice using ImageJ and the YAWI2D segmentation plug-in. Due to the small size of the cord and the limits in image resolution, the segmented area will inevitably contain contributions from the surrounding cerebro-spinal fluid (CSF). Previous studies have shown that this partial volume significantly affects estimated diffusion parameters [2]. To minimize this effect, we applied a binary erosion filter on the regions of interest (ROIs). This removes pixels at the edge of the ROI and thus allows removing voxels with CSF contribution from the ROI analysis. Hereby the thickness of the removed edge is dependent on the size of the structure element that is used for the erosion filtering. Figure 3.3 illustrates the effect of the size of the structure element on the estimated diffusion parameters in one subject. It can be seen that in the initial segmentation, FA is underestimated and diffusivity measurements are overestimated respectively because of the isotropic free diffusion that is present in the voxels with CSF contribution. A structure element of size 2 proves to be sufficient to eliminate the partial volume effect and all measurements reach a stable plateau.

**Signal averaging:** It is well known that in the low SNR regime the diffusion indices are very prone to estimation errors (see e.g. [71, 89, 123]). Thus, for reproducible measurements we need to acquire a sufficient number of averages in each scan. To determine the optimal number of averages for each subject we repeat the diffusion measurements at both slice positions 22 times each.

---

1 [www.imagej.com](http://www.imagej.com)
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Figure 3.3: Effect of erosion of the ROI on measured parameters in one representative subject. (A) Illustration of the initial segmented ROI in one slice and the ROIs after erosion with structure elements of size 1-4. (B) Mean FA, RD and ADC\textperp observed in the eroded ROIs.

(overall scan time was approx. 1h). We then calculate the diffusion indices described above using a subset of the first N repeated measurements with N increasing from 1 to 22. A plot of mean diffusion indices over the SC against the number of averages is presented in Figure 3.4 for one representative subject. A significant bias can be observed in all diffusion indices when less than 10 averages are used. After 15 repetitions none of the parameter estimates show noticeable improvements, so we choose the number of averages to be 15 in all subsequent scans.

Figure 3.4: Plot of diffusion indices FA, RD and ADC\textperp against number of averages. (A) shows the averaged diffusion parameter at nerve-root level (B) shows mean parameters at the level of the body.

3.2.4 Pilot study

A pilot study was carried out on 4 healthy female subjects. For each subject, parameter maps of FA, RD and ADC\textperp were calculated as described above. We also calculated colour-coded maps of $\vec{v}_1$, $\vec{v}_2$, $\vec{v}_3$ for each scan. To assess intra-subject scan/rescan reproducibility, the scans were repeated with the same parameters after 5–7 days. Reproducibility of parameters was assessed by com-
3.3 Results and Discussion

3.3.1 Scan/rescan reproducibility

Table 3.2 shows the COV of all measured parameters in all four subjects. It can be seen that our careful approach towards positioning and analyzing the data allows good reproducibility (COV < 10% in all but one case) in the scan/rescan experiment among all subjects. Furthermore, it should be noted that parameter variation seems to be slightly elevated in the ADC\_⊥ parameter compared to RD.

<table>
<thead>
<tr>
<th>Subject</th>
<th>FA  P1</th>
<th>FA  P2</th>
<th>RD  P1</th>
<th>RD  P2</th>
<th>ADC_⊥ P1</th>
<th>ADC_⊥ P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject 1</td>
<td>0.3%</td>
<td>9.9%</td>
<td>3.6%</td>
<td>8.0%</td>
<td>5.2%</td>
<td>8.5%</td>
</tr>
<tr>
<td>Subject 2</td>
<td>11.9%</td>
<td>1.0%</td>
<td>6.6%</td>
<td>4.2%</td>
<td>7.7%</td>
<td>3.6%</td>
</tr>
<tr>
<td>Subject 3</td>
<td>3.8%</td>
<td>2.9%</td>
<td>2.9%</td>
<td>5.7%</td>
<td>3.8%</td>
<td>3.3%</td>
</tr>
<tr>
<td>Subject 4</td>
<td>4.7%</td>
<td>8.1%</td>
<td>1.2%</td>
<td>3.4%</td>
<td>2.4%</td>
<td>2.4%</td>
</tr>
</tbody>
</table>

Putting the coefficient of variation (COV) that is defined as the ratio of the standard deviation $\sigma$ and the mean $\mu$.

3.3.2 Single subject position dependency of measured parameters

Figure 3.5 compares the measured diffusion parameters between the two investigated positions in all subjects. FA, RD and ADC\_⊥ are closely dependent, i.e. when FA is low, RD and ADC\_⊥ values are high and increasing FA corresponds to lower RD and ADC\_⊥ in both positions. This implies that parallel diffusivity in the nerve fibres is position independent and therefore changes of FA between SC levels can be explained by different diffusivities perpendicular to the SC axis. Furthermore, it can be seen that the two methods of measuring diffusivity cross-sectionally give similar values in all subjects through the entire section of the cord, apart from minor differences in their standard deviation. This can be explained by the lower number of only 4 diffusion measurements that are used to reconstruct ADC\_⊥, compared to the 8 diffusion directions used for full DT reconstruction.

3.3.3 Between subjects comparison of position dependency of parameters

Although in individual subjects we can see differences between position 1 and 2 with little variation in parameters between scan and rescan, we find that these trends are not consistent between subjects. In subject 1 and subject 3 we observe lower RD/ADC\_⊥ and higher FA at nerve root level compared to the vertebral body (see Figure 3.5). Subject 2 shows an opposite trend at spinal
root level with higher FA and lower RD/ADC\textsubscript{⊥} respectively. In subject 4 there appear to be no differences between the two positions. It is unclear whether these differences between subjects can simply be explained by normal variation due to physiological noise or if they can be attributed to different fibre architecture in each individual. However, these differences between subjects also become apparent in the direction of the second eigenvector. In fact, it has been shown before that the second DT eigenvector is sensitive to the presence of sprouting fibres in the SC [98].

Figure 3.5 presents the color-coded maps of $\vec{v}_2$ overlaid on the FA map for two subjects with differing trends in diffusion parameters. Figure 3.6A displays $\vec{v}_2$ of subject 2, Figure 3.6B presents the $\vec{v}_2$-map of subject 4. In both cases, the first row shows the result from the first scan while the second row shows maps derived from the rescan. The position of the slice in the second row (i.e. for the rescan) was chosen to correspond anatomically with the position of the slice in the first experiment presented in the first row. This was achieved using our 45\degree localization scanning method presented above and using a printout of the first scan positioning as reference.

Distinct patterns emerge in each subject in the directions of the second eigenvector and are consistent over the first and second scan, although the small number of DTI gradient direction in our acquisition limits the directional resolution of the estimated tensor (reflected in the unusual dominance of either L-R or A-P eigenvectors in Figure 3.6). Furthermore, in subject 2, where lower FA and higher RD and ADC\textsubscript{⊥} are present at spinal root level compared to mid-vertebra level, we also observe different patterns in position 1 and position 2. In subject 4, which shows no difference in mean diffusion parameters in P1 and P2, the $\vec{v}_2$ map is also similar in both positions. The same geometry is apparent in the repeated scans for both subjects. It has to be noted that a higher angular in-plane resolution of the diffusion gradient scheme would be needed to allow mapping real anatomical directions of the sprouting peripheral nerves. This, however, would increase the number of acquisitions needed and therefore further increase the scan time.

These preliminary findings suggest that the diffusion measurements in the SC depend indeed on the presence of sprouting fibres. However, the organization of those fibres seems to be varying between subjects and needs to be ad-
dressed. The consistency of the patterns at different slice positioning between scans within each subject is encouraging because it suggests that DTI parameters, and in particular RD/ADC⊥, can be used in longitudinal studies to assess structural changes due to degeneration or regeneration of fibers. Table 3.2 shows the COV of all measured parameters in all four subjects. It can be seen that our careful approach towards positioning and analyzing the data allows good reproducibility (COV < 10% in all but one case) in the scan/rescan experiment among all subjects.

**Figure 3.6:** Color coded second DT eigenvector overlaid on FA for two subjects. First row shows the first scan, second row the rescan of two subjects. First column shows values at spinal root level, second column shows mid-vertebra position.

### 3.4 Conclusion

This study investigated the position dependency of diffusion parameters measured in the cervical SC at two distinct levels. We concentrated on optimizing the acquisition protocol and the analysis procedure to eliminate the various confounding effects, e.g. from uncertainty in slice positioning, presence of physiological noise and subject motion as well as parameter estimation errors from partial volume effect. Furthermore, we were able to find differences between the two investigated positions consistently reproduced within subjects. Studies using RD/ADC⊥ measurements in the SC will have to take into consideration the inter-subject variability of these parameters.
Fuzzy partial volume weighting of average DTI metrics in the spinal cord

As seen in the previous chapter, Diffusion Tensor Imaging (DTI) in the spinal cord (SC) is usually affected by a large proportion of voxels that suffer from partial volume average (PVA) effects from surrounding cerebro-spinal fluid (CSF) due to the small size of the cord and the limited spatial resolution. While the effects of PVA on brain DTI have been studied extensively for over a decade, its effects on SC DTI are by far less well explored.

In the previous chapter we opted for a very conservative approach, excluding all voxels within the boundary of the SC, which drastically reduces the number of effective voxels for further analysis. In this chapter we present an alternative approach to region of interest (ROI) analysis of SC-DTI, which aims to reduce the PVA effect while it retains the information contained in boundary voxels.

4.1 Motivation

In the cord, a large proportion of voxels are usually affected by PVA from surrounding CSF due to the small size of the cord and the limited spatial resolution. Water molecules in CSF are less hindered than in nervous tissue, resulting in increased diffusivity measures and decreased anisotropy in PVA voxels, e.g. demonstrated by Alexander et al. [2], Metzler-Baddeley et al. [103], Pfefferbaum et al. [122], Vos et al. [152]. This can lead to biased average measurements over the whole cord volume and could potentially conceal subtle disease effects. PVA corruption can be dealt with by using CSF-suppressing pulse sequences such as fluid-attenuated inversion recovery (FLAIR) [31,119]. However FLAIR has several disadvantages such as low signal-to-noise ratio (SNR) and high motion sensitivity, and, moreover, is unsuitable for cardiac gating due to its long inversion recovery preparation. As a consequence, FLAIR-DTI is not a viable alternative in the spinal cord.

PVA post-acquisition correction methods have been proposed that fit a combination of DTI and CSF compartments to the diffusion data as in Pasternak et al. [120], Pierpaoli et al. [124]. While these methods show promising results on brain DTI data, we found that they are not applicable to SC data due to the much lower SNR.

Therefore in common practice, CSF affected voxels are excluded from analysis with a subjective and manual editing of the outlined ROI. However, objectively deciding which voxels to exclude is difficult and might introduce an observer-specific error to the measurements. Furthermore retaining information while excluding those voxels can be problematic, particularly when the cord area is small and only few unaffected voxels exist, e.g. in patients with SC atrophy. We introduce a novel partial volume weighting method that attemps
to reduce the PVA effect on average DTI parameters that avoids the manual exclusion of PVA affected voxels. We propose a contribution weighting factor for each affected voxel that depends on its distance to the interface between SC voxels and CSF. We test our approach in healthy volunteers and patients with chronic spinal cord injury (SCI) and demonstrate that our method significantly reduces PVA effects on mean DTI indices.

4.2 Subjects and data acquisition

4.2.1 Subjects

The dataset we use in this study was acquired for a study of chronic SCI. The data consists of nine male SCI subjects (mean age=45.7 yrs, SD=10.3, range=29–61; n=9) who fulfilled the following inclusion criteria: (1) Bilateral upper and lower limb impairment; (2) No head or brain lesion associated with the trauma leading to the injury; (3) No seizure; no medical or mental illness; (4) no Magnetic Resonance Imaging (MRI) contraindications. Furthermore the dataset includes ten age- and gender-matched right handed healthy subjects (mean age=38.8 yrs, SD=15.5, range=25–65,) without any history of neurological or psychiatric illness.

4.2.2 Image acquisition

DTI was acquired on a 1.5T whole body Magnetom Sonata MRI scanner (Siemens Medical Systems, Erlangen, Germany) with a single shot echo planar imaging sequence employing the twice refocused spin-echo method for diffusion encoding [127]. Two axial datasets were collected using peripheral gating for reducing artifacts associated with cardiac induced gating motion [160]. The two datasets were also acquired with alternating phase encoding blip directions to remove susceptibility induced geometric distortions [5]. Each dataset consisted of 68 images with a low b-value of 100s/mm$^2$ for the first 7 images and a high b-value of 1000s/mm$^2$ for the remaining 61 directions. The diffusion encoding gradient directions were distributed evenly on the surface of the unit sphere [36]. The slice-to-slice repetition time was 180ms, the echo time was 90ms and the excitation flip angle was 90°. The image volumes consisted of 20 axial slices with thickness of 5mm and an in-plane resolution of 1.5 mm$^2$, with no inter-slice gaps, acquisition matrix of 96×96, field of view of 144×144mm$^2$, and bandwidth 1408 Hz/Pixel. The large field-of-view (FOV) was necessary to avoid wrap-around artifacts from surrounding shoulder and neck tissue.

Interleaved slice sampling was chosen to avoid cross talk between adjacent slices. The acquisition was pulse triggered and took approximately 20 mins. The two datasets with different phase encoded directions were combined into a single dataset with reduced susceptibility induced geometric distortions as described in Andersson et al. [5]. Then, all volumes in image space were sinc interpolated to a 192×192 image matrix, resulting in an in-plane resolution of 0.75mm$^2$. 
4.2.3 Data analysis

The diffusion tensor model was fitted to the interpolated data on a voxel-by-voxel basis using the freely available Camino toolkit [37]. Before further processing, all images were manually checked for remaining artifacts. The DTI dataset of one control subject had to be excluded from further analysis due to distortion artifacts. From the estimated tensor, fractional anisotropy (FA), radial diffusivity (RD), axial diffusivity ($\lambda_1$) and mean diffusivity (MD) maps were calculated for each subject. For each we also computed the mean $b = 100\text{s/mm}^2$ and performed a semi-automatic spinal cord segmentation on the image using the active surface segmentation implemented in Jim6 [68].

4.3 Fuzzy partial volume weighting method

We propose a novel method that computes the average over the DTI metrics by using the morphology of the initial spinal cord segmentation. By definition, the boundary voxels of the SC are most affected by the PVA effect, while voxels in the center remain unaffected. We can exploit the simple outline of the SC and compute the distance map of the initial segmentation using binary morphology operators [132]. This operation computes the minimal distance $d$ to the border in each voxel. An example of a distance map of the spinal cord segmentation is shown in Figure 4.1.

Figure 4.1: Isolines of distance map of SC segmentation overlayed on FA map in one slice of one control subject.

A clear relationship between the normalised distance $\hat{d} = d/\max(d)$ and DTI parameters can be seen in both controls (Figure 4.2a) and patients (Figure 4.2b). These plots suggest a correlation between all DTI parameters and $d$ for voxels close to the boundary. Voxels with high $\hat{d}$ appear uncorrelated and therefore unaffected by PVA. We observe decreased FA and increased MD and $\lambda_1$ and RD for low $\hat{d}$ values compared to higher $\hat{d}$ values. It is important to note that the PVA effect is not only observed in the immediate boundary of the segmented SC but also affects voxels close to the boundary $\hat{d} < 0.3$. A possible explanation is that the observed PVA here originates not only from the presence of multiple tissue types in a single voxel, but is affected by additional factors such as additional segmentation errors, movement, and blurring due to a large point-spread function.
Figure 4.2: Scatterplots of normalised voxel distance \( \hat{d} = d / \max(d) \) against DTI parameters for controls and patient groups.
4.3.1 Weighting function

We aim to determine a weighting function that reflects the confidence in each voxel whether it belongs to the spinal cord tissue or not. We identified the criteria for a suitable candidate weighting function as follows:

1. Voxels closer to the boundary are assigned less confidence, i.e. are weighted less than voxels close to the centre

2. After a certain cut-off distance, voxels are assumed to be within the spinal cord

3. Boundary voxels are weighted less in larger spinal cord volumes than in small spinal cord volumes.

As stated above, criteria 1 and 2 are inferred directly from the observations made in both control and patient groups in Figure 4.2. Criterion 3 is included because of the relation between larger volume and increased PVA as shown, e.g. by Pasternak et al. [120]. We choose the weighting function \( w(\text{voxel}) \) that fulfills all criteria above as:

\[
  w(\text{voxel}) = \begin{cases} 
    d / \max(d) & \text{if } d \leq c \\
    1 & \text{otherwise}
  \end{cases},
\]

where \( c \) is a given cutoff distance and \( d \) is the distance of a voxel to the boundary as defined earlier. Figure 4.3 gives a graphical representation of the chosen weighting function \( w(\text{voxel}) \). We chose a linear weighting because the monotonous relationship between distance and PVA in voxels with small \( d \) as seen in Figure 4.2 while it is also easy to interpret and implement.

![Figure 4.3: 1-d illustration of weighting function defined in Eq. 4.1](image)

4.3.2 Data analysis

To determine the appropriate cutoff distance \( c \) we then apply the fuzzy weighted averages for the derived DTI parameters and compare them with the unweighted average. After the \( c \) is chosen, we compute the average differences between unweighted and fuzzy weighted whole ROI measurements in
controls and SCI patients for all DTI parameters, and also compute the unweighted and weighted histogram to compare the distribution of DTI values for both methods and both groups.

To quantify the difference between our method and the standard average, we test the statistical significance of the difference using a pairwise two-tailed t-test for control and patient groups independently. We also perform an unpaired two-tailed t-test on the differences between the two groups to investigate the influence of our method on the significance of group-wise changes between healthy subjects and chronic SCI patients. All statistical tests assume a confidence interval of 95%.

### 4.4 Results

#### 4.4.1 Determining the cutoff distance

Our definition of the fuzzy weighting function (see Equation 4.1) requires the cutoff parameter $c$ to be determined. This has to be done on the basis of the study specific protocol as image acquisition setup and postprocessing steps influence the dimensions of PVA. The isolines for the different values of $c$ are illustrated in Figure 4.4 in a slice of one control subject. In Figure 4.5 and Table 4.2 we present average DTI metrics and standard deviations for different $c$ in controls and patients. We observe higher diffusivity values and decreased FA in both groups for $c \leq 2$ compared to a larger value of $c$. For $c \geq 3$, the average metrics reach a plateau which can be clearly seen in Figure 4.5. Furthermore, the estimated average FA and diffusivities at $c \geq 3$ in the control group agree with previously reported values in healthy human cervical spinal cord \[46][159]. Based on these observations, we choose a cutoff value of $c = 3$ for this experiment.

#### 4.4.2 Comparison of unweighted and fuzzy weighted average DTI metrics

Table 4.1 summarises the relative change in DTI metrics between the unweighted and PVA-weighted average DTI metrics. In both control and patient groups we observe significant differences between the unweighted and PVA-

### Table 4.1: Averaged relative change of $\Delta$mean and $\Delta$standard deviation between non-weighted and PVA-weighted DTI measurements over all subjects.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Controls $\Delta$ mean (%)</th>
<th>Controls $\Delta$ std (%)</th>
<th>Patients $\Delta$ mean (%)</th>
<th>Patients $\Delta$ std (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FA</td>
<td>+21.6$^*$</td>
<td>+30.0</td>
<td>+21.6</td>
<td>+37.2</td>
</tr>
<tr>
<td>MD</td>
<td>-19.2$^*$</td>
<td>-25.8</td>
<td>-19.4</td>
<td>-19.2</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>-8.6$^*$</td>
<td>-26.6</td>
<td>-11.3</td>
<td>-12.4</td>
</tr>
<tr>
<td>RD</td>
<td>-31.0$^*$</td>
<td>-15.2</td>
<td>-27.0</td>
<td>-19.8</td>
</tr>
</tbody>
</table>

$^*$Significance $p<0.01$
4.4 Results

Figure 4.4: Illustration of weighting isolines for different cutoff distances $c \in \{0, 2, 3, 4, 5\}$ overlayed on FA in one slice of one control.

Weighted averages. In RD we see the largest decrease of approx. 30% in both patients and controls. FA is increased by 22% and MD is reduced by 19% in both groups. We also find moderate but significant decrease in $\lambda_1$ by 10%. Furthermore we observe a reduction in the standard deviation of the diffusivities between 10% in $\lambda_1$ and 25% in MD and RD. In contrast, the variability in FA increases by more than 30% on average in both controls and patients compared to the unweighted average. However, the absolute standard deviation is low in both unweighted and fuzzy weighted averages (see Table 4.2).

Table 4.2 lists the statistical significance of the group-wise differences between controls and SCI patients for the unweighted whole SC average and the fuzzy weighted averages for all DTI parameters. FA are significantly different between both groups ($p<0.01$) independent of the analysis method. The $\lambda_1$ and MD values show no significant differences ($all \ p > 0.05$). The PVA weighting had most effect on the group-wise difference of RD: significance was decreased from $p = 0.04$ between unweighted averages to $p = 0.02$ in weighted average with chosen cutoff parameter ($c = 3$).

Figure 4.6 presents histograms of all measured DTI parameters over all voxels of all control subjects and patients respectively. In each figure we present the normalised unweighted and fuzzy weighted histogram. In FA we see clear peaks at 0.7 (controls) and 0.6 (patients) in the fuzzy weighted histogram. In comparison FA values in the unweighted histogram are skewed towards low values in both patients and controls, both showing high peaks around 0.2. Peak position in the histograms of the diffusivity parameters are similar in unweighted and fuzzy weighted histograms, but the unweighted histograms show broader peaks and the distributions are generally more skewed towards high diffusion coefficients.
4.4 Results

Figure 4.5: Weighted mean and standard deviation of DTI parameters over all controls/patients with respect to chosen cutoff distance. The chosen cutoff distance $c = 3$ is marked bold in all figures.

$^*p < 0.01$, $^{**}p < 0.05$
Table 4.2: Mean and standard deviation of DTI parameters for controls (con) and SCI patients (pat) with respect to chosen cutoff distance $c$. The column of the chosen cutoff distance $c = 3$ is marked red. Statistical significant differences between healthy controls and SCI patients are marked with $^* p < 0.01$, $^{**} p < 0.05$.

<table>
<thead>
<tr>
<th></th>
<th>FA</th>
<th>MD</th>
<th>$\lambda_1$</th>
<th>RD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>con</td>
<td>pat</td>
<td>con</td>
<td>pat</td>
</tr>
<tr>
<td>$c=0$</td>
<td>0.52</td>
<td>0.42</td>
<td>1.23</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>0.04</td>
<td>0.11</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>$&lt;0.01^{**}$</td>
<td>0.33</td>
<td>0.57</td>
<td>0.04</td>
</tr>
<tr>
<td>$c=2$</td>
<td>0.60</td>
<td>0.50</td>
<td>1.04</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.05</td>
<td>0.09</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>$&lt;0.01^{**}$</td>
<td>0.42</td>
<td>0.24</td>
<td>0.03</td>
</tr>
<tr>
<td>$c=3$</td>
<td>0.63</td>
<td>0.52</td>
<td>0.99</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.05</td>
<td>0.08</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>$&lt;0.01^{**}$</td>
<td>0.34</td>
<td>0.22</td>
<td>0.02</td>
</tr>
<tr>
<td>$c=4$</td>
<td>0.62</td>
<td>0.51</td>
<td>1.00</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.05</td>
<td>0.08</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>$&lt;0.01^{**}$</td>
<td>0.28</td>
<td>0.27</td>
<td>0.01</td>
</tr>
<tr>
<td>$c=5$</td>
<td>0.61</td>
<td>0.50</td>
<td>1.02</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.05</td>
<td>0.08</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>$&lt;0.01^{**}$</td>
<td>0.28</td>
<td>0.30</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Figure 4.6: Relative weighted and unweighted histogram of all DTI parameters for pooled SC voxels of controls (blue) and patient (red) groups.
4.5 Discussion

We demonstrate the effect of PVA using DTI data of a cohort of 10 controls and 9 chronic SCI patients. We show that DTI metrics in the vicinity of the CSF/SC interface are affected and that there is a monotonous relationship between DTI metrics in a voxel and its distance to the border of the SC segmentation in our dataset. The significantly lower values of FA and higher diffusivities MD, $\lambda_1$ and RD suggest that these voxels suffer most likely from CSF contribution. These differences are expected from simulations [2, 120] and in-vivo brain experiments [122, 152], all of which agree that DTI parameters suffer considerably from CSF contribution.

Choice of cutoff value: We chose the cutoff parameters $c$ depending on the average parameter over all DTI metrics in our control group. We chose the value that achieves a stable plateau in all DTI parameters, assuming that this reflects the elimination of CSF contribution. Although the value of $c = 3$ worked best in this study, we expect the optimal choice of $c$ to be highly dependent on study specific parameters such as the choice of the pulse sequence, additional pre-processing steps and also the accuracy of the initial SC segmentation.

Effect of PVA weighting: The weighted distributions in Figure 4.6 show that our method diminishes the CSF bias in the measurements by reducing the artificial tails of the parameter distribution. Quantitatively, we observe a large reduction in RD, MD and FA parameters and smaller changes in $\lambda_1$. In agreement with earlier studies of the PVA effect in the brain, RD is reduced the most, while axial diffusivity (AD) is the least affected parameter. However, in contrast to those brain studies, we also observe a large change in FA. A possible explanation might be that the CSF contaminated voxels with low FA values have a bigger effect on the FA than in the brain due to much the smaller volume of the SC and therefore higher number of near-border voxels.

Group wise differences: We investigated whether our method affects group wise statistics between patients and controls in our study. FA and RD are both significantly diminished in weighted and unweighted metrics in SCI patients compared to controls. However, the PVA weighting increased the confidence in our results, particularly in the RD metric, which may help to detect more subtle changes e.g. in Multiple Sclerosis.

4.6 Conclusion

We propose a novel fuzzy partial volume weighting method that reduces CSF contribution effects in measurements of DTI parameters over the whole spinal cord volume. We emphasise the aspect of avoiding the full exclusion of potentially CSF contaminated voxels. Instead we introduce a weighting factor that is dependent on the size of the cord and therefore accounts for the variability in number of white matter voxels. We show that our method produces reli-
able DTI metrics that agree with previously measured values in the cord. We demonstrate that this method increases significance of group differences between SCI patients, i.e. can potentially increase the statistical power of larger clinical studies.

Application to clinical study: The method we developed was applied in a more clinically relevant context and was recently published in the PLoS One in 2012. The full text of the paper is presented in Appendix A and showcases the PVA weighting method we have developed here in a real application set-up. The work presented in that paper was carried out with equal contribution from Dr. Patrick Freund (Wellcome Trust Centre for Neuroimaging, University College London/Balgrist Spinal Cord Injury Center, Zürich), who recruited the healthy controls and patients and performed the clinical assessment, and myself, who performed the data processing and the majority of the analysis. The paper itself was jointly written by myself and Dr Freund with additional help from the other collaborators.

4.7 Limitations and future work

In this study we attribute changes in DTI parameters exclusively to the PVA effect. This is clearly an oversimplification as several other factors such as field inhomogeneities and field strengths may have an impact on the observed effect. The influence of the PVA will differ across different scanners/coils/centres. As a consequence, the cutoff parameter we found optimal for our study will reflect the influence of all these parameters to some extent, so care has to be taken when using this method to compare datasets that come from different scanners or are acquired with different protocols.

Further work is needed to validate this method against other PVA correction methods. Although validation is challenging due to a lack of ground truth value, in future work we might compare our results with fully CSF suppressed measurements, e.g. by using the FLAIR DTI technique [31,119], although this technique also suffers from the lack of cardiac gating and lower SNR. Furthermore, a larger systematic study is needed to study the effect on the statistical power of our weighted method, compared to full exclusion of PVA affected voxels.

It is important to point out that in this experiment we don’t correct for partial volume effects between grey and white matter inside the cord. This is mainly because the lack of contrast between gray and white matter on the low-b value images does not allow grey and white matter segmentation. Furthermore, our approach uses only macroscopic morphological a-priori knowledge of the spinal cord. The method is likely to fail if there is no clear relation between the morphology, i.e. voxel distance to border and present PVA effect.

Under certain circumstances, our method might also bias the average DTI whole cord parameters towards values found in the gray matter, since the downweighted voxels will be located only in the white matter of the cord. This lies in the nature of any morphological correction method, including also the
common mask erosion method. The bias will be elevated with increasing values of $c$. In this method, we tried to tackle this issue by adjusting the weighting by the overall size of the cord to include more weighting of potentially contaminated white matter (WM) voxels when the cord is small. However, a potential bias must always be considered when interpreting the PVA corrected whole cord parameters, especially when comparing healthy controls and patient cohorts as the bias might conceal genuine disease effects.

Future extension of this method could combine the morphological approach with diffusion models that account for CSF contribution in the raw DTI signal [120, 124]. By using the combination of macroscopic and microscopic information we can potentially overcome the limitation of the modelling approach in the low SNR regime in the spinal cord.
Part II

Q-space imaging studies
Tract-specific q-space imaging of the healthy cervical spinal cord (I)

In this chapter we investigate accuracy and sensitivity of spinal cord q-space imaging (QSI) metrics in healthy controls and evaluate its potential for clinical application. Previous studies of QSI on experimental MRI systems have shown that QSI can provide accurate information about microscopic restriction in excised tissue [7, 17, 112]. QSI requires an extensive sampling of different q-values along a single axis. This restricts the number of diffusion gradient directions that can be sampled when scan time is limited. While QSI application in the brain is limited by the need of high angular resolution of gradient directions to capture the variety of different fibre directions, this is less of a problem in the spinal cord (SC) due to its relatively simple white matter structure. However, the conditions for true QSI, such as the short gradient pulse, are impossible to achieve in clinical systems. Previous proof-of-concept studies have shown the great potential in the assessment of SC white matter and white pathologies in the human brain [10, 163] and in the spinal cord [50].

Following up on the encouraging results of these previous studies, we aim here to study the reproducibility of QSI metrics in the cervical SC on a standard 3T clinical MRI scanner. We also assess QSI measures both in-plane (XY) and parallel to the main SC axis (Z), not presented before. Previous work in *in-vitro* rat spinal cord by Ong et al. [112], Ong et al. [114] suggest that QSI parameters correlate with the axon diameter in different white matter regions. Our particular interest here is to explore whether clinical hardware constraints allow us to detect the structural differences between white matter (WM) and different ascending and descending WM tracts of the cervical SC with QSI. We test whether QSI can discriminate between WM tracts in the cervical in healthy subjects and compare conventional apparent diffusion coefficient (ADC) measures, both in plane and along the cord. Furthermore we also test whether any combination of QSI derived FWHM and P0 metrics can better distinguish between WM regions of interest (ROIs) than the individual metrics alone.

The next two chapters will present two QSI studies that both address the aims outlined above. This first chapter presents a study performed on 9 healthy controls, who were scanned at the Wellcome Trust Centre for Neuroimaging as part of a pilot study of microstructure changes in patients with complete brachial plexus avulsion [23] (and was also used to study a case of neuromyelitis optica (NMO)). Our preliminary findings in healthy controls were submitted for presentation at the Annual Meeting of the International Society for Magnetic Resonance in Medicine (Melbourne, 2013) and were accepted for oral presentation. Following the encouraging results in this first experiment, we re-implemented an improved protocol on the Philips 3T MRI scanner, that was newly installed in our lab. in 2010. The results of a second QSI pilot study using the new protocols comprise the next chapter (Chapter 6).
5.1 Methods

5.1.1 Study design

Twenty right-handed male healthy subjects were recruited (mean age 35±11yrs) to be scanned on a 3T Tim Trio (Siemens Healthcare, Erlangen). Six subjects were recalled for a second scan on a different day to assess intra-subject reproducibility of QSI derived parameters.

5.1.2 Data acquisition

In each subject we perform cardiac-gated high b-value axial Diffusion Weighted Imaging (DWI) (matrix=96×96, b-spline interpolated to 192×192 in image space, FOV=144 × 144 mm², slice thickness=5mm, 20 slices, TE=110ms, TR≈4000ms). The QSI set-up is based on parameters found in the most recent clinical QSI study [50]. However, our gradient system only allowed maximum diffusion gradient strength (|Gi|) of 23mT/m (Farrell et al. [50]: 60mT/m). To achieve similar 𝑞-values it was necessary to increase the gradient diffusion gradient pulse duration (𝛿) to 51ms. Reproduction of the protocol was further complicated by a limitation in the scanner software, which only permits a b-value to be specified in multiples of 50 mm/s², and means that 𝑞-values can not be exactly linearly spaced. We acquire a total of 32 b-values between 0-3000s/mm² in three different DWI directions: two directions perpendicular (XY) and one parallel (Z) to the main SC axis. The full protocol is given in Table 5.1.

After an initial quality check, we found that the prescription of the axial DWI slices varied greatly between different subjects. Figure 5.1 shows two representative cases for correct and incorrect positioning observed in the dataset. QSI is very sensitive to its alignment to the fibre direction, as shown e.g. in [12], and the variation in slice positioning might overshadow the subtle differences between WM we are interested in. We therefore measure the angulation between imaging plane and SC longitudinal axis as seen on a T2w sagittal scan at C2/C3. We excluded 11 subjects and their subsequent data where the angle was less than 80° (ideally we assume the axial images perfectly perpendicular, i.e 90°).
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Table 5.1: QSI protocol displaying: Gradient strength (G), q-value (q) and b-value (b) for each of the 32 DWI volumes. The full protocol was split in two sub-session (left and right table), carried out immediately one after the other.

<table>
<thead>
<tr>
<th>G [mT/m]</th>
<th>q [cm⁻¹]</th>
<th>b [s/mm²]</th>
<th>G [mT/m]</th>
<th>q [cm⁻¹]</th>
<th>b [s/mm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>3.0</td>
<td>56.2</td>
<td>50</td>
<td>3.0</td>
<td>56.2</td>
<td>50</td>
</tr>
<tr>
<td>4.2</td>
<td>79.4</td>
<td>100</td>
<td>4.2</td>
<td>79.4</td>
<td>100</td>
</tr>
<tr>
<td>5.1</td>
<td>97.3</td>
<td>150</td>
<td>5.1</td>
<td>97.3</td>
<td>150</td>
</tr>
<tr>
<td>5.9</td>
<td>112.3</td>
<td>200</td>
<td>5.9</td>
<td>112.3</td>
<td>200</td>
</tr>
<tr>
<td>6.6</td>
<td>125.6</td>
<td>250</td>
<td>7.8</td>
<td>148.6</td>
<td>350</td>
</tr>
<tr>
<td>8.4</td>
<td>158.9</td>
<td>400</td>
<td>9.4</td>
<td>177.6</td>
<td>500</td>
</tr>
<tr>
<td>9.8</td>
<td>186.3</td>
<td>550</td>
<td>10.7</td>
<td>202.5</td>
<td>650</td>
</tr>
<tr>
<td>11.5</td>
<td>217.5</td>
<td>750</td>
<td>12.2</td>
<td>231.6</td>
<td>850</td>
</tr>
<tr>
<td>12.9</td>
<td>244.8</td>
<td>950</td>
<td>13.9</td>
<td>263.4</td>
<td>1100</td>
</tr>
<tr>
<td>14.5</td>
<td>275.2</td>
<td>1200</td>
<td>15.4</td>
<td>291.9</td>
<td>1350</td>
</tr>
<tr>
<td>15.9</td>
<td>302.5</td>
<td>1450</td>
<td>16.7</td>
<td>317.7</td>
<td>1600</td>
</tr>
<tr>
<td>17.5</td>
<td>332.3</td>
<td>1750</td>
<td>18.2</td>
<td>346.2</td>
<td>1900</td>
</tr>
<tr>
<td>19.2</td>
<td>364.0</td>
<td>2100</td>
<td>19.9</td>
<td>376.8</td>
<td>2250</td>
</tr>
<tr>
<td>20.7</td>
<td>393.2</td>
<td>2450</td>
<td>21.3</td>
<td>405.0</td>
<td>2600</td>
</tr>
<tr>
<td>22.2</td>
<td>420.3</td>
<td>2800</td>
<td>22.9</td>
<td>435.1</td>
<td>3000</td>
</tr>
</tbody>
</table>
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5.1.3 Data processing

Similar to Farrell et al. [50], the two perpendicular diffusion directions were averaged to increase the signal-to-noise ratio. The measurements are linearly regridded to be equidistant in $q$-space and the diffusion probability density function (dPDF) is computed using inverse Fast Fourier Transformation. To increase the resolution of the dPDF, the signal was extrapolated in $q$-space to a maximum $q=166\text{mm}^{-1}$ by fitting a bi-exponential decay curve to the DWI data as suggested in Cohen et al. [33], Farrell et al. [50]. Figure 5.2 illustrates the processing pipeline. Maps of the full width at half maximum and zero displacement probability were derived for XY and Z as described in Section 2.4.2. For comparison we also computed the ADC from the mono-exponential part of the decay curve ($b < 1100\text{s/mm}^2$) for both XY and Z directions using a constrained non-linear least squared fitting algorithm as suggested by Farrell et al. [50]. Figure 5.3 shows both ADC maps and the four QSI parameter maps in one randomly chosen subject.

5.1.4 ROI analysis

We semi-automatically delineate the whole cervical spinal cord area (SCA) between levels C1 and C3 on the $b=0$ images using the active surface segmentation by Horsfield et al. [68] available in Jim6. We perform a morphological erosion (2 iterations) of the obtained segmentation mask to exclude voxels with potential partial-volume average effect from surrounding cerebro-spinal fluid (CSF). In addition, four regions of interest were manually placed in specific white matter tracts and one ROI was positioned in the gray matter on all slices between level C1 and C3. The four white matter regions comprised the left and right tracts (l&r-LT) running in the lateral columns and the anterior (AT) and posterior tracts (PT) similar to Freund et al. [58], Hesseltine et al. [67] (see Figure 5.4). Figure 5.5 shows examples of signal curves and dPDFs derived in single voxels that are located in different regions of the cord.

5.1.5 Statistical processing

We compare scan/re-scan reproducibility by computing the absolute difference and relative difference in ADC and QSI parameters over the defined ROIs.
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Figure 5.2: Cartoon of the individual steps in our QSI processing pipeline.

Figure 5.3: ADC maps and QSI parameter maps in one exemplary subject at the level of the C2–C3 disc.
Further, we investigate the correlation between individual ADC and QSI measurements in XY and Z directions. We pool all voxel-wise measurements over the segmented SC area and compute Pearson’s correlation coefficient over all voxels. We test for statistical significance of the correlations with a confidence interval of 95%.

We then compare significant differences in individual metrics using a paired two-tailed t-test and further investigate statistical significance in the group mean values of the ADC parameters and QSI metrics between tracts by performing the Hotellings-T² test (confidence interval=95%). To investigate the relevance of measurements in the different DWI directions, we compute the same significance test of XY-only QSI parameters (P₀ₓᵧ, FWHMₓᵧ) and compare with Z-only (P₀𝒛, FWHM𝒛) and the combination of both (P₀ₓᵧ, FWHMₓᵧ, P₀𝒛, FWHM𝒛).

5.2.1 Reproducibility

Tables 5.2 shows absolute and relative differences between scan and rescan of three healthy subjects in ADCₓᵧ and ADC𝒛 and QSI metrics in XY and Z direction. We observe a general trend of measurements perpendicular to the long SC fibres presenting higher variation between scan and rescan than parallel measurements in ADC and both QSI metrics in all subjects. In particular ADCₓᵧ shows very high intra-subject variation between 20–40% on average in all white matter ROIs, while only GM values show good reproducibility (∼11% variability). In particular ADC𝒛 appears more reproducible in all three subjects with average relative variation between 5–16%.

The perpendicular QSI metrics P₀ₓᵧ and FWHMₓᵧ present good reproducibility values of 6–12% and are up to 4 times lower than ADCₓᵧ measurements in corresponding ROIs. In both P₀𝒛 and FWHM𝒛 we observe relative change between 4–13% similar to values in ADC𝒛.

5.2.2 Differences between tract-specific ROI measurements

Figure 5.6 compares the average values and standard deviation over all 9 subjects between tract-specific for ADC and QSI metrics. As a general trend, we observe higher inter-subject variation in XY measurements compared to Z.
### Table 5.2: Absolute and relative change (in percent) between scan and rescans of diffusivities and QSI parameters in 3 healthy volunteers

#### (a) Perpendicular (ADC\(_{p}\)) and parallel diffusivity (ADC\(_{z}\))

<table>
<thead>
<tr>
<th>Subject</th>
<th>rLT</th>
<th>lLT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10 (30.4%)</td>
<td>0.00 (4.7%)</td>
<td>0.07 (27.6%)</td>
<td>0.06 (24.1%)</td>
<td>0.09 (12.0%)</td>
</tr>
<tr>
<td>2</td>
<td>0.06 (16.9%)</td>
<td>0.06 (34.4%)</td>
<td>0.12 (44.6%)</td>
<td>0.03 (11.0%)</td>
<td>0.05 (12.0%)</td>
</tr>
<tr>
<td>3</td>
<td>0.09 (25.5%)</td>
<td>0.12 (51.9%)</td>
<td>0.24 (57.2%)</td>
<td>0.20 (82.5%)</td>
<td>0.04 (8.6%)</td>
</tr>
<tr>
<td>Mean</td>
<td>0.08 (24.3%)</td>
<td>0.06 (30.4%)</td>
<td>0.14 (43.1%)</td>
<td>0.10 (39.2%)</td>
<td>0.06 (10.9%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subject</th>
<th>rLT</th>
<th>lLT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.04 (3.3%)</td>
<td>0.07 (4.7%)</td>
<td>0.18 (12.2%)</td>
<td>0.03 (2.1%)</td>
<td>0.03 (2.4%)</td>
</tr>
<tr>
<td>2</td>
<td>0.13 (9.0%)</td>
<td>0.17 (9.8%)</td>
<td>0.40 (23.2%)</td>
<td>0.03 (1.6%)</td>
<td>0.39 (16.9%)</td>
</tr>
<tr>
<td>3</td>
<td>0.16 (12.5%)</td>
<td>0.10 (6.2%)</td>
<td>0.21 (12.9%)</td>
<td>0.16 (10.2%)</td>
<td>0.28 (16.6%)</td>
</tr>
<tr>
<td>Mean</td>
<td>0.11 (8.3%)</td>
<td>0.12 (6.9%)</td>
<td>0.26 (16.1%)</td>
<td>0.07 (4.7%)</td>
<td>0.20 (12.0%)</td>
</tr>
</tbody>
</table>

#### (b) Perpendicular and parallel QSI parameters

**P0\(_{xy}\)**

<table>
<thead>
<tr>
<th>Subject</th>
<th>rLT</th>
<th>lLT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01 (3.1%)</td>
<td>0.02 (6.8%)</td>
<td>0.01 (3.4%)</td>
<td>0.00 (1.7%)</td>
<td>0.00 (1.9%)</td>
</tr>
<tr>
<td>2</td>
<td>0.00 (0.4%)</td>
<td>0.00 (0.3%)</td>
<td>0.01 (4.3%)</td>
<td>0.01 (3.3%)</td>
<td>0.00 (2.3%)</td>
</tr>
<tr>
<td>3</td>
<td>0.01 (6.1%)</td>
<td>0.06 (28.2%)</td>
<td>0.04 (19.9%)</td>
<td>0.06 (26.7%)</td>
<td>0.03 (14.8%)</td>
</tr>
<tr>
<td>Mean</td>
<td>0.01 (3.2%)</td>
<td>0.03 (11.8%)</td>
<td>0.02 (9.2%)</td>
<td>0.02 (10.6%)</td>
<td>0.01 (6.3%)</td>
</tr>
</tbody>
</table>

**FWHM\(_{xy}\)**

<table>
<thead>
<tr>
<th>Subject</th>
<th>rLT</th>
<th>lLT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.52 (2.5%)</td>
<td>0.67 (4.8%)</td>
<td>0.67 (3.5%)</td>
<td>0.29 (1.5%)</td>
<td>0.62 (2.4%)</td>
</tr>
<tr>
<td>2</td>
<td>0.03 (0.1%)</td>
<td>0.29 (1.6%)</td>
<td>0.76 (4.1%)</td>
<td>0.36 (1.9%)</td>
<td>0.32 (1.5%)</td>
</tr>
<tr>
<td>3</td>
<td>1.10 (5.2%)</td>
<td>5.69 (29.6%)</td>
<td>4.72 (20.6%)</td>
<td>5.10 (27.5%)</td>
<td>3.29 (15.5%)</td>
</tr>
<tr>
<td>Mean</td>
<td>0.55 (2.6%)</td>
<td>2.22 (12.0%)</td>
<td>2.05 (9.4%)</td>
<td>1.92 (10.3%)</td>
<td>1.41 (6.5%)</td>
</tr>
</tbody>
</table>

**P0\(_{z}\)**

<table>
<thead>
<tr>
<th>Subject</th>
<th>rLT</th>
<th>lLT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00 (4.5%)</td>
<td>0.00 (0.6%)</td>
<td>0.01 (6.9%)</td>
<td>0.00 (2.5%)</td>
<td>0.01 (5.6%)</td>
</tr>
<tr>
<td>2</td>
<td>0.01 (9.2%)</td>
<td>0.01 (11.4%)</td>
<td>0.01 (11.0%)</td>
<td>0.00 (3.4%)</td>
<td>0.01 (10.6%)</td>
</tr>
<tr>
<td>3</td>
<td>0.01 (6.0%)</td>
<td>0.00 (0.1%)</td>
<td>0.00 (1.2%)</td>
<td>0.01 (7.8%)</td>
<td>0.01 (14.9%)</td>
</tr>
<tr>
<td>Mean</td>
<td>0.01 (6.6%)</td>
<td>0.00 (4.1%)</td>
<td>0.01 (6.3%)</td>
<td>0.00 (4.6%)</td>
<td>0.01 (10.4%)</td>
</tr>
</tbody>
</table>

**FWHM\(_{z}\)**

<table>
<thead>
<tr>
<th>Subject</th>
<th>rLT</th>
<th>lLT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.42 (3.9%)</td>
<td>1.67 (3.9%)</td>
<td>4.20 (10.4%)</td>
<td>1.07 (2.7%)</td>
<td>3.86 (10.7%)</td>
</tr>
<tr>
<td>2</td>
<td>5.72 (15.4%)</td>
<td>9.04 (22.2%)</td>
<td>4.69 (11.6%)</td>
<td>4.47 (10.9%)</td>
<td>4.76 (12.5%)</td>
</tr>
<tr>
<td>3</td>
<td>1.08 (3.0%)</td>
<td>0.13 (0.3%)</td>
<td>1.66 (4.1%)</td>
<td>4.89 (12.4%)</td>
<td>6.17 (16.1%)</td>
</tr>
<tr>
<td>Mean</td>
<td>2.74 (7.4%)</td>
<td>3.61 (8.8%)</td>
<td>3.52 (8.7%)</td>
<td>3.48 (8.6%)</td>
<td>4.93 (13.1%)</td>
</tr>
</tbody>
</table>
5.2 Results

Figure 5.5: Illustration of diffusion signals and dPDFs derived for different ROIs.

measurements among all 9 subjects which is in line with our results of intra-subject variation shown above.

Table 5.3 presents $p$-values for pairwise differences between different tract-ROIs for ADC and QSI metrics. The most notable differences are found between the GM ROI and the white matter regions in ADC$_{xy}$ and both P0$_{xy}$/FWHM$_{xy}$ with high statistical significance ($p<0.01$ between WM tracts GM for all QSI$_{xy}$ metrics), while ADC$_z$ and QSI$_z$ metrics are less different between GM ROI and WM ROIs. In fact, significant differences are only found between rLT and GM in ADC$_z$. The QSI$_z$ metrics only show significant differences between GM and rRT in P0$_z$ ($p=0.01$) and between GM and AT and PT (FWHM$_z$).

Between WM ROIs only the left LT but not the right LT is significantly different from both AT and PT in ADC$_{xy}$ perpendicular to long white matter fibres. Parallel to the long SC axis we only find ADC$_z$ in the right LT significantly lower from AT and PT. Left and right LT show significant differences in both ADC$_{xy}$ and ADC$_z$, while we find no difference between AT or PT. In QSI metrics we find the same tracts as with ADC to be significantly different in XY and Z direction. However, $p$-values are increased in QSI compared to corresponding ADC, but remain below $p<0.05$. 
Figure 5.6: Mean and standard deviation of perpendicular and parallel ADC and QSI metrics for all ROIs over all 9 volunteers.
5.2.3 Multi-variate differences between tract-specific ROI measurements

The single parameter comparisons above indicate that both ADC and QSI metrics can discriminate some WM tracts, but offer complementary information in perpendicular and parallel measurements. The multivariate Hotelling’s-$T^2$ test allows us to test whether a combination of XY and Z metrics is better suited to characterize and discriminate WM measures in different ROIs. Below we present results for the following combinations of parameters:

- Both diffusivity parameters $\text{ADC}_{xy}$ and $\text{ADC}_z$ (Table 5.4a)
- Perpendicular only QSI metrics $P_{0_{xy}}$ and $\text{FWHM}_{xy}$ (Table 5.4a)
- Parallel only QSI metrics $P_{0_z}$ and $\text{FWHM}_z$ (Table 5.4c)
- Perpendicular and parallel QSI metrics $P_{0_{xy}}$, $\text{FWHM}_{xy}$, $P_{0_z}$ and $\text{FWHM}_z$ (Table 5.4d)

Similar to the single t-test results shown above, GM and WM ROIs can clearly be distinguished using either of the combinations of ADC and QSI parameters. However, GM/WM differences are more pronounced in XY than in Z direction. The combined ADC metrics show significant differences between both the lateral tracts and also l/r LT and the posterior WM ROI. AT is only significantly different from the right but not the left LT.

For combination of QSI parameters in Z only, as well as the combination of both XY and Z, the only two emerging differences are found between lLT/rLT and rLT/PT, both with $p<0.05$. 
5.2 Results

Table 5.3: Significance of pair-wise differences between SC tracts in diffusivities and QSI parameters (confidence interval: 95%). Statistically significant differences are marked as follows: **bold** if \( p < 0.05 \), **bold-italic** if \( p < 0.01 \).

(a) Perpendicular (\( \text{ADC}_{xy} \)) and parallel diffusivity (\( \text{ADC}_{z} \))

<table>
<thead>
<tr>
<th></th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( rLT )</td>
<td>0.01</td>
<td>0.60</td>
<td>0.84</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>( ILT )</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td></td>
</tr>
<tr>
<td>( AT )</td>
<td>0.56</td>
<td>&lt;0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( PT )</td>
<td></td>
<td>&lt;0.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Perpendicular and parallel QSI parameters

<table>
<thead>
<tr>
<th></th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{0x} )</td>
<td>0.04</td>
<td>0.27</td>
<td>0.48</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>( P_{0z} )</td>
<td>0.05</td>
<td>0.48</td>
<td>&lt;0.01</td>
<td></td>
</tr>
<tr>
<td>( P_{0z} )</td>
<td>0.97</td>
<td>&lt;0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( PT )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{FWHM}_{xy} )</td>
<td>0.04</td>
<td>0.56</td>
<td>0.37</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>( \text{FWHM}_{z} )</td>
<td>0.02</td>
<td>0.37</td>
<td>&lt;0.01</td>
<td></td>
</tr>
<tr>
<td>( \text{FWHM}_{z} )</td>
<td>0.72</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( PT )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5.4: Hotelling’s-$T^2$ significance of pair-wise tract-specific differences for ADC and QSI parameters. (bold marks $p<0.05$, bold-italic marks $p<0.01$).

(a) Combined ADC$_{zy}$,ADC$_{xz}$

<table>
<thead>
<tr>
<th></th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>rLT</td>
<td>&lt;0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>ILT</td>
<td>0.10</td>
<td>0.01</td>
<td>&lt;0.01</td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>0.85</td>
<td>&lt;0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PT</td>
<td></td>
<td>&lt;0.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Combined perpendicular QSI parameters (P0$_{yz}$,FWHM$_{zy}$)

<table>
<thead>
<tr>
<th></th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>rLT</td>
<td>0.13</td>
<td>0.79</td>
<td>0.71</td>
<td>0.01</td>
</tr>
<tr>
<td>ILT</td>
<td>0.26</td>
<td>0.12</td>
<td>&lt;0.01</td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>0.76</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PT</td>
<td>&lt;0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(c) Combined parallel QSI parameters (P0$_{z}$,FWHM$_{z}$)

<table>
<thead>
<tr>
<th></th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>rLT</td>
<td>0.03</td>
<td>0.08</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>ILT</td>
<td>0.60</td>
<td>0.86</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>0.49</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PT</td>
<td>&lt;0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(d) Combined perpendicular and parallel QSI parameters (P0$_{yz}$,FWHM$_{zy}$,P0$_{z}$,FWHM$_{z}$)

<table>
<thead>
<tr>
<th></th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>rLT</td>
<td>0.04</td>
<td>0.25</td>
<td>0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>ILT</td>
<td>0.62</td>
<td>0.50</td>
<td>&lt;0.01</td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>0.75</td>
<td>&lt;0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PT</td>
<td>&lt;0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5.5: Pearson-correlation coefficient and significance between all ADC and QSI metrics. The p-values < 0.01 are marked bold-italic.

|                  | ADC
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADC</td>
<td>ADC</td>
<td>P0</td>
<td>FWHM</td>
<td>P0</td>
</tr>
<tr>
<td>ADC</td>
<td>r</td>
<td>0.58</td>
<td>0.00</td>
<td>-0.74</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>&lt;0.01</td>
<td>0.91</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>ADC&lt;sub&gt;z&lt;/sub&gt;</td>
<td>r</td>
<td>0.58</td>
<td>0.00</td>
<td>-0.29</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>&lt;0.01</td>
<td>0.87</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>P0&lt;sub&gt;xy&lt;/sub&gt;</td>
<td>r</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>p &amp; 0.91</td>
<td>0.87</td>
<td>0.82</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>FWHM&lt;sub&gt;xy&lt;/sub&gt;</td>
<td>r</td>
<td>-0.74</td>
<td>-0.29</td>
<td>0.00</td>
<td>-0.18</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>0.82</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>P0&lt;sub&gt;z&lt;/sub&gt;</td>
<td>r</td>
<td>0.20</td>
<td>0.71</td>
<td>0.00</td>
<td>-0.18</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>0.99</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>FWHM&lt;sub&gt;z&lt;/sub&gt;</td>
<td>r</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>0.56</td>
<td>0.82</td>
<td>1.00</td>
<td>0.70</td>
</tr>
</tbody>
</table>

5.2.4 Voxel-wise correlation of ADC and QSI metrics

Table 5.5 shows the Pearson correlation coefficient r and statistical significance of the correlation between ADC and QSI parameters over all SC voxels in all subjects. We observe significant correlations between ADC<sub>xy</sub> and ADC<sub>z</sub>. Further we find significant correlations between QSI parameters, both within and across XY and Z direction. Interestingly, we find both FWHM<sub>xy</sub> and P0<sub>z</sub> are correlated with each other and also with both ADC parameters, while the other two QSI parameters P0<sub>xy</sub> and FWHM<sub>z</sub> did neither correlate with each other nor any other metrics.

5.3 Discussion

QSI metrics obtained without sequence development, using a standard DWI protocol available on a 3T clinical scanner, show a good reproducibility that is superior to simple ADC analysis. We observe tract-specific correlations between ADC and QSI parameters between several WM tracts. However some of the associations in QSI metrics are weaker in XY compared to Z, particularly between lateral and posterior tracts. Together with the findings of weak correlation between QSI and ADC metrics in both XY and Z, our results suggest that the Z direction provides additional information to perpendicular measurements. Our results also suggest that on a clinical scanner QSI might not be able to reliably distinguish between individual WM tracts.

The results of this experiment need to be interpreted with caution due to the limitations in hardware and software in the experimental set up. In particular the low gradient strength used in this study might conceal differences between
tracts. Simulations by Lätt et al. \cite{91} show that insufficient gradient strength might lead to overestimation of compartment size and suggest that gradients of at least 60 mT/m are required to be sensitive to the typical size of axons found in human WM. Beside the hardware limitations of the scanner, there are also several issues in the design of this study including:

1. the high number of subjects that had to be excluded due to misalignment of the axial images
2. the linear regridding that was made necessary because of scanner software limitation
3. the relatively high in-plane resolution of the acquired images

To overcome these flaws in the study design, the data had to undergo a rather extensive pre-processing pipeline, which might weaken the confidence in our results. The installation of a new 3T scanner in our lab offered us the possibility to repeat this experiment with improved hardware and software capabilities. The results are described in the following chapter.
Tract-specific q-space imaging of the healthy cervical spinal cord (II)

The aim of this study is to repeat the experiment in Chapter 5 and improve on the several confounding factors that we identified in the previous chapter. We carefully optimise the acquisition to achieve an increase in spatial resolution and signal-to-noise ratio (SNR) of the axial DWI measurements, and higher diffusion gradient strength, as well as linear spacing of $q$-values.

6.1 Methods

6.1.1 Study design

We recruit 10 healthy volunteers (4 male/6 female) to be scanned on a 3T Philips Achieva 3TX (Philips Healthcare, Eindhoven). Four subjects are rescanned at a different time to assess intra-subject reproducibility of the derived parameters.

6.1.2 Data acquisition

To ensure consistent positioning of the DWI volumes among all scans, we acquire a structural scan of the whole cervical cord using a sagittal T2 weighted turbo-spin-echo sequence (voxel size=1×1×3 mm$^3$, FOV=256×247mm$^2$, TR=4000ms, TE=63ms, 2 averages). We then position the DWI volumes based on the structural scan so that the centre of the acquisitions volume is aligned with the C2/C3 disc and the acquisition plane is parallel to the cord at this level.

We use a cardiac gated DWI acquisition with the following imaging parameters: voxel size=1×1×5 mm$^3$, FOV=64×64mm$^2$, TR=9RR, TE=129ms). To avoid aliasing artifacts from surrounding tissue we use a ZOOM sequence with outer-volume suppression, as described by Wilm et al. [161]. We acquire 32 DWI equally spaced $q$-values in two directions perpendicular (XY) and in one parallel (Z) direction with respect to the main SC axis. To achieve the maximum possible gradient strength on our scanner, we exploit the combination of parallel gradient amplifiers in our scanner, which can each generate a maximum $|G|$ of 62mT/m along the major axes of the scanner bore. Assuming axial symmetry of the axons along the long axis of the spinal cord, we modify the scanner software to drive multiple gradient amplifiers in two orthogonal directions perpendicular to major SC fibre direction (see Figure 6.1 for illustration). This allows us to generate a guaranteed maximum $|G|$ of $\sqrt{2} \times 62mT/m = 87mT/m$ in XY direction. In Z direction we use a maximum $|G|$ of 62 mT/m. We use the same $q$-values in this experiment as described by Farrell et al. [50]. However the increase in $|G|$ allows us to reduce the gradient
duration from 50ms to 11.4ms in XY direction (16ms in Z). The full protocol is given in Table 6.1.

\[+|G|_{max} - |G|_{max}\]

\[\maximal\achievable\gradient\strength\]

\[\\text{guaranteed\ gradient\ strength\ (in\ imaging\ plane)}\]

\[\\maximal\achievable\gradient\strength\(\sqrt{2}\times|G|_{max}\)]

\[\\text{maximum\ physical\ gradient\ strength\ in\ scanner\ reference\ frame}\]

\[G_z\]

\[G_x\]

\[G_y\]

\[\text{Imaged\ object\ (e.g. spinal\ cord)}\]

\[\text{imaging\ plane}\]

\[\text{Physical\ gradient\ directions\ in\ scanner\ reference\ frame}\]

\[\text{Figure 6.1: Cartoon of our implemented gradient strength modification method.}\]

6.1.3 Data processing & analysis

We apply the same data processing pipeline as in the previous experiment (see Section 5.1) with the exception of the linear regridding of acquired q-values, which is not necessary in this data set. We segment the whole cervical SC and place ROIs in the lateral columns and the anterior and posterior tracts between level C1/2 and C3 in all subjects. Figure 6.2 illustrates the placement of the ROIs and representative dPDFs in XY and Z direction respectively.

\[\text{(a) DPDF shapes for representative voxels in different tracts in XY and Z direction.}\]

\[\text{Figure 6.2: Illustration of diffusion signals and PDFs derived for different ROIs.}\]

6.1.4 Statistical processing

We derive the same statistics from this dataset as in the previous chapter. We present the absolute difference and relative difference in ADC and QSI parameters over the defined ROIs in the scan/re-scan cases. Further we show results of t-tests between different tracts for individual metrics and the multivariate Hotelling-\(T^2\) test for combination of parameters. We also investigate
### 6.1 Methods

Table 6.1: QSI protocol displaying: Gradient strength (G), *q*-value (*q*) and *b*-value (*b*) for each of the 32 DWI volumes. The full protocol was split in two sub-session (left and right table), carried out immediately one after the other.

(a) Protocol for X and Y direction

<table>
<thead>
<tr>
<th>G [mT/m]</th>
<th><em>q</em> [cm⁻¹]</th>
<th><em>b</em> [s/mm²]</th>
<th>G [mT/m]</th>
<th><em>q</em> [cm⁻¹]</th>
<th><em>b</em> [s/mm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>5.8</td>
<td>66.2</td>
<td>22</td>
<td>2.9</td>
<td>33.0</td>
<td>6</td>
</tr>
<tr>
<td>11.7</td>
<td>132.8</td>
<td>90</td>
<td>8.7</td>
<td>99.2</td>
<td>50</td>
</tr>
<tr>
<td>17.5</td>
<td>198.6</td>
<td>200</td>
<td>14.6</td>
<td>165.7</td>
<td>139</td>
</tr>
<tr>
<td>23.3</td>
<td>264.5</td>
<td>355</td>
<td>20.4</td>
<td>231.5</td>
<td>272</td>
</tr>
<tr>
<td>29.1</td>
<td>330.3</td>
<td>554</td>
<td>26.2</td>
<td>297.4</td>
<td>449</td>
</tr>
<tr>
<td>35.0</td>
<td>397.3</td>
<td>802</td>
<td>32.1</td>
<td>364.3</td>
<td>674</td>
</tr>
<tr>
<td>40.8</td>
<td>463.1</td>
<td>1089</td>
<td>37.9</td>
<td>430.2</td>
<td>940</td>
</tr>
<tr>
<td>46.6</td>
<td>528.9</td>
<td>1421</td>
<td>43.7</td>
<td>496.0</td>
<td>1250</td>
</tr>
<tr>
<td>52.5</td>
<td>595.9</td>
<td>1803</td>
<td>49.5</td>
<td>561.8</td>
<td>1603</td>
</tr>
<tr>
<td>58.3</td>
<td>661.7</td>
<td>2224</td>
<td>55.4</td>
<td>628.8</td>
<td>2008</td>
</tr>
<tr>
<td>64.1</td>
<td>727.5</td>
<td>2688</td>
<td>61.2</td>
<td>694.6</td>
<td>2451</td>
</tr>
<tr>
<td>69.9</td>
<td>793.4</td>
<td>3197</td>
<td>67</td>
<td>760.5</td>
<td>2937</td>
</tr>
<tr>
<td>75.8</td>
<td>860.3</td>
<td>3759</td>
<td>72.9</td>
<td>827.4</td>
<td>3477</td>
</tr>
<tr>
<td>81.6</td>
<td>926.2</td>
<td>4357</td>
<td>78.7</td>
<td>893.2</td>
<td>4053</td>
</tr>
<tr>
<td>87.4</td>
<td>992.0</td>
<td>4998</td>
<td>84.5</td>
<td>959.1</td>
<td>4672</td>
</tr>
</tbody>
</table>

(b) Protocol for Z direction

<table>
<thead>
<tr>
<th>G [mT/m]</th>
<th><em>q</em> [cm⁻¹]</th>
<th><em>b</em> [s/mm²]</th>
<th>G [mT/m]</th>
<th><em>q</em> [cm⁻¹]</th>
<th><em>b</em> [s/mm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>4.1</td>
<td>46.9</td>
<td>11</td>
<td>2.1</td>
<td>23.4</td>
<td>3</td>
</tr>
<tr>
<td>8.3</td>
<td>94.2</td>
<td>45</td>
<td>6.2</td>
<td>70.4</td>
<td>25</td>
</tr>
<tr>
<td>12.4</td>
<td>140.9</td>
<td>101</td>
<td>10.4</td>
<td>117.5</td>
<td>70</td>
</tr>
<tr>
<td>16.5</td>
<td>187.6</td>
<td>179</td>
<td>14.5</td>
<td>164.2</td>
<td>137</td>
</tr>
<tr>
<td>20.6</td>
<td>234.2</td>
<td>279</td>
<td>18.6</td>
<td>210.9</td>
<td>226</td>
</tr>
<tr>
<td>24.8</td>
<td>281.7</td>
<td>403</td>
<td>22.8</td>
<td>258.4</td>
<td>339</td>
</tr>
<tr>
<td>28.9</td>
<td>328.4</td>
<td>548</td>
<td>26.9</td>
<td>305.1</td>
<td>473</td>
</tr>
<tr>
<td>33.0</td>
<td>375.1</td>
<td>715</td>
<td>31.0</td>
<td>351.8</td>
<td>629</td>
</tr>
<tr>
<td>37.2</td>
<td>422.6</td>
<td>907</td>
<td>35.1</td>
<td>398.5</td>
<td>806</td>
</tr>
<tr>
<td>41.3</td>
<td>469.3</td>
<td>1119</td>
<td>39.3</td>
<td>446.0</td>
<td>1010</td>
</tr>
<tr>
<td>45.5</td>
<td>516.0</td>
<td>1352</td>
<td>43.4</td>
<td>492.6</td>
<td>1233</td>
</tr>
<tr>
<td>49.6</td>
<td>562.7</td>
<td>1608</td>
<td>47.5</td>
<td>539.3</td>
<td>1477</td>
</tr>
<tr>
<td>53.8</td>
<td>610.2</td>
<td>1891</td>
<td>51.7</td>
<td>586.8</td>
<td>1749</td>
</tr>
<tr>
<td>57.9</td>
<td>656.9</td>
<td>2191</td>
<td>55.8</td>
<td>633.5</td>
<td>2038</td>
</tr>
<tr>
<td>62.0</td>
<td>703.5</td>
<td>2514</td>
<td>59.9</td>
<td>680.2</td>
<td>2350</td>
</tr>
</tbody>
</table>
voxel-wise correlations between the six metrics using Pearson correlation coefficient.

6.2 Results

6.2.1 Scan/Rescan reproducibility

Table 6.2 shows the intra-subject variability for ADC and QSI metrics in all four subjects. In both ADC and QSI and all ROIs, the observed COV values are lower in Z compared to the XY direction. We also observe that QSI metrics are generally more reproducible than ADC values. The small relative change between scan/rescan values for QSI metrics suggest very good reproducibility in both XY (less than 10%) and Z (less than 5%), while the intra-subject variation of ADC values is considerably higher with 26% in XY and 7% in Z. All investigated ROIs show similar scan/rescan reproducibility over all the studied ADC and QSI parameters.

6.2.2 Differences between tract-specific ROI measurements

Comparing XY and Z parameters: Figure 6.3 shows mean and standard deviation of both ADC and QSI values over all 10 healthy subjects in each ROI. In all ROIs, ADC \(_{xy}\) values are significantly lower than ADC \(_{z}\). Similarly, in XY we also observe small FWHM and larger P0 compared to Z parameters. Both ADC and QSI findings support our assumption of restricted diffusion predominantly in XY direction.

Difference between WM and GM: Table 6.3 presents the results of pairwise t-tests between all GM and WM ROIs, testing for statistically significant differences in individual ADC and QSI metrics. The most significant differences are found between both the lateral tracts and GM region, as well as the posterior tract and GM. In both ADC and QSI, the XY measurements distinguish WM and GM regions better than the Z parameters. All the XY parameters, i.e. ADC \(_{xy}\), P0 \(_{xy}\) and FWHM \(_{xy}\), show similar p-values in detecting the differences between GM and the WM regions. In contrast, neither of the parameters is able to discriminate AT from GM.

Differences between WM regions: No statistical difference is observed between left and right LT in either ADC or QSI values. However, we detect differences between the PT and both LTs with ADC and QSI (p<0.05). The \(P - values\) between PT and LTs are consistently smaller in P0 \(_{xy}\) and FWHM \(_{xy}\) compared to ADC \(_{xy}\). None of these tracts show significant differences in any of the XY metrics. AT appears different from all the other WM regions with most ADC/QSI parameters in XY and Z.

Multi-variate differences between tract-specific ROI measurements: Table 6.4 shows the results of the multivariate test for statistical differences between ROIs for various combinations of ADC \(_{xy}\), ADC \(_{z}\), and P0 and FWHM metrics.
Table 6.2: Absolute and relative change (in percent) between scan and rescan of ADC and QSI in 4 healthy volunteers

(a) Perpendicular (ADC$_{p}$) and parallel diffusivity (ADC$_{l}$)

<table>
<thead>
<tr>
<th>subject</th>
<th>rLT</th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02 (7.6%)</td>
<td>0.04 (11.5%)</td>
<td>0.01 (3.9%)</td>
<td>0.03 (9.5%)</td>
<td>0.01 (1.0%)</td>
</tr>
<tr>
<td>2</td>
<td>0.03 (10.1%)</td>
<td>0.10 (34.9%)</td>
<td>0.07 (25.9%)</td>
<td>0.21 (47.3%)</td>
<td>0.01 (3.0%)</td>
</tr>
<tr>
<td>3</td>
<td>0.02 (6.5%)</td>
<td>0.09 (24.4%)</td>
<td>0.09 (38.6%)</td>
<td>0.13 (37.5%)</td>
<td>0.08 (14.8%)</td>
</tr>
<tr>
<td>4</td>
<td>0.11 (28.9%)</td>
<td>0.06 (16.4%)</td>
<td>0.17 (32.1%)</td>
<td>0.03 (10.4%)</td>
<td>0.03 (5.3%)</td>
</tr>
</tbody>
</table>

mean 0.05 (13.5%) | 0.07 (21.8%) | 0.08 (16.9%) | 0.10 (26.2%) | 0.03 (6.0%) |

ADC$_{p}$ × 10$^{-3}$ m$^2$/s

<table>
<thead>
<tr>
<th>subject</th>
<th>rLT</th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.22 (10.9%)</td>
<td>0.07 (3.4%)</td>
<td>0.23 (12.3%)</td>
<td>0.24 (11.9%)</td>
<td>0.33 (19.9%)</td>
</tr>
<tr>
<td>2</td>
<td>0.33 (17.4%)</td>
<td>0.12 (5.9%)</td>
<td>0.23 (14.0%)</td>
<td>0.32 (14.3%)</td>
<td>0.34 (17.6%)</td>
</tr>
<tr>
<td>3</td>
<td>0.18 (9.3%)</td>
<td>0.01 (0.4%)</td>
<td>0.05 (2.6%)</td>
<td>0.03 (1.3%)</td>
<td>0.04 (2.1%)</td>
</tr>
<tr>
<td>4</td>
<td>0.19 (9.5%)</td>
<td>0.05 (2.7%)</td>
<td>0.01 (0.6%)</td>
<td>0.12 (5.6%)</td>
<td>0.13 (7.4%)</td>
</tr>
</tbody>
</table>

mean 0.23 (11.8%) | 0.06 (3.1%) | 0.13 (7.4%) | 0.18 (8.3%) | 0.21 (11.8%) |

(b) Perpendicular and parallel QSI parameters

P$_0$

<table>
<thead>
<tr>
<th>subject</th>
<th>rLT</th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00 (0.0%)</td>
<td>0.04 (18.4%)</td>
<td>0.02 (8.6%)</td>
<td>0.00 (1.8%)</td>
<td>0.00 (2.5%)</td>
</tr>
<tr>
<td>2</td>
<td>0.00 (0.0%)</td>
<td>0.03 (11.1%)</td>
<td>0.01 (4.4%)</td>
<td>0.03 (15.8%)</td>
<td>0.01 (3.2%)</td>
</tr>
<tr>
<td>3</td>
<td>0.01 (5.7%)</td>
<td>0.00 (0.0%)</td>
<td>0.01 (4.7%)</td>
<td>0.02 (10.6%)</td>
<td>0.02 (10.9%)</td>
</tr>
<tr>
<td>4</td>
<td>0.01 (3.8%)</td>
<td>0.01 (3.4%)</td>
<td>0.00 (2.2%)</td>
<td>0.00 (0.0%)</td>
<td>0.01 (4.0%)</td>
</tr>
</tbody>
</table>

mean 0.01 (0.0%) | 0.02 (0.0%) | 0.01 (0.0%) | 0.01 (0.0%) | 0.01 (0.0%) |

FWHM$_x$

<table>
<thead>
<tr>
<th>subject</th>
<th>rLT</th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00 (0.0%)</td>
<td>3.00 (14.6%)</td>
<td>1.60 (7.1%)</td>
<td>0.40 (1.9%)</td>
<td>0.70 (2.5%)</td>
</tr>
<tr>
<td>2</td>
<td>0.20 (0.9%)</td>
<td>1.90 (9.4%)</td>
<td>1.00 (4.0%)</td>
<td>3.20 (13.6%)</td>
<td>1.00 (4.7%)</td>
</tr>
<tr>
<td>3</td>
<td>1.20 (5.9%)</td>
<td>0.30 (1.4%)</td>
<td>0.50 (2.1%)</td>
<td>2.00 (9.3%)</td>
<td>1.90 (7.6%)</td>
</tr>
<tr>
<td>4</td>
<td>0.40 (1.8%)</td>
<td>0.10 (0.4%)</td>
<td>0.10 (0.4%)</td>
<td>0.40 (1.8%)</td>
<td>0.80 (3.1%)</td>
</tr>
</tbody>
</table>

mean 0.45 (2.2%) | 1.33 (6.5%) | 0.80 (3.4%) | 1.50 (6.7%) | 1.10 (4.5%) |

P$_0$

<table>
<thead>
<tr>
<th>subject</th>
<th>rLT</th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01 (4.8%)</td>
<td>0.00 (2.9%)</td>
<td>0.01 (4.6%)</td>
<td>0.01 (7.5%)</td>
<td>0.01 (10.1%)</td>
</tr>
<tr>
<td>2</td>
<td>0.01 (11.1%)</td>
<td>0.00 (2.0%)</td>
<td>0.01 (7.0%)</td>
<td>0.01 (5.8%)</td>
<td>0.01 (10.9%)</td>
</tr>
<tr>
<td>3</td>
<td>0.01 (5.7%)</td>
<td>0.00 (1.2%)</td>
<td>0.00 (1.9%)</td>
<td>0.00 (0.4%)</td>
<td>0.00 (1.0%)</td>
</tr>
<tr>
<td>4</td>
<td>0.01 (5.9%)</td>
<td>0.00 (0.0%)</td>
<td>0.00 (0.9%)</td>
<td>0.00 (3.1%)</td>
<td>0.00 (3.6%)</td>
</tr>
</tbody>
</table>

mean 0.01 (6.9%) | 0.00 (1.5%) | 0.00 (3.6%) | 0.00 (4.2%) | 0.01 (6.4%) |

FWHM$_y$

<table>
<thead>
<tr>
<th>subject</th>
<th>rLT</th>
<th>ILT</th>
<th>AT</th>
<th>PT</th>
<th>GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.80 (3.0%)</td>
<td>1.00 (1.6%)</td>
<td>3.00 (5.3%)</td>
<td>5.40 (8.8%)</td>
<td>4.40 (8.4%)</td>
</tr>
<tr>
<td>2</td>
<td>6.10 (20.4%)</td>
<td>0.80 (1.3%)</td>
<td>3.50 (6.4%)</td>
<td>4.30 (6.5%)</td>
<td>8.50 (14.1%)</td>
</tr>
<tr>
<td>3</td>
<td>4.20 (7.1%)</td>
<td>1.20 (1.8%)</td>
<td>1.60 (2.7%)</td>
<td>0.40 (0.6%)</td>
<td>1.60 (2.6%)</td>
</tr>
<tr>
<td>4</td>
<td>3.50 (5.6%)</td>
<td>1.00 (1.7%)</td>
<td>0.50 (0.9%)</td>
<td>0.00 (0.0%)</td>
<td>1.60 (2.8%)</td>
</tr>
</tbody>
</table>

mean 3.90 (6.5%) | 1.00 (1.6%) | 2.15 (3.8%) | 2.53 (4.0%) | 4.03 (7.0%) |
Figure 6.3: Mean and standard deviation of ADC and QSI parameters over all 10 healthy controls for each SC tracts.
in XY and Z. As expected from single parameter t-test results, each tested combination is sensitive to differences between WM (except AT) and GM. However, including any of the QSI parameters noticeably reduced the significance of the observed differences.

Between WM regions, the combination of ADC\textsubscript{XY} and ADC\textsubscript{Z} shows good discrimination between the left and right LTs and the PT. In contrast, neither combinations of QSI metrics in XY is significantly different between any pair of WM regions. However, the combined QSI\textsubscript{Z} metrics (P\textsubscript{0},FWHM\textsubscript{Z}) revealed differences between PT and rLT and PT and AT that are not found in XY. The full combination of both QSI\textsubscript{XY} and QSI\textsubscript{Z} revealed the least differences between any tracts.

6.2.3 Correlation between ADC and QSI

Table 6.5 shows the Pearson coefficient and p-value for voxel-wise correlations between the investigated ADC and QSI metrics. We observe a strong correspondence (p<0.01) between ADC measurements and P\textsubscript{0} and FWHM QSI metrics in X as well as FWHM in Z. P\textsubscript{0} is the only parameter that does not correlate with any of the other metrics, which suggest that it captures additional information that is neither present in the ADC\textsubscript{Z} value nor in any of the XY measurements.

6.3 Discussion

6.3.1 Reproducibility

We find overall very good reproducibility of our measurements in both XY and Z. We attribute this to the combination of: (i) the small FOV imaging protocol, (ii) careful positioning, and (iii) strong gradient hardware. ADC values are considerably less reproducible than QSI metrics. To some degree this can be explained by the fact that only a subset of the full QSI dataset was used to compute the ADC values. On the other hand, the ADC model is very simple and the number of data points we used in this study for ADC fitting should suffice to allow a reliable fit of the mono-exponential decay curve. We assume therefore that the improvement we find in intra-subject reproducibility of QSI over ADC are unlikely to be just an effect of the number of acquisitions alone but rather a feature of the QSI method.

6.3.2 Discrimination of tracts in healthy spinal cord

Both ADC and QSI parameters allow some degree of discrimination between the different ROIs we investigated in this study. In both metrics, GM is most differentiated from all WM regions (except AT). The AT region presents values very similar to those found in the GM region. This can partly be explained by the largest standard deviation of all investigated ROIs. However, it must be noted that the AT is the most difficult ROI to locate due to its small size. Its size and location makes it hard to delineate from GM in the studied part of the SC. Furthermore, both the AT and GM suffer most from CSF contribution
Table 6.3: Pair-wise t-test results between SC tracts in ADC and QSI parameters. Statistically different values are marked **bold** for \( p < 0.05 \), **bold-italic** for \( p < 0.01 \).

|                | ADC\textsubscript{xy} & ADC\textsubscript{z} |                | ADC\textsubscript{xy} & ADC\textsubscript{z} |
|----------------|------------------------|----------------|------------------------|------------------------|
|                | ILT  AT  PT  GM        |                | ILT  AT  PT  GM        |                |
| rLT            | 0.51  <0.01  0.53  <0.01 | rLT            | 0.83  0.06  0.03  0.02 |
| ILT            | <0.01  0.60  <0.01     | ILT            | 0.01  0.06  <0.01     |
| AT             | 0.03  0.73           | AT             | <0.01  0.44           |
| PT             | 0.02               | PT             | <0.01               |

<table>
<thead>
<tr>
<th></th>
<th>P0\textsubscript{xy}</th>
<th></th>
<th>FWHM\textsubscript{xy}</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ILT  AT  PT  GM</td>
<td></td>
<td>ILT  AT  PT  GM</td>
<td></td>
</tr>
<tr>
<td>rLT</td>
<td>0.96  &lt;0.01  0.82  &lt;0.01</td>
<td>rLT</td>
<td>0.50  &lt;0.01  0.58  &lt;0.01</td>
<td></td>
</tr>
<tr>
<td>ILT</td>
<td>&lt;0.01  0.83  &lt;0.01</td>
<td>ILT</td>
<td>&lt;0.01  0.91  &lt;0.01</td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>&lt;0.01  0.36</td>
<td>AT</td>
<td>&lt;0.01  0.24</td>
<td></td>
</tr>
<tr>
<td>PT</td>
<td>0.01</td>
<td>PT</td>
<td>&lt;0.01</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>P0\textsubscript{z}</th>
<th></th>
<th>FWHM\textsubscript{z}</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ILT  AT  PT  GM</td>
<td></td>
<td>ILT  AT  PT  GM</td>
<td></td>
</tr>
<tr>
<td>rLT</td>
<td>0.93  0.06  0.02  0.05</td>
<td>rLT</td>
<td>0.46  0.12  &lt;0.01  0.19</td>
<td></td>
</tr>
<tr>
<td>ILT</td>
<td>&lt;0.01  0.05  0.01</td>
<td>ILT</td>
<td>0.01  0.03  0.04</td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>&lt;0.01  0.74</td>
<td>AT</td>
<td>&lt;0.01  0.85</td>
<td></td>
</tr>
<tr>
<td>PT</td>
<td>&lt;0.01</td>
<td>PT</td>
<td>&lt;0.01</td>
<td></td>
</tr>
</tbody>
</table>
6.3 Discussion

| Table 6.4: Hotelling’s-$T^2$ significance of pair-wise tract-specific differences for ADC and QSI metrics (confidence interval: 95%). Statistically different values are marked **bold** for $p<0.05$, **bold-italic** for $p<0.01$. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
| **(a) ADC$_{xy}$,ADC$_{z}$**    | **(b) Perpendicular QSI (P$_0$$_{xy,FWHM}_{xy}$)** |
| ItLT                            | AT              | PT              | GM              | ItLT            | AT              | PT              | GM               |
| rLT                             | 0.93            | 0.04            | 0.03            | <0.01           | rLT            | 0.44            | 0.10            | 0.60             | <0.01 |
| ItLT                            | 0.09            | 0.22            | <0.01           |                | ItLT            | 0.19            | 0.92            | 0.01             |     |
| AT                              |                | 0.81            |                |                | AT              | 0.23            | 0.43            |                |     |
| PT                              |                | <0.01           |                |                | PT              | 0.01            |                |                |     |
| **(c) Parallel QSI parameters (P$_0$$_{z,FWHM}_{z}$)** |
| ItLT                            | AT              | PT              | GM              | ItLT            | AT              | PT              | GM               |
| rLT                             | 0.57            | 0.08            | 0.02            | 0.04            | rLT            | 0.71            | 0.22            | 0.17             | 0.02 |
| ItLT                            | 0.22            | 0.32            | 0.19            |                | ItLT            | 0.45            | 0.69            | 0.08             |     |
| AT                              |                | <0.01           | 0.63            |                | AT              | 0.03            | 0.66            |                |     |
| PT                              |                | 0.01            |                |                | PT              | 0.02            |                |                |     |

We did not observe any differences between WM regions in the XY direction with either ADC or QSI measurements. This is likely an effect of the relatively low gradient strength we used here, which does not allow us to distinguish the small axon diameters we expect to find in WM tracts. Considering the relatively long gradient pulse duration of $\delta = 11ms$ used in this study, the centre-of-mass effect described would cause similar contrast for small axons (in Section 2.4.5 for details). A further indication of this is the strong correlations between ADC and QSI parameters, which might suggest that the contrast might be governed by the hindered diffusion compartment rather than by differences in restriction.

Interestingly, we found ADC and QSI parameters in Z to be more sensitive to differences between lateral and posterior tracts. Unlike, XY measurements, diffusion along the long axis of the SC is considered to be predominantly hindered. Henceforth, the observed differences are less likely to be attributed to differences in axon diameter distributions. Instead, they might inform about other microstructural properties such as the axon packing density or dispersion[169] or axonal undulation[110], which might differ between the PT and from the anterior median fissure (in case of the AT) and the spinal canal (in case of GM). Therefore the resulting measurements in this region might rather be caused by partial volume effects with CSF and GM (as shown in Chapter 5) than reflect a difference in underlying microstructure of the WM in the AT.
the LTs. In addition, the parallel metrics might also be influenced more by non-axonal features such as glial cell density in the WM tracts than their perpendicular counterparts. No significant correlation was found between QSI in XY and Z, suggesting that QSI in Z provides valuable information on these microstructural properties, which is complementary to the XY measurements.

Finally, we found no advantage in combining multiple QSI parameters in the multi-variate Hotelling-$T^2$ tests. We suggest this is caused by the redundant information provided by P0 and FWHM parameters describing the dPDF in this clinical set up. This is also supported by the correlations we find between P0 and FWHM in both XY and Z.

### 6.3.3 Comparison to previous study

The improved study design and image protocol leads to a much reduced variation in both ADC and QSI metrics compared to the previous study (previously variations were found >40% in XY and >16% in Z). Using the better image volume positioning method, we are also more confident in measuring ADC and QSI perpendicular and parallel to the major SC nerve fibres.

Both studies identified significant differences between GM and WM regions. The major difference between the two experiments is the fact that in Experiment 1 we were able to find statistical differences in XY metrics, which we couldn't reproduce in this second study. However, it should be noted that some of those XY findings were suspicious, e.g. they showed differences between left and right lateral tract. Although we find less discrimination in XY here, we think the result from this study are more convincing. The discrepancies are likely artefactual and stem from different hardware and study designs. Nevertheless, the study size is small for both experiments and a larger cohort would be needed to verify the results.
6.4 Conclusion

We have performed two experiments to investigate reproducibility of QSI metrics. We compared QSI metrics with conventional ADC analysis and investigated their ability to discriminate individual WM and GM tracts. For the first time, we also report QSI parameters measured parallel to the SC long axis. In both studies we found better intra- and inter-subject reproducibility in QSI compared to ADC in all investigated ROIs. Furthermore, both QSI and ADC did discriminate GM and WM as well as between some WM ROIs, although QSI metrics did not increase the differences significantly. Furthermore, we found that measurements in Z helped to distinguish structural differences of WM tracts with more accuracy, and complemented ADC and QSI values in the XY direction.

The encouraging initial results described in Chapter 5 motivated this second study, in which we tackled some of the major limiting factors of the previous Experiment, in particular low gradient strength and low spatial resolution. We confirmed the general trends found in intra- and inter-subject reproducibility, although overall reproducibility was reduced in all metrics as an effect of the optimised imaging protocol. However, we were able to confirm in this experiment that ADC and QSI metrics in Z provides useful information about the microstructure parallel to the principal fibre direction. The low standard deviation of QSI in this study makes our QSI protocol attractive for clinical studies, as it would help reducing sample numbers to detect differences, e.g. in patient cohorts as in [50].
Part III

Microstructure imaging
An optimised diffusion MRI protocols framework for estimating axonal characteristics in the presence of a single fibre orientation

In the previous chapters we have investigated two very different techniques in Diffusion Tensor Imaging (DTI) and \( \mathbf{q} \)-space imaging (QSI). In comparison to QSI, DTI requires relatively little amounts of data, but its underlying model is based on the assumption that all observed diffusion is Gaussian. Clearly, this is an over-simplification of the complex diffusion mechanisms present in biological tissue. QSI on the other hand makes no assumption about the diffusion process and can theoretically reveal even the most complex diffusion displacement profiles. QSI generally requires large amounts of data and requires very strong diffusion gradients. Henceforth, the implementation of true QSI on clinical systems is very difficult and the derived parameters are often difficult to interpret (as seen e.g. in chapters 5 & 6).

In the following chapters we will investigate a different model-based diffusion imaging technique, which can be seen as a compromise between the simple model of DTI and the complex QSI approach. Here, our work is heavily based on the ActiveAx approach by Alexander [3], who used a simple compartment tissue model to derive axon diameter and axon density indices in the brain using standard clinical hardware (see Chapter 2, section 2.4.10). Alexander’s work is designed under the premise of full brain imaging and therefore he presents DWI protocols that work independently of the fibre orientation. We call this the orientation invariant (OI) design. The OI approach is characterised by acquiring multiple high-angular-diffusion-imaging (HARDI) shells and requires good angular resolution to retain the orientation invariant features. As a consequence, the OI protocols used, e.g. in [4], require scan times of more than 1 hour, which limits their transition to clinical practice.

The main motivation of this work is to reduce the scan time of the ActiveAx protocols to a more clinically applicable limit of 20-30 minutes. The central objective in attaining this reduction is to discard the requirement for orientation invariance and focus on structures with a coherent known single fibre orientation. Many previous studies have focussed on those single fibre structures (e.g. corpus callosum (CC) or spinal cord (SC)) as they can be expressed in terms of relatively simple models without the need to include complex fibre configurations such as multiple fibre crossings, bending or fanning. Furthermore, many single fibre structures such as CC and SC are of great importance to many developmental and pathological processes. Our approach makes imaging these structures more practicable within a 20-30 minute time frame, where a full-brain protocol with a scan time of 1 hour or more might not be feasible.
In this chapter, we present a modification to the existing protocol optimisation framework of [3] (see Section 2.4.10) that incorporates this a-priori information about fibre organisation. We call this the single fibre (SF) design. We evaluate different SF implementations and use computer simulations to test and compare the SF strategy with the original OI approach. By design, the SF protocols are optimised only for a specific predetermined fibre orientation. However, in reality there will always be some variation even in very coherently aligned white matter (WM) tracts. We therefore test how much influence this variation has on SF compared to OI. Finally, we implemented an instance of the SF protocol to demonstrate its feasibility within a real biological tissue sample of fixed cervical monkey SC. Although this study is motivated by improving in-vivo clinical applicability, we chose to first test our approach on a pre-clinical scanner on a fixed tissue sample to avoid the challenges of in-vivo scanning (e.g. motion and insufficient image resolution) and focus on an initial demonstration of our method. The results and observations made in this chapter form the basis of the subsequent in-vivo implementation we present in the following chapter.

7.1 Protocol optimisation

This section discusses how we adapt the OI optimisation of Alexander [3] to the SF case. The original OI optimisation is designed to determine the best OI DWI protocols, i.e. the best PGSE pulse parameters, i.e. diffusion gradient strength (|G|), diffusion gradient pulse duration (δ), diffusion time (Δ), for a fixed number M of shells, each including a fixed number N of distributed gradient directions. The gradient directions scheme in the OI protocols is fixed and uniformly distributed over the sphere as in [36]. The HARDI-like gradient scheme is necessary to guarantee orientational invariance, i.e. be sensitive to restriction regardless of diffusion direction. In our SF implementation we can assume a known diffusion direction and therefore do not require the uniform angular sampling of the OI approach. This allows us to include the gradient scheme together with the PGSE pulse setting in the optimisation process. In addition to SF, which optimises gradient scheme and PGSE pulse parameters simultaneously, we are also interested in how much effect the optimisation of the gradient scheme alone (SFDIRS) and the PGSE parameters alone (SFPULSES) has on the performance of the resulting protocols. In total we tested the four following different variants of Alexander’s [3] optimisation framework, given a number of shells M and a number of gradient directions per shell N:

**OI:** The orientation invariant protocol optimisation as described in [3]. The algorithm uses a fixed gradient scheme of isotropically distributed gradient directions for each of the M shells and only optimises the PGSE pulse parameters. To minimise the influence of the fibre direction, the method is performed for a set of ‘worst case’ fibre directions, which are determined prior to the optimisation.
SF: The adapted algorithm optimises both the PGSE parameters and gradient direction scheme for \(M\) shells assuming a single a-priori known fibre direction. In other words, this individually optimises the \(M \times N\) gradient directions within the protocol together with the \(M\) PGSE pulse parameters.

SFPULSES: Similar to the OI optimisation approach, the algorithm uses a fixed gradient scheme for each of the \(M\) shells. The main difference to the OI design is that the algorithm optimises for a single a-priori known fibre direction instead of a set of ‘worst case’ fibre directions.

SDIRS: This is a two-step optimisation approach. The SFPULSES algorithm is performed to determine the best \(M\) PGSE pulse settings. In a second step the gradient scheme for each of the \(M\) shells is optimised, keeping the PGSE pulse parameters fixed.

Table 7.1 summarises the optimisation parameters for each of the four algorithms. It is important to note that the inclusion of the optimisation of individual gradient directions in SDIRS and SF drastically increases the number of free parameters to be optimised from \(O(M)\) to \(O(N \cdot M)\) compared to OI and SFPULSES.

### Tissue model

Like Alexander [3], we use a simple two-compartment model of white matter tissue, with axons represented as cylinders with a single radius and extraxonal tissue represented by an axially symmetric diffusion tensor (‘Zeppelin-Cylinder’ in the taxonomy of Panagiotaki et al. [118]). We assume tissue diffusion properties typically found in healthy \textit{in-vivo} human white matter based on the recommendations by Alexander et al. [4]. A full list of the model parameters used in the optimisation is given in Table 7.2.

### Implementation

We implement the four algorithms as described in Section 7.1 for \(M = 8\) different sets of PGSE parameters. For OI and SFPULSES we use the default setting
Table 7.2: Model parameters used for optimisation.

<table>
<thead>
<tr>
<th>Cylinder (intra-axonal)</th>
<th>Axially symmetric tensor (extra-axonal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{\text{extra}} )</td>
<td>( f_{\text{extra}} )</td>
</tr>
<tr>
<td>( d_0 )</td>
<td>( d_0 )</td>
</tr>
<tr>
<td>( d_L )</td>
<td>( d_L )</td>
</tr>
<tr>
<td>( \text{dir} )</td>
<td>( \text{dir} )</td>
</tr>
<tr>
<td>( R )</td>
<td>( R )</td>
</tr>
</tbody>
</table>

for the SOMA algorithm, i.e. 500 migration steps with 100 migrating individuals. For SFDIRS and SFPULSES, the parameter space to explore is much larger and we are using 1000 individuals with 750 migration steps to ensure convergence. To avoid local minima, each optimisation is repeated 5 times and from the resulting protocols the one with the smallest CRLB is chosen. The available gradient strength is limited to 60mT/m to simulate a typical clinical MRI scanner.

7.1.3 Optimised protocols

Figure 7.1 shows the CRLB of the four different optimisation schemes for different \( N \). We can see that CRLB distinguishes the four protocols in two groups: OI/SFPULSES with fixed directions and SFDIRS/SF with optimised directions. SFDIRS and SF consistently produce lower CRLB than OI and SF-PULSES regardless of the chosen \( N \), although the differences between the two groups become smaller for larger \( N > 60 \). For better comparison, Figure 7.1 shows the corresponding \( N \) for a different values of CRLB. We can see that SF and SFDIRS both achieve the same CRLB values of OI with significantly less directions. In other words, the SFDIRS and SF promise a comparable performance to OI with only 25%–33% of the amount of data required.

Furthermore, we observe that our SF protocols contain slightly stronger diffusion weighting factors compared to the other protocols. We can attribute this to the custom gradient scheme, which translates to more perpendicular measurements and hence increases the effective SNR in this direction. The optimisation uses this increase in measurement quality to trade off against stronger diffusion weighting factors, which is inherently associated with more noisy data in our framework.
7.1 Protocol optimisation

Figure 7.1: CRLBs of optimised protocols with different N number of gradient directions.

Figure 7.2 shows the CRLB of the four different optimisations for a fixed N = 90 but different signal-to-noise ratio (SNR) conditions. The results here are very similar to the findings shown above. Both SF and SFDIRS consistently show CRLB values three to four times lower than those of OI and SFPULSES for similar SNR values. The differences are most apparent for low SNR values, which are also more common in real clinical diffusion MRI.

Table 7.3 shows an example of the OI and the three SF protocol variants we obtain for N = 90 and SNR = 20. A more comprehensive visualisation of the different protocol parameters can be found in Appendix 7.A.1. We deliberately chose a large number of M to reevaluate the optimal number of different PGSE for each protocol. Our findings here show that a smaller number of M = 4 suffices to capture all unique combinations of PGSE pulse parameters, which confirms the results of Alexander [3]. We also note that OI and SFPULSES protocols are almost identical, suggesting that the choice of diffusion orientation for the OI has little influence on the outcome of the algorithm.
Table 7.3: Protocol parameters and gradient schemes for $N = 90, M = 8$. The $M$ different gradient direction schemes are coded by different colors. Please note that in the OI and SFPULSES protocols all $M$ gradient direction schemes are identical.

(a) OI protocol

| $\delta$ [ms] | $\Delta$ [ms] | $|G|$ [mT/m] | b-value [s/mm$^2$] |
|---------------|---------------|--------------|-------------------|
| 12.0          | 17.0          | 60           | 583               |
| 12.0          | 17.0          | 60           | 585               |
| 12.0          | 17.0          | 60           | 587               |
| 12.0          | 17.0          | 60           | 588               |
| 22.7          | 46.3          | 30           | 1490              |
| 24.4          | 46.6          | 30           | 1504              |
| 20.3          | 44.7          | 40           | 2752              |
| 33            | 38            | 60           | 7555              |

(b) SF protocol

| $\delta$ [ms] | $\Delta$ [ms] | $|G|$ [mT/m] | b-value [s/mm$^2$] |
|---------------|---------------|--------------|-------------------|
| 14.7          | 19.8          | 60           | 832               |
| 14.8          | 19.8          | 60           | 837               |
| 15.1          | 20.1          | 60           | 883               |
| 15.4          | 20.4          | 60           | 592               |
| 21.2          | 53.3          | 30           | 1361              |
| 27.2          | 47.3          | 40           | 3123              |
| 27.9          | 47.2          | 40           | 3452              |
| 35            | 40            | 60           | 8914              |

(c) SFPULSES protocol

| $\delta$ [ms] | $\Delta$ [ms] | $|G|$ [mT/m] | b-value [s/mm$^2$] |
|---------------|---------------|--------------|-------------------|
| 12.8          | 17.8          | 60           | 572               |
| 12.0          | 17.0          | 60           | 580               |
| 12.0          | 17.9          | 60           | 580               |
| 12.0          | 17.9          | 60           | 582               |
| 21.5          | 48.9          | 30           | 1484              |
| 24.7          | 46.3          | 30           | 1577              |
| 20.3          | 44.5          | 40           | 2639              |
| 32.9          | 37.9          | 60           | 7515              |

(d) SFDIRS protocol

| $\delta$ [ms] | $\Delta$ [ms] | $|G|$ [mT/m] | b-value [s/mm$^2$] |
|---------------|---------------|--------------|-------------------|
| 12.8          | 17.8          | 60           | 572               |
| 12.0          | 17.9          | 60           | 580               |
| 12.0          | 17.9          | 60           | 580               |
| 12.0          | 17.9          | 60           | 582               |
| 21.9          | 48.3          | 30           | 1484              |
| 24.7          | 46.3          | 30           | 1577              |
| 20.3          | 44.5          | 40           | 2639              |
| 32.9          | 37.9          | 60           | 7515              |
7.2 Experiments

7.2.1 Synthetic data

From all protocols for N=90 and SNR=20 we generate synthetic datasets, with which we then test and compare the performance of the different protocol optimisations. The number of gradient directions was chosen to be large in order to allow sufficient angular resolution for OI and SFDIRS protocols.

The MR signals are generated from the same tissue model and tissue diffusion properties we used for the protocol optimisation (see section 7.1 and Table 7.2 for details). We use the Camino software package [37] to simulate datasets for four different cylinder radii $R = 1, 2, 5, 10 \mu m$ as a representation of radii usually found in in-vivo white matter tissue. To simulate noise in the MR acquisition, we add Rician noise with SNR=20 to the simulated noise-free datasets. To concentrate on comparing the estimates of radius and volume fraction between the protocols we assume all cylinders to be perfectly aligned along the $[0, 0, 1]^T$ as assumed in the optimisation process.

Effect of principal diffusion direction

Even in very coherent structures such as the CC, the observed fibre direction is subject to some variation. However the protocols SF and SFDIRS contain gradient schemes designed for a fixed principal diffusion direction. To test the effect of potential misalignment between assumed and true principal diffusion direction we designed the following experiment.

We created similar dataset as above, with the exception of varying the principal diffusion direction for each synthetic sample. Using the spherical representation of the cylinder direction, we sampled each combination of polar angle $\phi \in \{0..90\}^\circ$ and azimuth angle $\theta \in \{0..180\}^\circ$ in discrete steps of $5^\circ$. In total we simulated 703 unique datasets with different principal diffusion directions (see Figure 7.3 for a plot of the generated diffusion directions).

![Figure 7.3: Generated diffusion directions to test orientation bias as 3-d scatter plot (left panel) and polar scatter plot (right panel).]
Dispersion

The dispersion of fibres is another confounding factor that has considerable
influence on the estimates of cylinder radius and volume fraction as shown by
Zhang et al. [167]. While Zhang et al. also showed that the effect in coherent
structures with moderate dispersion, such as in the CC, is negligible for OI,
it is unclear whether this is still the case for the optimised gradient schemes
used in our SF and SFDIRS protocols. We therefore created a set of data to
test the effect of dispersion on our protocols. To simulate different degrees of
dispersed diffusion directions, we used the the Von-Mises-Fisher distribution
\( p_d \):

\[
p_d(\mathbf{x}; \mu, \kappa) = \frac{\kappa}{2\pi(1 - e^{-\kappa})} (\kappa \mu^T \mathbf{x}),
\]

(7.1)

which is defined for each point \( \mathbf{x} \in \mathbb{R}^2 \) on the unit sphere with \( \mu \) being the
mean distribution of the distribution, and \( \kappa \) being the scalar concentration pa-
rameter that controls the dispersion of the distribution. From \( p_d \) we sampled
1000 directions. We then took the average of the noise-free MR signal gener-
ated from our tissue model, and added Rician noise as described above. To
simulate different degrees of dispersion we varied \( \kappa \in [2, 4, 8, ..., 512] \) with
fixed \( \mu = [0, 0, 1]^T \). Figure 7.4 illustrates the sampled directions for each of
the used \( \kappa \) values. For \( \kappa \to \infty \) the amount of dispersion becomes neglible and
the simulation is equivalent to a perfectly coherent fibre configuration.

\[\begin{array}{ccc}
\kappa = 1 & \kappa = 2 & \kappa = 4 \\
\kappa = 8 & \kappa = 16 & \kappa = 32 \\
\kappa = 64 & \kappa = 128 & \kappa = 256 \\
\kappa = 512 & \kappa \to \infty
\end{array}\]

Figure 7.4: Visualisation of 1000 sample directions drawn from Von-Mises-Fisher distri-
bution with varying \( \kappa \). Left half of each figure shows the 3-d scatter plot, right
half shows a polar plot of the sampled directions for each value of \( \kappa \).
7.2.2 Feasibility study on fixed monkey spinal cord

Scans were performed on an experimental 4.7 Tesla scanner (Varian Inc., Palo Alto, CA, USA) in collaboration with the Danish Research Centre for Magnetic Resonance (DRCMR). To make best use of the hardware, we carried out the protocol optimisation as described above but increased $|G|_{\text{max}}$ to 300 mT/m. We also adjusted for differences in tissue properties between live and fixed tissue, e.g. decreased diffusivity and shrinkage of axon diameters, based on preliminary DTI analysis of the tissue sample. The full list of modified tissue parameters is given in Table 7.5. Scan time in this experiment was limited to 12h only. To retain acceptable image resolution and SNR within the given time frame, we reduced the number of acquisitions to $M = 4$ and $N = 30$. Furthermore, we only had time to test the SF protocol in this experiment. The resulting protocol is summarised in Table 7.4 and described more comprehensively in Appendix 7.A.2.

We used a volume coil for transmission and a homemade 20 mm surface coil was used as receive coil. The data was acquired using a spin-echo sequence with single line readout and a conventional pulsed gradient spin-echo preparation [142]. TE/TR were 59/2000 ms, field-of-view (FOV) was $10 \times 10 mm^2$. The matrix size was 64x64 and was 2-D interpolated to 128x128 leading to an axial in-plane resolution of $79 \times 79 \mu m^2$. To support the high in-plane resolution we acquired thick slices of 1.5mm to achieve acceptable SNR in our data. The protocol was repeated 4 times with a total imaging time of 13 h. The magnitude images of the four repeated measurements were averaged offline prior to analysis.

7.2.3 Model fitting

A voxel-wise fit of the MR signal is performed using a fitting method similar to Alexander et al. [4]. We define the objective function as the likelihood of model parameters given the observed MR signals under Rician noise ($\sigma = 0.05$). We use the multi-run fitting routine of Panagiotaki et al. [118] to find an initial estimate, which determines the best parameter vector from multiple gradient-descent runs with perturbed starting points (n=20 in our case). Based on the

| $\delta$ | $\Delta$ | $|G|$ | $b$-value |
|---------|---------|------|--------|
| 6       | 13      | 300  | 254    |
| 7       | 13      | 300  | 3353   |
| 3       | 47      | 300  | 2656   |
| 10      | 41      | 254  | 17736  |
### Table 7.5: Adjusted ex-vivo tissue model parameters used for pre-clinical scan optimisation (changes to in-vivo protocol are displayed in red).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ex-vivo protocol</th>
<th>Extra-axonal protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylinder (intra-axonal)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( f_{\text{intra}} )</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>( d_\parallel )</td>
<td>( 4 \cdot 10^{-10} , \text{m}^2/\text{s} )</td>
<td>( 4 \cdot 10^{-10} , \text{m}^2/\text{s} )</td>
</tr>
<tr>
<td>( d_\perp )</td>
<td>( 2.5 \cdot 10^{-10} , \text{m}^2/\text{s} )</td>
<td>( 2.5 \cdot 10^{-10} , \text{m}^2/\text{s} )</td>
</tr>
<tr>
<td>( \text{dir} )</td>
<td>([0, 0, 1]^T)</td>
<td>([0, 0, 1]^T)</td>
</tr>
<tr>
<td>( R )</td>
<td>([0.5, 1, 2] , \mu\text{m})</td>
<td>([0.5, 1, 2] , \mu\text{m})</td>
</tr>
</tbody>
</table>

initial parameter estimates, we then performed a Markov chain Monte Carlo (MCMC) algorithm to determine the posterior distributions of the model parameters. To ensure convergence, we used the following, rather conservative setting for the MCMC algorithm: burn-in of 5000, sample interval of 1000, 5% parameter perturbations with uniform, uninformative priors.

To increase stability of the fitting we fixed \( d_\parallel \) to its true value of \( 1.7 \, \text{mm/s}^2 \) similar to previous studies [4, 9, 16]. Moreover, \( d_\perp \) is approximated by the tortuosity formulation for randomly positioned cylinders proposed by Szafer et al. [144]:

\[
D_\perp = f_{\text{intra}} \cdot D_\parallel \tag{7.2}
\]

For SFDIRS and SF, we also found our method to be very unstable with respect to determining the correct principal diffusion direction of the model, even when the fibre direction was close to \([0, 0, 1]^T\). This possibly stems from the fact that the initial guess of the direction is computed from the Diffusion Tensor (DT) model. While this method works well for OI and SFPULSES protocols, it fails when using the optimised gradient direction sets of SFDIRS and SF. We therefore fixed the principal fibre direction to \([0, 0, 1]^T\) in all experiments, unless stated otherwise.

### Fixed tissue

We chose to scan a sample of fixed monkey cervical spinal cord to test our protocol in a real biological system. The details of the sample preparation are described in [95]. For the fixed tissue we used a slightly modified fitting routine to account for the differences between fixed and live tissue. For the ex-vivo sample we fixed \( d_\parallel \) to 0.45\,\mu m/mm\(^2\). The volume fraction of the restricted compartment \( f \) was constrained to be in the range of \([0.5, 1.0]\). In each voxel, the mean of the posterior distribution of \( R \) and \( f_{\text{intra}} \) is calculated. For consistency with indices derived from histological examination [1, 77, 86] and also previous imaging studies [4], maps of the axon diameter index \( a = 2 \cdot R \) and the axonal density index \( \rho = f_{\text{intra}} / \pi / R^2 \) were generated.
7.3 Results

7.3.1 Accuracy and precision of parameter estimates

Figure 7.5 shows box plots of the fitted volume fraction $f_{intra}$ and $R$ for different cylinder radii.

![Boxplots](image)

**Figure 7.5:** Boxplots of estimated $f_{intra}$ and $R$ for different cylinder radii.

All protocols can successfully recover the correct value of $f_{intra}$ for all radii 1, 2 and 5 $\mu$m with the posterior distributions being centred around the true value $f_{intra} = 0.7$ with little variance. When $R = 10 \mu$m we observe significantly more variance in the estimates for in all protocols. Further we find the estimates to be less accurate, mainly in SF and SFPULSES, which overestimate $f_{intra}$ slightly.

Compared to $f_{intra}$ results, we observe more variance in the posterior distributions of $R$ estimates for all protocols. Over all $R$, the protocols SFDIRS and SF appear to achieve better results than OI and SFPULSES. To illustrate this better, Figure 7.6 shows the posterior distributions of $R$ for each protocol in more detail.
All protocols perform best for $R = 5\mu m$ with tight posterior distributions centred around the ground truth. While generally all protocols show very good accuracy in estimating $R$, SFDIRS and SF have the advantage in terms of precision as their distributions are considerably tighter than for OI and SFPULSES. Compared to $R = 5\mu m$, $R = 10\mu m$ estimates are generally broader and with a noticeable negative skew, particularly for OI and SFPULSES protocols. As for $5\mu m$, SFDIRS and SF produce more sharp parameter distributions than OI and SFPULSES, although the difference is less obvious. The broader distributions for $R = 10\mu m$ might be explained by the lack of diffusion times long enough for most molecules to interact with the boundary, which are necessary to estimate large radii accurately. We assume a typical T2 signal decay of 70ms in this experiment. In this regime long diffusion times can not be reached with acceptable SNR [168]. As a consequence, for $R = 10\mu m$ a greater proportion of the signal will appear unrestricted and causes the underestimation of $f_{intra}$ and larger variation in radius estimates in our results.

Smaller radii, $R = 1\mu m$ and $R = 2\mu m$ can clearly be distinguished from the larger radius samples, but are less well separable from each other in all protocols, with posterior distributions showing significant overlap as expected from limited gradient strength used in this experiment [3, 4, 135]. For small radii the centre-of-mass (COM) effect on small radii prohibits any contrast between small $R$ (see Section 2.4.5 for a detailed explanation). As can be appreciated in Figures 7.6 and 7.5, this results in either a very broad posterior distribution, as seen in OI and SFPULSES protocols or in consistent underestimation of the axon diameter parameter with small variance as seen in SFDIRS and SF. Consequently, none of the four protocols can estimate small $R$ with confidence. However, SF, and to a lesser extent SFPULSES, at least allow some distinction between $R = 1\mu m$ and $R = 2\mu m$, while they are effectively indistinguishable for the two protocols.

**7.3.2 Variation of fibre direction**

Figure 7.7 shows the root mean squared error for both $f_{intra}$ and $R$ parameters with respect to the principal orientation of diffusion for cylinders with small
radius \( R = 2\mu m \) and large radius \( R = 5\mu m \). As in the previous experiment, all the protocols generally perform better for \( R = 5\mu m \) than \( R = 2\mu m \). The most marked differences between protocols appear in the \( R = 2\mu m \) dataset.

The plots clearly show that estimates of \( f_{\text{intra}} \) are unaffected by the true diffusion orientation in all protocols for \( R = 2\mu m \). While this is expected for OI and SFPULSES, we can explain the performance of SF and SFDIRS by the small cylinder radius, which even at non-perpendicular angles offers enough restriction for SF and OI to distinguish hindered and restricted diffusion even when the gradient scheme is not aligned perpendicular to the intra-axonal compartment. Respectively, simulation results for \( R = 5\mu m \) show that \( f_{\text{intra}} \) estimates are affected more by the misalignment of the gradient scheme, which artificially increases the effective cylinder radius and is misinterpreted as less restriction in the larger radii samples because less molecules are sufficiently explore the boundary (see also e.g. [12, 167]). However, the estimation error still remains low over all different directions.

Larger differences between the protocols can be seen in the \( R \) estimation error. Again, OI and SFPULSES are consistent over the whole range of simulated fibre directions, with no apparent directional pattern of the estimation error. In contrast, SF and SFDIRS performance is considerably more impeded for larger misalignment of gradient scheme and cylinder orientation. The maximum estimation error is observed for rotation angles around 45°. With \( \phi \) close to 90°, the SF and SFDIRS gradient direction scheme now features more measurements perpendicular and parallel to the cylinder compartment, which reduces again the fitting error. For smaller misalignments of \( \phi < 15^\circ \) both SF/SFDIRS perform very similar to the OI/SFPULSES protocols.

Effect of fibre dispersion: Figure 7.8 shows the fitted \( f_{\text{intra}} \) and \( R \) estimates for different degrees of intra-voxel dispersion of fibre orientations. For small \( \kappa \), i.e. high degrees of dispersion, we observe large errors in estimates of both \( f_{\text{intra}} \) and \( R \), as expected e.g. from [167]. However, for \( \kappa \geq 64 \), the fitted parameters converge to their respective ground truth, although such a value of \( \kappa \) still presents a considerable degree of dispersion (5\% quantile of fibre misalignment is 2.5°, 50\% quantile is 10°, 95\% quantile is 17° respectively). With increasing \( \kappa \), there appears to be no noticeable difference between the four protocols.

### 7.3.3 Proof-of-concept ex-vivo implementation

Figure 7.9 presents maps of axon diameter \( a \) and axonal density \( \rho \) in the upper cervical spinal cord obtained from the SF protocol. We can discriminate clearly differences in axon diameter and axonal density indices between anatomically different white matter tracts. Dorsal and lateral sensory tracts show small axon diameters between 1–4\( \mu m \) and a density of 0.03–0.08\( \mu m^{-2} \). The smallest axon calibers (<1.5\( \mu m \)) are observed in the dorsal columns (DC) while mean axon size in the anterolateral column (ALC) is 1.5–2.5\( \mu m \). The largest axons (3–4\( \mu m \)) are found in the corticospinal tracts (CST) together with low density of 0.01–0.02\( \mu m^{-2} \). Overall, we clearly observe left-right symmetry of axon
7.4 Discussion

We presented here a novel method that provides optimal diffusion weightings and gradient directions for estimating axonal diameter by exploiting the single fibre orientation of structures like the corpus callosum or spinal cord. We demonstrated that the SF approach reduces the required amount of data by 60–75%, while achieving similar performance to OI. This translates into a considerable reduction in scan time from >1 hour for OI to less than 20–25 minutes, which makes routine clinical implementation much more viable.

Figure 7.7: Root mean square error of $f_{\text{intra}}$ and $R$ estimates for different principal diffusion directions.

Diameter and density in all tracts, which corresponds well with the known anatomical organisation of the the SC. Parameters are also consistent along the SC within the limits of anatomical variation and are in the range of values reported in previous histological evaluation of the cord [59, 61].
Our results suggest that a dedicated optimisation of gradient directions is clearly beneficial over the orientation invariant OI approach, both in terms of CRLB and simulated noisy data, when the fibre direction is known a-priori. We find that the optimisation routine deliberately diminishes angular resolution in favour of measuring diffusion only in the most informative directions (predominantly parallel and perpendicular to the WM tracts). We noticed that our optimised gradient scheme picks out predominantly gradient directions parallel and perpendicular to the cylinder compartment, presumably to maximise sensitivity to restricted diffusion. In that respect our automatically optimised gradient schemes agree with many other studies e.g. [9, 13, 118, 139], which only chose parallel and perpendicular measurements to maximise sensitivity to restricted diffusion. The few intermediate gradient directions are most likely the result of imperfections in the optimisation due to the overwhelming number of free parameters in the SF and SFDIRS designs (see next chapter for more details). Overall, our results confirm that parallel and perpendicular directions gives the most information about the tissue, and one should focus on those directions when the fibre configuration is known a-priori. Furthermore, the
simulation results show that the combination of stronger diffusion weighting and custom gradient scheme in the SF design is most successful in estimating the cylinder radius, especially when $R$ is very small.

Considering the small number of distinct gradient directions, it comes as no surprise that we found the optimised gradient schemes in SF and SFDIRS more prone to error when the true fibre orientation differs from the one assumed in the optimisation process. However, when the misalignment was less than $15^\circ$ (as expected in coherent WM structures) the impact was negligible. We are confident that with careful positioning, the SF gradient scheme can be aligned to the dominant fibre directions in CC and SC with little error, without diminishing the performance of the SF protocols.

Finally, the feasibility study on our post-mortem SC sample demonstrates that we can estimate a reasonable range of axon diameters and densities under realistic imaging conditions, while retaining a high image resolution. Furthermore we were able to distinguish different WM tracts of the SC by both axon diameter and axon density.

There are some limiting factors to our study. Firstly, we only optimise and fit a very simple tissue model, which only allows a crude approximation of the real tissue properties. Other, more complex, models might be a better representation of the real tissue microstructure, e.g. modelling explicitly a distribution of axon radii [16], or including more extra-axonal tissue compartments [118, 139, 154]. While these models might arguably be more accurate, they also require many more acquisitions and therefore do not agree with the aim of this study to reduce the scan time to less than 30 minutes. The choice of a simpler model offers a compromise of manageable data requirements and informative model parameters.

Secondly, the spinal cord sample we used in this study was not available for histological processing. Despite the lack of independent validation, the differences between WM tracts agree with previous results in [59]. It should be noted that our results were obtained with a significantly smaller number of diffusion weighted directions and b-factors compared to other studies [9, 16, 118], making it more comparable to conditions found in in-vivo scanning. Nevertheless, in many cases the pre-clinical set-up has advantages over the in-vivo situation, as it profits from long scan times, high SNR and an absence of motion artefacts. Although the findings in this experiment might therefore not be directly transferable to clinical practice, the results are sufficiently encouraging to pursue the SF approach in clinical practice. In the next two chapters we will therefore focus on moving the SF approach towards a feasible in-vivo implementation on standard clinical hardware.
7.A Protocols

7.A.1 Protocols optimised for $|G|_{\text{max}} = 60\text{mT/m}, N=90, M=8$

\begin{itemize}
  \item $m = 1$
  \item $m = 2$
  \item $m = 3$
  \item $m = 4$
  \item $m = 5$
  \item $m = 6$
  \item $m = 7$
  \item $m = 8$
\end{itemize}

$\delta = 13\text{ms}, \Delta = 18\text{ms}, |G| = 60\text{mT/m}$

$\delta = 13\text{ms}, \Delta = 18\text{ms}, |G| = 60\text{mT/m}$

$\delta = 13\text{ms}, \Delta = 18\text{ms}, |G| = 60\text{mT/m}$

$\delta = 13\text{ms}, \Delta = 18\text{ms}, |G| = 60\text{mT/m}$

$\delta = 23\text{ms}, \Delta = 48\text{ms}, |G| = 31\text{mT/m}$

$\delta = 24\text{ms}, \Delta = 47\text{ms}, |G| = 32\text{mT/m}$

$\delta = 26\text{ms}, \Delta = 45\text{ms}, |G| = 39\text{mT/m}$

$\delta = 33\text{ms}, \Delta = 38\text{ms}, |G| = 60\text{mT/m}$

\textbf{Figure 7.10:} OI protocol optimised for clinical gradient strength.
Figure 7.11: SFPULSES protocol optimised for clinical gradient strength
Figure 7.12: SFDIRS protocol optimised for clinical gradient strength
7.A Protocols

Figure 7.13: SF protocol optimised for clinical gradient strength
7. A.2 Pre-clinical scanner (300mT/m), N=30, M=4

\[
\begin{align*}
\text{m} & = 1 \\
\delta & = 6\text{ms}, \Delta = 13\text{ms}, |G| = 300\text{mT/m} \\
\text{m} & = 2 \\
\delta & = 7\text{ms}, \Delta = 13\text{ms}, |G| = 300\text{mT/m} \\
\text{m} & = 3 \\
\delta & = 3\text{ms}, \Delta = 47\text{ms}, |G| = 300\text{mT/m} \\
\text{m} & = 4 \\
\delta & = 10\text{ms}, \Delta = 41\text{ms}, |G| = 254\text{mT/m}
\end{align*}
\]

Figure 7.14: SF protocol optimised for pre-clinical scanner and fixed tissue.
Clinical feasibility of *in-vivo* estimates of axonal characteristics using optimised single fibre DWI protocol in the corpus callosum

8.1 Introduction

In the previous chapter we have introduced the single fibre SF diffusion MRI protocol optimisation framework designed for unidirectional white matter tracts. The aim of this chapter is to investigate the clinical feasibility of the SF protocols to estimate axon diameter and axon density indices *in-vivo*. Alexander et al. [4] has already shown that such indices can be acquired *in-vivo* on a standard clinical system, but the long scan time of 1 hour is excessive for routine clinical application.

We have already shown in simulations that SF protocols allow more accurate estimates of microstructure indices in highly coherent WM bundles compared to the OI approach of Alexander [3]. We further demonstrated the feasibility of estimating a biologically reasonable range of axon diameter and axon density indices in a sample of fixed primate spinal cord. Our initial results suggest that SF protocols can produce acceptable estimates of tissue microstructure indices using only a moderate number of diffusion weighted acquisitions.

Our aim is to produce a SF protocol that can be acquired within 25 minutes, which is comparable in scan time to a typical DTI protocol. We focus here on studying the effect of reducing the total number of diffusion weighted directions (SF) to accommodate the scan time limit. First, we compare our SF protocols with Alexander’s OI approach using Monte Carlo (MC) simulations. We then evaluate both methods in an MRI scan/rescan experiment on two healthy volunteers to investigate the feasibility of estimating microstructural parameters *in-vivo* under realistic clinical conditions.

8.2 Asymptotic protocol optimisation

In the previous chapter we have implemented a SF protocol optimisation, given a total number of acquisitions $N$ divided in $M$ sets of different pulsed gradient spin echo (PGSE) pulse settings with the gradient scheme being either fixed OI or optimised for each set SF. Our simulations showed that protocols with optimised gradient schemes consistently outperformed the protocols with a fixed uniform gradient scheme. While the complete optimisation of all gradient directions offers great flexibility, it is also computationally very demanding. The increase in free parameters increases the computational complexity and thus requires much longer computation times compared to OI.
larger parameter space also causes a higher risk for the algorithm to converge to a local minimum instead of the global minimum.

We observed in the previous chapter that the SF-optimised gradient schemes converged to a trivial arrangement of gradient directions, featuring predominantly perpendicular and parallel measurements to the given fibre direction. In fact, we can hypothesise that the few variations in gradient direction do not reflect the true optimal gradient scheme, but are caused by imperfections in the optimisation algorithm. To test this hypothesis, we can simply use the SF, presented in the previous chapter, to produce a modified SF\textsubscript{mod} protocol with only parallel and perpendicular gradients by aligning each gradient to the closest perpendicular or parallel gradient direction. Figure 8.1 compares the CRLB values for such a modified SF\textsubscript{mod} protocol compared to the untouched SF and OI protocols for different numbers of gradient directions. We can see that not only does the SF\textsubscript{mod} protocol achieve a similar improvement of CRLB values to SF over the OI method, but it even gives the smallest CRLB values out of the three methods. We conclude that it suffices to use gradient schemes with only in-parallel and perpendicular gradient directions in our optimisation.

To reduce the complexity of the optimisation problem, we constrain our measurements in the protocol to have gradient directions only perpendicular to the fibre bundles, but we include one measurement in the parallel direction for the estimation of diffusivity along the axons. Such a gradient scheme contains exclusively either parallel or perpendicular measurements, and thus can be considered independent of the number of gradient directions \(N\) in each set \(M\). We can therefore replace the optimisation for each pair of \((N, M)\), with an asymptotic optimisation for \(N \to \infty\) (in the following referred to as ASF). The ASF approach allows us to introduce the weighting factors \(w_m\) that reflect how important each measurement is, i.e. how often it should be sampled relative to the other measurements. We can then adapt Eq. 2.30 so that:

\[
\Omega = \text{diag}\{w_1, \cdots, w_M\} \quad \text{with} \quad \sum_{m=1}^{M} w_m = 1
\]

(8.1)
For any given desired discrete realisation of ASF for a total number of measurements $N_{\text{total}}$, we can simply calculate the number of acquisitions per set by $N_m = w_m N$. Table 8.1 summarises the optimisation parameters for the asymptotic protocol optimisation in comparison with the OI and SF methods described in the last chapter. It must be noted that the computational complexity of the ASF is only dependent on $M$, making it similar to the complexity of OI and significantly less computationally demanding than SF.

| Table 8.1: Overview of free and fixed parameters for the ASF protocol optimisation compared to SF and OI protocols. |
|-------------------------------------------------|-----------------|-----------------|-----------------|
| Free parameters                                 | ASF             | OI              | SF              |
| $w_m, \delta_m, \Delta_m, G_m$                  | $\delta_m, \Delta_m, G_m$ | $\phi_m, \theta_m, \delta_m, \Delta_m, G_m$ |
| Fixed parameters                                | $\phi_m, \theta_m$ | $\phi_m, \theta_m$ | – |
| Specific fibre direction                        | yes             | no              | yes             |
| No. of free parameters                          | $O(M)$          | $O(M)$          | $O(M \times N)$ |

8.3 Experiments & Methods

8.3.1 Protocols

We generate optimized protocols for our 3T Philips Achieva scanner with a maximum $|G|$ strength of $|G_{\text{max}}| = 60 mT/m$. We assume same two-compartment tissue model and parameter range we described in the previous chapter for the ASF design. The ASF protocol optimisation is performed and we derive a protocol with a total of 90 diffusion weighted acquisitions (SF$_{90}$), which corresponds to the desired 25 minutes of scan time on our scanner. For comparison, we also generate an OI protocol $N = 360$ (OI$_{360}$) as used in [4] and an ASF protocol with the same number of acquisitions (SF$_{360}$). The three protocols are presented in Table 8.2. The OI$_{360}$ protocol optimisation uses $M = 4$ and report the three unique PGSE parameter settings. For the SF$_{90}$ and SF$_{360}$ protocols we increased $M = 8$ to avoid unnecessary constraints in the estimation of the asymptotic weighting factors. We only report here the 5 estimated unique PGSE parameters with $w > 0$.

8.3.2 Simulations

We use the free diffusion simulation of Hall et al. [62], which performs a Monte Carlo (MC) simulation of water particles in packed cylinders. We use the 44 synthetic white matter substrates from Alexander et al. [4] with diameter distributions and packing densities similar to previously reported histology studies [1, 61, 87]. We perform the MC simulation with 50000 walkers and 20000 time steps for each protocol. For each substrate we generate 10 sets of noise-
Table 8.2: PGSE settings of SF\textsubscript{90}, SF\textsubscript{360} and OI\textsubscript{360} protocols. \(\perp\) and \(\parallel\) mark acquisitions perpendicular and parallel to the fibre bundles.

### (a) SF\textsubscript{360} and SF\textsubscript{90} protocols

<table>
<thead>
<tr>
<th>(N_m)</th>
<th>(\Delta) [ms]</th>
<th>(\delta) [ms]</th>
<th>(G) [mT/m]</th>
<th>(b) [s/mm(^2)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>72</td>
<td>17</td>
<td>33.0</td>
<td>14.5</td>
<td>36.8</td>
</tr>
<tr>
<td>38</td>
<td>10</td>
<td>22.4</td>
<td>15.9</td>
<td>60.0</td>
</tr>
<tr>
<td>45</td>
<td>11</td>
<td>29.3</td>
<td>22.8</td>
<td>60.0</td>
</tr>
<tr>
<td>68</td>
<td>17</td>
<td>48.0</td>
<td>26.6</td>
<td>43.7</td>
</tr>
<tr>
<td>67</td>
<td>17</td>
<td>40.5</td>
<td>34.0</td>
<td>60.0</td>
</tr>
<tr>
<td>360</td>
<td>90</td>
<td>360</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### (b) OI\textsubscript{360} protocol

<table>
<thead>
<tr>
<th>(N_m)</th>
<th>(\Delta) [ms]</th>
<th>(\delta) [ms]</th>
<th>(G) [mT/m]</th>
<th>(b) [s/mm(^2)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>71</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>101</td>
<td>19.2</td>
<td>11.7</td>
<td>60.0</td>
<td>540</td>
</tr>
<tr>
<td>107</td>
<td>38.2</td>
<td>12.5</td>
<td>47.8</td>
<td>870</td>
</tr>
<tr>
<td>81</td>
<td>29.1</td>
<td>21.6</td>
<td>60.0</td>
<td>2634</td>
</tr>
<tr>
<td>360</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
free MR signals and add Rician noise of $\sigma = 0.05$, resulting in a total of 440 sets of noisy MR signals. For each protocol we apply the model fitting procedure to the 440 sets of MR signals and retrieve the tissue model parameters.

Compared to the simple simulated substrates we used in the previous chapter, these substrates are more realistic and much less biased towards the tissue model that is used for fitting the observed signal. However, it is also more difficult to compare the ground truth axon diameter distribution with the fitted axon diameter index $a$. To compare the axon distributions with the estimated axon diameter index $a$, we have to take into consideration that the contribution of each axon to the MR signal depends upon its volume and is proportional to the square of its diameter. As in Alexander et al. [4] we correlate the estimated axon diameter index $a$ with the weighted axon diameter average $\hat{a} = \hat{f} / \int p(\alpha)\alpha^3 d\alpha$, where $p$ is the true distribution of axon diameter $\alpha$ and $\hat{f}$ is the intracellular volume fraction $\hat{f} = \int p(\alpha)\alpha^2 d\alpha$.

### 8.3.3 MRI experiment

The SF$_{90}$ and OI$_{360}$ protocols (see table 8.2) are implemented on our 3T Philips Achieva scanner to test the clinical viability of the 25 minute SF$_{90}$ protocol and compare it to the three times longer OI$_{360}$ protocol. Diffusion weighted MR images of two healthy volunteers (male 32yo, female 25yo) are acquired using a cardiac-gated EPI sequence with imaging parameters similar to the protocol described in [4]: 8 channel Philips head-coil, 10 slices, slice thickness=5mm, in-plane resolution=128×128 (FOV=35×35mm$^2$), TR=7RR, TE=125ms/TE=100ms for SF$_{90}$ and OI$_{360}$ respectively. We position the centre slice so that it is aligned with the mid-sagittal body of the CC to be able to acquire DWI measurements perpendicular and parallel to the fibres of the CC. SF$_{90}$ acquisition is repeated twice on two separate days for each subject to investigate the reproducibility of the estimated parameter maps.

### 8.3.4 Model fitting

We use the three stage fitting algorithm as described in Alexander et al. [4], to fit the tissue model to the MR signal in each voxel. We increase stability by fixing $d_t$ to $1.7 \cdot 10^{-9}$m$^2s^{-1}$ and $d_f$ is fixed to $3.0 \cdot 10^{-9}$m$^2s^{-1}$ [4, 9, 16]. The objective function is defined as the maximum likelihood of model parameters given the observed MR signals under Rician noise ($\sigma = 0.05$). An initial estimation is found using a coarse grid search algorithm over a set of physiologically possible parameters. Then a gradient descent algorithm further refines the parameter estimates. Finally a Markov Chain Monte Carlo (MCMC) algorithm with a burn-in of 2000, 50 samples at an interval of 200 provides posterior distributions of the parameters intra-axonal volume fraction ($\hat{f}_{\text{intra}}$) and the axon radius $r$. An average over the MCMC samples provides the final parameter estimates. We report the axon diameter index $a = 2r$ and the axon density index $\rho = 4f_1\pi^{-1}r^{-2}$. 
8.4 Results

8.4.1 Simulations

Figure 8.2 presents the results from fitting the model to the synthetic MC datasets as described above. For all three protocols we plot the fitted axon diameter index $a$ against $\hat{a}$ and the intra-cellular volume fraction $f_1$ against the true intra-cellular volume fraction $\hat{f}$ for all 440 noisy sets of MR signals. We also compute the mean over the 10 replications for each of the 44 unique substrates and display them in the same plot. The bottom row of Fig 8.2 shows that all protocols estimated the volume fraction accurately with little variance. Further, all protocols estimate larger radii $a$ that agree with the $\hat{a}$ index. The estimated $a$ varies arbitrarily between $0-2 \mu m$ for $\hat{a} < 3 \mu m$. Thus smaller $\hat{a}$ can be distinguished from larger ones but not accurately measured. This is because of the limited maximum $|G|$ that does not attenuate the signal from water inside axons of diameter $< 2 \mu m$. Despite the limitation, the trends of $a$ agree with the true values for $\hat{a}$ and suggest that the index $a$ is a useful discriminator of axon diameter distributions. SF$_360$ estimates both indices more accurately than OI$_360$ and variations among the 10 estimates in each substrate are smaller. SF$_90$ and OI$_360$ appear to have similar accuracy and precision in estimating $\hat{a}$ and $\hat{f}$. This suggests that we can reduce the total number of acquisitions by a third by exploiting a-priori known fibre orientation without sacrificing the quality of the parameter estimates.

8.4.2 MRI experiment

Figure 8.3 shows maps of $a$ and $\rho$ in the centre slice of the CC for all acquisitions in two volunteers. From previous histological studies [1] we expected low axon diameter and high density in the splenium and genu and higher axon diameters with lower density in the body of the CC. As predicted by the MC simulations (see also Alexander et al. [4]), all protocols overestimated $a$ because of the lack of sensitivity to lower diameters. The low-high-low trend in $a$ and high-low-high trend of $\rho$ can be observed in both subjects in OI$_360$ results but are less apparent in SF$_90$ scans. The worst case is seen in the result derived from SF$_90$ in subject 1, which presents very noisy parameter maps. This is likely to be caused by a misalignment with the true fibre direction of the CC and the gradient directions, which demonstrates the sensitivity of the SF protocol to accurate positioning. Furthermore, all SF scans consistently produce larger estimates of $a$ than OI$_360$. Variation in true fibre orientation is again the likely explanation. Unlike the SF protocols, the OI protocol can better compensate for this variation because of the high angular gradient sampling. However, despite the limitations, the results of subject 2 demonstrate reproducible estimates of $a$ and $\rho$. This suggests that with accurate positioning, the 20 minute SF$_90$ protocol is able to produce comparable parameter maps to OI$_360$, which requires more than three times the scan time.
Figure 8.2: Scatter plots of estimated tissue model parameters $a$ and $f_1$ (grey) and and mean $a$ and $f_1$ over 10 replications (black) against true $\hat{a}$ and $\hat{f}$ of the MC substrates.
In this work we propose optimised Diffusion Weighted Imaging (DWI) protocols that use the known fibre orientation in specific structures like the CC and allow us to estimate indices of axon diameter and density in the live human brain. We develop a new optimization algorithm that overcomes several limitations of previous approaches and produces DWI protocols that can be acquired in under 20 minutes. While previous protocols were too time consuming for clinical practice, the short acquisition time of our protocols opens the possibility to be included in a variety of studies. Experiments on synthetic data show that our protocols can provide axon diameter and density indices with similar variance to those from longer orientation invariant protocols. In-vivo scans on two healthy volunteers show the potential of our method to produce parameter maps of axon diameter and density that agree with the general histological trend but also reveal the limitations caused by misalignment and variation in fibre orientation, compared to the longer OI protocol. If such protocols are to be used, great care must be taken to align gradient directions with the fibre orientation. The successful application of the SF, as well as the apparent shortcomings of the imaging protocol applied here, are the main motivation for the work presented in the next chapter. Building on the experiences we gathered in this initial in-vivo feasibility study, we will focus in the next chapter on improving the image quality and SNR of our parameter maps while addressing some of the most severe shortcomings of the present protocol, such as low spatial resolution and scan volume misalignment.
Viability and repeatability of *in-vivo* microstructure estimation in the corpus callosum and application to spinal cord

9.1 Introduction

In the previous chapter we have presented an implementation of our ASF optimised protocols on a clinical system. We found that the 25 minute long ASF acquisition can produce comparable results to the ≈3 times longer OI method. Our initial work was focussed only on the optimisation of the acquisition protocol. Clearly, however, other non-diffusion related imaging parameters, such as accurate positioning or spatial resolution, also contribute significantly to the goodness of the parameter estimates coming from our protocol. In this chapter we address several shortcomings of the initial ASF setup. Our main aim is to improve SNR and spatial resolution of our dataset in order to maximise accuracy and reproducibility of our microstructure maps.

In detail, we make the following changes compared to the ASF experiment described in Chapter 8:

1. We use a small FOV imaging sequence to increase image resolution and reduce distortions.

2. We develop a new method to better align the image volume with the dominant fibre direction of the CC using fast DTI tractography directly on the scanner console.

3. We extend the signal model used in the optimisation and fitting to allow the use of shortest available echo time (TE) for different combinations of \( \delta \) and \( \Delta \), which will maximise SNR for each acquisition individually.

4. We increase the nominal maximal gradient strength to 87mT/m using the modified scanner software we developed for the QSI study in Chapter 6. Stronger gradients should aid the performance of the axon diameter parameters as shown by Dyrby et al. [44]. Stronger gradients also allow for shorter gradient pulses, which will further improve SNR.

We apply our new imaging pipeline in 5 healthy volunteers, who were scanned at two different timepoints to assess both intra- and inter-subject reproducibility. Furthermore we propose the first implementation of our ASF protocol in the cervical spine and test it in one healthy volunteer.
9.2 Protocol optimisation

We modify the ASF optimisation described in Chapter 8 by extending the tissue model to include an additional T2 decay factor that accounts for signal loss in the DWI with respect to the TE on a per-acquisition basis. For simplicity, we assume here a mono-exponential T2 decay of the signal. Previously, the TE was governed by the largest TE in the whole protocol. This modification now allows the dynamic use of TEs for different settings of $\delta$ and $\Delta$ in the protocol optimisation. This has the advantage of effectively reducing the TE in the low DWI acquisition, which greatly improves the SNR in those acquisitions.

We carry out the optimisation using the same parameters as described in the previous chapters (see Table 7.2 for details). We further assume $T2=70\text{ms}$, which is typical for WM in the CC at 3T field strength. We also use our modified scanner software (described in Chapter 7), which allows us to combine several orthogonal 62mT/m-gradients to increase the maximum gradient strength to 87mT/m for the perpendicular gradients. The maximum gradient strength for the parallel gradient direction was 62mT/m. To improve the directional resolution required for the fit of the diffusion direction, we add a single shell DTI acquisition (max $b=800\text{s/mm}^2$, 1 $b=0$, 16 uniformly distributed directions) to the optimised protocol. The full set of parameters is given in Table 9.1.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$\Delta$</th>
<th>$G$</th>
<th>b-value</th>
<th>TE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1b0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1b0 + 5</td>
<td></td>
<td>8</td>
<td>22</td>
<td>62</td>
</tr>
<tr>
<td>1b0 + 14</td>
<td>13</td>
<td>20</td>
<td>87</td>
<td>1430</td>
</tr>
<tr>
<td>1b0 + 7</td>
<td>22</td>
<td>56</td>
<td>48</td>
<td>3870</td>
</tr>
<tr>
<td>1b0 + 26</td>
<td>23</td>
<td>29</td>
<td>87</td>
<td>6090</td>
</tr>
<tr>
<td>1b0 + 20</td>
<td>27</td>
<td>50</td>
<td>63</td>
<td>8457</td>
</tr>
<tr>
<td>1b0 + 11</td>
<td>35</td>
<td>42</td>
<td>81</td>
<td>17380</td>
</tr>
<tr>
<td>1b0 + 16 DTI</td>
<td>b=800 s/mm$^2$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| total scan time 35min |
9.3 CC reproducibility experiment

9.3.1 Data acquisition

We recruited 5 healthy volunteers (3 female, 2 male, mean age=28 ± 7) to be scanned on a Philips Achieva 3TX scanner. All subjects were recalled for a second scan on a different day to assess the intra-subject reproducibility of the experiment. In each scanning session we acquire the optimised DWI protocol given in Table 9.1 with the following scan parameters: voxel size: 1×1×4mm³, FOV=96×96mm², TR=6000ms, 2 averages, using an outer-volume suppressed ZOOM acquisition [161] to avoid fold-over artifacts. The scans were performed in sagittal-oblique orientation, aligned with the AC-PC line.

The previous experiments have shown that our SF methods benefit from accurate alignment of the gradient scheme with respect to the dominant fibre direction. While standard T2w localizers are adequate to align the scan volume to anatomical reference, it offers no information about the WM fibre orientation. To aid slice positioning, we acquire a fast DTI scan in addition to the conventional scout scans. The scout-DTI imaging parameters are as follows: voxel size=2×2×4mm³, 16 slices, FOV=232×232 mm², TE=78ms, TR=4200ms, 6 non-colinear diffusion weighted directions (b=1000) plus one non-diffusion weighted image. Total scan time of the scout DTI scan is 57 seconds. We use the PRIDE tools directly on the scan console to place a region of interest (ROI) in the mid-sagittal slice of the CC and perform FACT tractography on the DTI dataset with default settings (FA threshold=0.45, angle threshold=0.15). The tracts are then overlayed on the colour-coded FA map, rastered, and resliced to obtain a new 1×1×1 image volume. To plan the final SF scan, we use the axial and coronal views of the tractography results to adjust the angulation of the axial slices with respect to the observed tracts. Figure 9.1 shows an example of the final slice alignment based on both the structural localizer scan and tractography results. Since all processing steps of the whole scout-DTI are performed directly on the scanner console, the additional scan setup time for analysing the scout-DTI data is kept to a minimum.

9.3.2 Post-processing

We compensate for motion during the acquisition by aligning all scan volumes to the first b=0 image using the block-wise rigid registration algorithm [115] implemented in [105]. However, since the diffusion weighted images provide little contrast in non-coherently aligned WM tissue, we only register the interleaved b=0 images and apply the estimated transformation matrix to the subsequent intermediate b>0 images.

To ensure anatomical correspondence between scan and rescan, we then register the rescan dataset to the scan dataset (using rigid registration) using the transformation estimates from registering the first b=0 images of the two datasets. The transformation matrices for intra-scan motion and scan/rescan alignment are combined before applying them to the dataset to avoid unnec-
Data analysis

We use the same fitting procedure as outlined in the previous chapters. However since we allowed for variable TE in each acquisition, we need to account for the resulting differences in T2 signal decay within the data. We therefore estimate the voxel-wise mono-exponential decay curve using a linear regression model based on the non-diffusion-weighted acquisitions only. The predicted MR signal $S$ from the tissue model is then adjusted based on its TEs by:

$$S' = S \cdot \exp(-TE/T2)$$

before the other model parameters are fitted. The adjusted signal $S'$ is used to compute the rician log-likelihood with the observed signal as before. As in the previous studies, we compute the posterior distributions of the model parameters using an MCMC method on a voxel-by-voxel basis. From the mean of the posterior distribution we compute the axon diameter index $a$ and axonal density index $\rho = l/\pi a^2$. In addition we also fitted the diffusion tensor to the 16-direction DTI data and derive the principal eigenvector $v_1$ and scalar maps of FA, MD, AD, RD. All fitting is implemented using the Camino toolkit [37].

9.3.3 ROI analysis

In each subject we manually segmented the CC on the mid-sagittal slice on a non-diffusion weighted volume of the DWI dataset. We then removed all...
Figure 9.2: Example of CC subdivision scheme overlayed on the midsagittal slice of a b=0 image in one volunteer. The ROIs divide the CC in genu (G1–G3), midbody (B1–B3), isthmus region (I) and splenium (S1–S3).

voxels from the CC mask with FA<0.5 to exclude voxels with more than one single fibre orientation or significant CSF contamination. We further exclude voxels from the analysis where v1 deviated more than 10 degrees from the left-right fibre orientation that we assumed in the protocol optimisation. The CC segmentation is then divided in 10 equidistant regions along the anterior-posterior baseline similar to [1]. Figure 9.2 shows an example of the CC subdivision in one subject. Mean $a$ and $\rho$ indices are then computed for each CC subdivision in each of the 10 datasets. Scan/rescan agreement is assessed visually and is also quantified by computing the intraclass correlation coefficient (ICC) [134] over the whole CC and in each ROI. To investigate the correlation between DTI metrics and $a$ and $\rho$, we pool all values in the CC ROI from all subjects separately for scan and rescan and report the robust correlation coefficient[69]. All statistical processing was performed using the software R [126] with packages 'ICC' [162] and 'robust' [153].

9.4 Spinal cord experiment

Data acquisition

We performed the scans for ASF as described above in the spinal cord of one healthy volunteers (42YO female). The SF DWI protocol was acquired with following scan parameters: voxel size: $1\times1\times5\text{mm}^3$, FOV=$64\times64\text{mm}^2$, cardiac gated, TR=5RR, using the outer-volume suppressed ZOOM acquisition [161] as in the CC. We chose the 32-channel head coil to perform the scans as we found that it offers superior SNR in the cervical cord region than the dedicated 16-channel head-neck coil alternative. Scans were acquired between the discs C1/2 and C3/4, although severe motion artefacts made it necessary to exclude all except the 3 most caudal slices.
9.5 Results

9.5.1 Axon diameter and axon density indices in the CC

Figure 9.3 shows side-by-side scan/rescan maps of $a$ and $\rho$ for all five subjects. Figure 9.4 summarizes the mean $a$ and $\rho$ parameters measured in each ROI for all five subjects. In all subjects we can clearly see the variation along AP we expect from previous experiment, and earlier studies [4]. Furthermore, in comparison with those earlier results, our maps appear considerably less noisy and show improved contrast between different CC regions. Consistent with our previous results we estimate values of $a$ in the range of 5–15 $\mu m$. The largest $a$ estimates are found in the midbody of the CC. The smallest $a$ values are found in the splenium ($<8\mu m$) and the anterior part of the genu ($9–11\mu m$). The axon density index $\rho$ is inversely related to the $a$ trends, with $\rho$ being largest in the anterior genu and posterior splenium regions and smallest in the body and isthmus of the CC. The $a$ and $\rho$ pattern we observe here agrees very well with the microstructure that is seen in excised human CC tissue samples [1].

Unlike in the previous experiments, the high spatial resolution here provides a large number of voxels that are completely contained in the CC. As a consequence, the CC can be easily distinguished from surrounding tissue and the tissue parameter estimates are less influenced by CSF contamination, particularly in the thinning part of the CC (B3–S1). This is beneficial for subjects with smaller CC such as found in s2 & s3, but becomes even more important in view of future applications in patients with neurological diseases such as MS or Alzheimer’s disease, who often suffer from severe CC atrophy.

![Figure 9.3: Individual maps of $a$ and $\rho$ in the sagittal slice for each subject for the scan and rescan experiments.](image)

9.5.2 Inter- & Intra-subject reproducibility

Results in Figure 9.3 and Figure 9.4 suggest good ROI consistency of the parameter maps between the five subjects. Furthermore, Figure 9.5 shows that
the average of \( a \) and \( \rho \) over all 5 subjects agree well between the scan and rescan experiment for all ROIs, both in the average trend as well as in the observed standard deviation. Moreover, both \( a \) and \( \rho \) show little variation from the mean over all subjects. Inter-subject variation is lower in the mid-body and the proximal genu regions (G2–G3) than in the more distal anterior and posterior regions. The Bland-Altman plots shown in Figure 9.6 show good reproducibility, i.e. the scan/rescan variation of the majority of ROI estimates centred around zero within the confidence interval of 1.5 standard deviations. In a minority of ROIs we see outliers with large scan/rescan variation. This appears to be related to large axon density estimates, which appear less stable than smaller \( \rho \) values. Those outliers appear mostly in the most distal G1 and S3 regions. Such large variations might indicate cardiac pulsation artifacts as these regions are closest to the adjacent Arteria Cerebralis. In \( a \) the scan/rescan variability appears more independent of the actual estimation values.

Table 9.2 presents the ICC for whole CC and its subdivisions. For both \( a \) and \( \rho \), we find the scan/rescan agreement being ‘moderate’ or better for both whole CC values and most ROIs. As noted before, the lowest ICC values are found in boundary regions (G1) or in the thin proximal part of the CC, which are most affected by imaging and analysis artefacts. Both Bland-Altman analysis as well as the ICC values suggest that the estimated values in those ROIs appear more prone to error and must be interpreted with caution.

<table>
<thead>
<tr>
<th>Individual ROIs</th>
<th>whole CC</th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>I</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>0.66</td>
<td>0.14</td>
<td>0.83</td>
<td>0.56</td>
<td>0.14</td>
<td>0.81</td>
<td>0.46</td>
<td>-0.25</td>
<td>-0.07</td>
<td>0.70</td>
<td>0.94</td>
</tr>
<tr>
<td>( \rho )</td>
<td>0.79</td>
<td>0.74</td>
<td>0.77</td>
<td>0.78</td>
<td>0.44</td>
<td>0.59</td>
<td>0.34</td>
<td>0.79</td>
<td>-0.14</td>
<td>0.34</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Guidelines for agreement: *< 0.2: poor, 0.2–0.4: fair, 0.4–0.6: moderate, 0.6–0.8: substantial, > 0.8: almost perfect*

Correlation with DTI metrics

Figure 9.7 presents the correlation between the standard DTI metrics and the \( a \) and \( \rho \) estimates. The correlations we see here agree with the findings of [16] and [4]. Correlations are found between FA and both microstructure indices of \( a \) and \( \rho \). While \( MD \) is not correlated with either of the microstructure indices, the directional diffusivities \( AD \) and \( RD \) both show moderate correlations with \( a \) and \( \rho \). Of course it is not surprising to find \( RD \) positively correlated with \( a \) and negatively correlated with \( \rho \) respectively, as it is known that axonal packing density and axon diameter both influence RD measurements [20]. The observed correlation between \( AD \) and \( a \) (negative) and \( \rho \) (positive) is less intuitively explainable, however it is consistent with previous findings [4, 16]. Alexander et al. speculate that the increase of axon size and decrease of packing density are associated with lower fibre coherency, and thus are causing an increasing amount of diffusion impedance along the dominant diffu-
Figure 9.4: Scatter plots of axon diameter (\(a\)) and axon density (\(\rho\)) indices in all 5 subjects in individual ROIs. The dashed line shows the average over all subjects.
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sion direction. Although spatial resolution has been greatly improved compared to previous experiments, the correlation between AD and the \(a\) and \(\rho\) indices might still be influenced by residual CSF contamination, since the region's largest axon diameters are mostly found in the thinner mid-body region, which might be more affected by partial volume effects coming from motion or eddy-current distortions than those in the larger genu and splenium regions.
Figure 9.5: Average and standard deviation $a$ and $\rho$ over the whole group of 5 subjects for different ROIs.
Figure 9.6: Bland-Altman scan/rescan reproducibility analysis of \( \alpha \) and \( \rho \) in all CC ROIs.
Figure 9.7: Scatterplots of DTI metrics and $a$ and $\rho$. The $r$ value denotes the corresponding correlation coefficient.
Axon diameter and axon density indices in the SC

Figure 9.8 shows the $a$ and $\rho$ maps acquired in one healthy volunteer. Gray matter areas are excluded here as they are clearly violating the single fibre assumption of our method. We clearly see the bilateral symmetry of the parameter maps, as expected from the basic anatomy of the spinal cord. The estimates of $a$ and $\rho$ indices are within a similar range of values measured in the CC. Furthermore, both $a$ and $\rho$ allow good discrimination between motor and sensory WM tracts. The largest $a$ (10.7 ± 2µm) and lowest $\rho$ (0.035±0.017µm$^{-2}$) are found in the lateral tract. The dorsal sensory tract shows the lowest $a$ (9.1±1.3µm) and highest $\rho$ (0.046±0.017µm$^{-2}$). The contrast between LT and DC is consistent over several slices in our dataset and agrees with our earlier findings in fixed monkey cervical cord. Figure 9.8 also illustrates clearly the challenges in SC imaging. The posterior halo of low $a$ is the result of motion artefacts during the acquisition, which can be caused by swallowing or breathing. Cardiac motion also makes cardiac gating a necessity, which in turn limits the amount of data we can acquire within the 25 minute windows and consequently reduces the SNR in our data. However, the results here show first evidence that our ASF protocol can be used successfully in the SC application, despite the more challenging imaging environment.

![Axon diameter index](image1)

![Axon density index](image2)

**Figure 9.8:** (a) SC slice alignment and (b&c) maps of $a$ and $\rho$ in one healthy volunteer. Annotations on the first result slice denote the location of the dorsal column (DC) and left and right lateral tracts (LT).

9.6 Discussion

This work presents a novel imaging and analysis pipeline for measuring axon diameter and density indices in the CC in-vivo, which expands on the ASF protocol optimisation that we introduced in the previous chapter. We combined small FOV imaging and careful optimisation of the MR protocols and post-processing techniques to gain both high spatial resolution while maximising SNR. We show here axon diameter and axon density maps of better quality than in previous studies. For the first time we present results of a larger subject
cohort of 5 subjects, allowing us to infer scan and rescan reproducibility with more confidence. Our results show that $a$ and $\rho$ show very good reproducibility consistently over all investigated subjects. Furthermore, a first test of our protocol in healthy cervical cord \textit{in-vivo} in humans produced compelling results that are in good agreement with our findings in excised monkey cervical cord.

### 9.6.1 Limitations & further work

**Interpretation of $a$ and $\rho$:** The model we use here is a very simplistic approximation of the complex micro-anatomy of real biological tissue. The actual estimates of axon diameter and densities differ considerably from what is expected from histology or ex-vivo scans [4], which show much more prevalence of small calibre axons (1-3$\mu m$) in the CC. Most of this disparity can be explained by the limited gradient strength available on the clinical system. With limited gradient strength, small axons cause very little signal attenuation and become indistinguishable from each other [91, 164]. Our simulation experiments in Chapter 7 show a limit of sensitivity of of 2–4$\mu m$ even in the very idealised situation of perfectly aligned single-radius cylinders. Consequently, the $a$ and $\rho$ indices must not be seen as accurate reflections of the complete axon diameter distribution as they are likely driven only by a small number of large axons in the WM. Furthermore, it does not consider the effect of dispersion [167] or undulation [110], which both have been shown to affect the observed diffusion pattern in axonal fibre bundles.

Other more complex models have been also been suggested, which add more tissue compartments, a model of dispersion fibre bundles, a distribution of axon diameters and/or permeable membranes. However, with the given limits both in scan time and gradient hardware, their practical value for \textit{in-vivo} clinical applications is questionable. Recently, those more complex models in the CC WM tissue have been systematically studied with much more extensive datasets than we used here, by Panagiotaki et al. [118] in fixed rat CC and Ferizi et al. [54] in live human CC. Both studies suggest that a simple two compartment model similar to ours explains diffusion in coherent WM tissue reasonably well. For our purpose of clinical adoption, this model provides the best trade-off between explaining the diffusion in WM while keeping data requirements reasonably low. Furthermore, the shorter protocol we propose is an important step to enable more widespread adaptation of our imaging pipeline, which in turn will lead to better understanding of the interpretation of its parameters.

Furthermore, alternative acquisition methods such as oscillating gradients [35, 41] or multiple wave-vector acquisitions [11, 83, 84] promise more sensitivity to smaller axon diameters. Recently the protocol optimisation framework has been extended to support such non-rectangular gradient waveforms [43, 136]. The method we present here is easily combined with any other pulse sequences to provide better discrimination of small axon diameters.
9.6 Discussion

**T2 estimation:** We chose here to estimate T2 directly from the b=0 weighted images. Using this approach, we are limited to estimating rather high TEs due to the nature of the single shot EPI technique used here. Furthermore, due to the sparsity of the samples of TE, we can only account for mono-exponential T2-decay. A more comprehensive T2 decay curve could potentially be estimated using the Carr-Purcell-Meiboom-Gill (CPMG) sequence \[121\]. However, this approach would add significant scan time to our protocol. Furthermore, such acquisition does not suffer from the same image distortions as the EPI DWI images and therefore requires further registration, which might confound the results. Nevertheless, a better T2 decay curve estimate might also be used to correct for T2 differences between intra- and extra-axonal compartments. Fitting a single T2 to all compartments could lead to errors in the $f_{\text{intra}}$ estimates and might have an effect on our $\rho$ parameter maps. While we focussed on a single-compartment T2 estimation to simplify fitting, our tissue model can easily incorporate different T2s for individual compartments.

**Validation:** We have validated our results here by comparison with previous reports of tissue parameter estimates by diffusion MRI and independent histopathology. While several systematic reports of the tissue microstructure in the CC are available, validation of our results is more complicated in the SC as its axonal morphology in primates is less well documented. Further work is required to provide a direct comparison between our MRI parameters and independent histology for a better interpretation of our estimated parameters in healthy tissue, but more importantly in the presence of pathological tissue alteration. Following our initial work on ASF, we are now in the process of setting a validation study of our protocol using post-mortem human spinal cord of healthy and MS tissue in collaboration with Dr DeLuca from the Nuffield Department of Neurosciences, University of Oxford.

**Clinical application:** The protocols we present here are designed with clinical adaptation in mind. Due to the short acquisition time, our 25 minute protocol can be easily incorporated into existing studies. A disadvantage of our method is that it does not offer whole brain coverage. However, the alternative OI method is also intrinsically limited by the tissue model to application in highly coherent WM structures. In fact, if only such structures are to be studied, our method provides much better spatial resolution and SNR in shorter acquisition time. Furthermore, many neurological diseases such as Alzheimers disease, Schizophrenia or MS have a severe impact on the CC and diagnosis. In those diseases, diagnosis and therapy monitoring might benefit from better tissue characterisation. Encouragingly, the first results in the SC we showed also promise for future application in the cord, e.g. to gain better biomarkers for diagnosis and therapeutic outcome in SCI. Wider application in other parts of the CNS might come from the more complex tissue models which incorporate fibre dispersion and fibre crossing \[138\,166\,167\,169\].
9.7 Conclusion

We have demonstrated that our microstructure estimates agree with reported post-mortem evaluation of the CC fibre density distribution. Further, we showed good inter- and intra-subject reproducibility. The scan time of the protocol is short enough to be easily incorporated into clinical studies. In future work, we are planning to use this approach in subjects with known altered microstructure of the CC.
Conclusions

The overarching aim of this dissertation was to develop imaging markers that can be helpful in the clinical assessment of spinal cord pathologies such as traumatic spinal cord injury (SCI) and Multiple Sclerosis (MS). In several studies we have explored both established methods such as estimation of the apparent diffusion coefficient (ADC) and DTI as well as more experimental approaches such as QSI and the ActiveImaging framework.

In Chapter 3, we have devised a new imaging protocol to visualize and quantify collateral nerves in the cord with DTI. While the size of the study was small, we developed a sound methodical framework for DTI acquisition and processing in the cord, which proved helpful for any analysis of SC data beyond the scope of the study itself. The observations in this study also lead to the development of a novel partial volume correction method for whole cord averages of whole-cord DTI metrics. We showed our PVA correction helps to reduce bias in average whole cord DTI metrics and improves inter-subject variability. The achievable resolution in SC DWI is low and PVA is a common problem for all SC DWI techniques. In addition, we have presented an example of a successful application of our partial volume average (PVA) correction method for the analysis of DTI data acquired in chronic SCI patients.

In chapters 5 and 6, we turned towards QSI, which offers the theoretically the most complete description of the diffusion process in any tissue. However, in practice the setup and analysis of in-vivo QSI is very challenging, and only few QSI studies have been reported in in-vivo human SC so far. For the first time we presented here a systematic study of inter- and intra-subject variability of QSI measures over the whole cord area and specific white matter tracts in cervical cord. We demonstrate that variability and reproducibility of QSI metrics is very good, and, as shown in Chapter 6, can be improved even more when combined with modern scanner hardware and a carefully optimised SC imaging set-up. We were unable to reproduce the clear distinction between WM tracts in the cord as seen in ex-vivo high-field MRI experiments by Ong et al. However QSI metrics in different white matter tracts complemented conventional ADC estimates when distinguishing features of different white matter tracts. While we were not able to demonstrate a clear advantage of QSI in healthy SC over conventional analysis, QSI might be more sensitive to WM damage such as Wallerian degeneration, as shown by Farrell et al. in a rat axotomy model. Future work will explore the feasibility of QSI to such SC pathologies in-vivo under realistic clinical conditions, in a similar fashion to our study of healthy SC we presented here. The QSI protocols and analysis pipeline we presented in chapters 5 and 6 for two different scanners are currently in use at the two sites to study different spinal cord patient cohorts:
(1) patients with brachial plexus avulsion scanned at the Wellcome Centre for Neuroimaging, UCL, using the Siemens Trio 3T system (2) MS patients as part of a longitudinal study at Department of Neuroinflammation, UCL Institute of Neurology using the Philips 3T TX Achieva machine.

Finally, we presented in chapters 7-9 a new imaging method, that is specifically designed to provide direct estimates of axon diameter and density indices in structures with known single fibre orientation such as the SC. We thoroughly evaluated our method, going from using computer simulation via ex-vivo monkey spinal cord samples to application in live humans, first in the corpus callosum and finally the spinal cord. We demonstrate that our method produces very repeatable maps of axon diameter and axon density indices with very good SNR. However, the key achievement here is that our proposed protocol can be acquired in $\approx 30$ minutes, which is crucial for future adoption into clinical studies and far shorter than similar microstructure imaging approaches such as AxCaliber[9]. Our method extends naturally to different models or imaging sequences. We intend to extend the algorithm constraints of strictly unidirectional fibre directions to incorporate some degree of dispersion for a more realistic representation of healthy and pathologic white matter. We are also planning to use our protocols to study ex-vivo healthy and MS human cord to better understand the role of our parameter estimates in the presence of tissue alteration. In the long term, our method must be evaluated in the context of a larger clinical study, e.g., of SCI to determine further its clinical benefit for SC disease diagnosis and management purposes.

A common theme that emerged from all the work we presented here is the importance of a holistic approach in optimising the imaging pipeline to the desired DWI method and vice versa. We have demonstrated the clear benefits of adapting the acquisition protocol to the specific DWI analysis (e.g. in Chapter 3 and Chapter 7). On the other hand we have also shown, e.g. in chapters 6 and 9 that a careful optimisation of the imaging parameters themselves, such as image quality and positioning are equally important for any successful DWI study. We believe that our contributions meet the initial goal of this thesis to improve existing acquisition protocols and analysis methods, and to devise new imaging biomarkers for the study of SC with diffusion MRI.
Part IV

Appendix
Degeneration of injured cervical cord is associated with remote changes in corticospinal tract integrity and upper limb impairment.
Degeneration of the Injured Cervical Cord Is Associated with Remote Changes in Corticospinal Tract Integrity and Upper Limb Impairment
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Abstract

Background: Traumatic spinal cord injury (SCI) leads to disruption of axons and macroscopic tissue loss. Using diffusion tensor imaging (DTI), we assessed degeneration of the corticospinal tract (CST) in the cervical cord above a traumatic lesion and explored its relationship with cervical atrophy, remote axonal changes within the cranial CST and upper limb function.

Methods: Nine cervical injured volunteers with bilateral motor and sensory impairment and ten controls were studied. DTI of the cervical cord and brain provided measurements of fractional anisotropy (FA), while anatomical MRI assessed cross-sectional spinal cord area (i.e. cord atrophy). Spinal and central regions of interest (ROI) included the bilateral CST in the cervical cord and brain. Regression analysis identified correlations between spinal FA and cranial FA in the CST and disability.

Results: In individuals with SCI, FA was significantly lower in both CSTs throughout the cervical cord and brain when compared with controls (p<0.05). Reduced FA of the cervical cord in patients with SCI was associated with smaller cord area (p=0.002) and a lower FA of the cranial CST at the internal capsule level (p=0.001). Lower FA in the cervical CST also correlated with impaired upper limb function, independent of cord area (p=0.03).

Conclusion: Axonal degeneration of the CST in the atrophic cervical cord, proximal to the site of injury, parallels cranial CST degeneration and is associated with disability. This DTI protocol can be used in longitudinal assessment of microstructural changes immediately following injury and may be utilised to predict progression and monitor interventions aimed at promoting spinal cord repair.
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Introduction

Trauma to the spinal cord leads to retrograde and anterograde degenerative changes of central pathways [1–5]. Thus, axonal information flow is impeded and motor neurons below the site of injury are often deprived of supraspinal input [4]. This persistent lack of descending input may hinder clinical recovery. Recently, we and others showed that, following injury, the axonal and myelin integrity of the cranial corticospinal tract (CST) are reduced in specific motor areas [1,2,5] and correlate directly with spinal atrophy and cortical motor reorganisation. Moreover, the extent of spinal atrophy relates directly to disability [1,6]. To explore these findings further we need to address the following questions: (1) How do the intrinsic changes within the atrophic spinal cord relate to central axonal changes in the cranial CST? (2) Does that degree of intrinsic spinal changes relate to manual dexterity independently of spinal atrophy [1]. Trauma induced microstructural tissue changes, although not visible on conventional MRI scans, alters free water diffusion [7] and this can be quantified by diffusion tensor imaging (DTI) [8]. In particular, fractional anisotropy (FA) has been reported as a marker of both axonal count [9] and myelin content [10]. We used this method in a cohort of SCI patients in the cervical cord as well as in the brain to investigate the degree of trauma-related...
abnormalities within cranial and spinal parts of the CST. DTI of
the brain was thoroughly investigated in a previous report [5]. To
answer our questions about the anatomical and behavioural
 correlates of white matter integrity at the spinal level, we use
regression analysis to investigate the relationships between (1) the
cross-sectional spinal cord area (i.e. spinal atrophy) measured with
anatomical MRI, (2) changes in FA in the cervical cord and cranial
CST measured by DTI, (3) clinical assessment of upper limb
function.

Subjects and Methods

Subjects

From the same SCI patient cohort as previously reported
[1,3,11], we studied ten male subjects, (level of lesion C5 to C8,
mean age 45.7 years, post injury 14.9 years) who had bilateral
upper and lower limb impairment (mean ASIA motor score
21.95). SCI subjects had no head or brain lesion associated with
the trauma, or any history of seizure, medical or mental illness. All
participants were free of MRI contraindications.

We also recruited ten gender matched right-handed healthy
subjects within the same age range (mean age = 38.8 yrs,
SD = 15.3, range = 25–65; p = n.s.) without any history of
neurological or psychiatric illness.

Prior to the study, all participants gave informed, written
consent. The study was approved by the Joint Ethics Committee
of the Institute of Neurology at University College London and the
National Hospital of Neurology and Neurosurgery, UK (ref: 08/0
2043).

Clinical Assessment

All participants were assessed clinically using the 9-Hole Peg
Test (9HPT) bilaterally [12]. Their maximum voluntary contrac-
tion (MVC) and performance on the Arm Action Research Test
(ARAT) were tested with their dominant hand. To assess differences in motor
performance between SCI subjects and controls, a two-sample t-
test was used. A p-value<0.05 was considered significant.

Image Acquisition

T1-weighted scan of brain and spinal cord. An optimized
3D-MDEFT sequence was used to obtain T1-weighted (T1w)
structural images of the whole brain, brainstem and cervical cord
(down to C5) [14] on a 1.5 T whole-body Magnetom Sonata MRI
scanner (Siemens Medical Systems, Erlangen, Germany). The
scan parameters were: isotropic 1 mm resolution, FoV 256x256
mm², matrix 256x256, 176 sagittal partitions, repetition
time = 12.24 ms, echo time = 3.56 ms, inversion time = 530 ms,
flip angle 23°, fat saturation, bandwidth 1408 Hz/Pixel. The acquisition
was triggered from the peripheral pulse trace for reducing artefacts
associated with cardiac induced motion [17]. The echo time was
90 ms and the repetition time was 160 ms. Interleaved slice
acquisition order was chosen to avoid cross talk between adjacent
slices. Two acquisitions with opposite read-out gradient polarity
were acquired to correct for EPI induced geometric distortions
[18]. The total scan time was approximately 20 minutes,
depending on heart rate.

The two datasets obtained in the cervical cord with opposite
phase encoding directions were combined into a single dataset
with reduced geometric distortions [18]. Spinal volumes in image
space were then sinc interpolated from a 96x96 acquisition matrix
to a 192x192 image matrix, resulting in an in-plane resolution of
0.75 mm². A diffusion tensor model was fitted to the interpolated
data on a voxel-by-voxel basis using the open-source Camino
software package (www.camino.org) (Cook et al., 2006). Before
further processing, all images were checked for arterial
motion (DTI) of the brain. To inves-
tigate the relationship between microstructural changes along the
entire course of the CST (i.e. spinal cord and brain) we also
acquired a brain DTI data set using a single shot echo planar
imaging sequence as above [15]. Each data set consisted of 61
images with a b-value = 1000 s/mm² and 7 images with a b-
value = 100 s/mm². Details of this sequence have been reported
previously [19] and are therefore reported here only in brief:
2.3 mm isotropic resolution, FoV = 220x220 mm², matrix
size = 96x96, 60 axial slices, no inter-slice gaps, interleaved slice
acquisition order, slice-to-slice repetition time = 160 ms, echo
time = 90 ms, flip angle = 90°, readout bandwidth = 2036 Hz/
Pixel, two repetitions, with inverted read-out polarity as described
for the spinal cord DTI acquisition. The total acquisition time
was 19 minutes. On the combined distortion-corrected data set [18],
the diffusion tensor model was fit at each voxel using the

Preprocessing for Voxel-based Quantification of DTI Data

Preprocessing steps from the VBM-DTI data set of the brain
were described in detail previously [19] and are reported here in
brief: i) Segmentation: a unified segmentation procedure [21] was
used for bias correction and segmentation of the T1w image
into GM, WM and cerebrospinal fluid (CSF). For each subject,
this resulted in three images in T1w native image space, in which
each voxel was assigned a probability of being GM, WM and CSF,
respectively. ii) Coregistration of FA and other DTI maps to WM: For
each subject the FA map was linearly coregistered to the
WM probability map using 12 degrees of freedom and
linear interpolation. This step exploited the similarity
between the information in the WM probability map and the
distortion corrected FA map to ensure that subject DTI data
was in alignment with the corresponding T1w data. iii) Creation of a
GM mask in DTI space: The WM probability map was resliced into
DTI space using the inverse transformation from the previous step
and binarized by thresholding at the same probability value>0.15
for consistency with the cervical cord DTI analysis. iv) Application
of WM mask to FA maps: The WM mask was applied to the
registered FA map to create a subject-specific white-matter masked map of
FA. v) Non-linear registration of T1w image to MNI space. A
diffeomorphic non-linear image registration tool (DARTEL,
[22], was used to estimate the deformation fields required to
warp the GM and WM probability maps from each subject T1w
native image space into MNI space; vi) Transformation of FA maps
into MNI space: The DARTEL deformation fields were applied to
the corresponding FA maps and the white matter mask and
smoothed by a 10 mm FWHM Gaussian kernel to account for inter-individual anatomical variability. vii) Tissue specific smoothing compensation: The smoothed warped FA map was divided by the smoothed warped white matter mask to compensate for the reduction of FA caused by smoothing [23,24].

Image Analysis

We examined i) cross-sectional spinal cord area and FA differences in both spinal and cranial ROIs between SCI patients and controls; ii) the correlation between FA of the whole cervical cord and cervical atrophy; iii) the correlation between spinal FA and clinical outcomes and iv) the correlation between spinal FA and cranial FA changes of the CST.

Cross-sectional Spinal Cord Area Measurement

Previously, we reported the group difference of the cross-sectional spinal cord area using a standard semi-automated segmentation method on optimized 3D T1w scans [1,14] in a study cohort including the subset of the current participants (see [19]).

Region of Interests in the Cervical Cord – DTI Data

To assess regional differences in FA, in each participant two ROIs were manually drawn on the average low-b-value image in native space between C1 and C5 covering the left and right CST running in the lateral columns (Fig. 1) similar to those ROIs used in [25]. To obtain the intra-observer coefficient-of-variation (CoV) for the FA of the right and left CST, a second experiment was run by the same observer (PF), who was blind to the results of the first experiment, 1 week later, on five randomly chosen participants. The mean CoV of the left and right CST was below 5%. As the FA of both CST sides in SCI patients and controls did not differ significantly the mean FA was calculated and used in the analysis regarding the associations between cervical FA and cranial FA. In addition, a ROI covering the whole spinal cord was determined using an automatic region growing segmentation algorithm [26] applied to the FA map with a lower threshold of FA ≤0.15 as the stopping criterion. We then calculated the mean FA value within each ROIs of the spinal cord. Based on the cross-sectional spinal cord area segmentation, whole cord FA measures were corrected for partial volume effects as described in [27].

Regions of Interest (ROI) in the Brain – DTI Data

As we focused our investigations on degenerative axonal changes in the cranial CST we limited our search volume using a binary mask representing the left and right CST from the JHU white-matter tractography atlas [28]. The following bilateral ROIs containing the CST from the ICBM-DTI-81 white-matter labels atlas [29] were extracted and coregistered to the MNI template: pyramids, cerebral peduncle and posterior limb of the internal capsule.

Statistical Analysis of Imaging Data

The spinal cord DTI data set of one patient was affected by motion artefacts and another patient had an incomplete DTI brain data set. Therefore the final analysis comprised nine SCI patients and ten controls for the group comparison of spinal FA and eight SCI patients and ten controls for the interaction between spinal FA and cranial FA.

Cervical Cord DTI Data

We applied a two-sample t-test to investigate differences in FA of the left and right CST ROIs and the whole cervical cord ROI between SCI subjects and controls. Two multiple linear regression models were used to assess relationships between: (i) changes in the microstructure (using FA of the whole cervical cord ROI) and macrostructural changes (e.g. cord area change) and (ii) microstructural changes and clinical impairment (9HPT, ARAT, MVC) over and above any differences that could be attributed to cord area [1]. SPSS (SPSS Inc., Chicago, IL) was used for the multiple linear regression analysis and differences between mean FA of the ROIs between SCI subjects and controls. Results that survived p<0.05 are reported.

Brain DTI Data

In a previous study, we reported the main effect of DTI metrics in the cranial CST that included this subset of participants [19]. Here, we present a further analysis, in which we tested whether spinal FA of the CST was associated with cranial FA of the CST. We constructed a General Linear Model (GLM), comprising the FA of the cervical CST as well as group effect and age and total intra-cranial volume confounds. The GLM was fitted to the registered and smoothed subject specific FA values and the resulting parameters were used to calculate a t-statistic at each voxel within the central CST. The t-tests were one-tailed and associated p-values were corrected for multiple comparisons within each ROI (Family Wise Error (FWE) p<0.05) using Gaussian random field theory [30].

The resulting statistical parametric maps (SPMs) allowed us to test for the main effect of spinal FA on cranial FA of the CST [19] and the interaction between spinal FA and trauma. The interaction was used to identify voxels in the cranial CST where trauma-related changes in FA could be explained by spinal FA, relative to normal variability.

Results

Clinical Data and Cord Area

Nine chronic SCI subjects (mean period post SCI was 14.8 years (SD 7.2, range 7–30) had lesions of the cervical cord (C5–C8) due to a traumatic event (eight fractures and one disc prolapse). All patients experienced bilateral impairment of the upper and lower limbs as assessed by the American Spinal Cord Injury Association Impairment classification (Table 1). Specifically, SCI participants had lower grip strength [SCI: mean = 0.13 mV (SD 0.1) vs. Controls: 0.49 mV (SD 0.26), p = 0.001] and performed more slowly on the 9HPT with the dominant hand [SCI: mean = 98.28 sec (SD 84.93) vs. Controls: mean = 17.04 sec (SD 1.56), p = 0.007] and non-dominant hand [SCI: mean = 141.22 sec (SD 121.98) vs. Controls: mean = 18.14 sec (SD 13.55), p = 0.005] when compared to controls (Table 1).

As reported previously, the cross-sectional spinal cord area was decreased by more than 30% [1].

Differences in FA between SCI Subjects and Controls

Compared to controls, SCI subjects showed lower mean FA in right CST ROI [SCI: 0.67 (SD 0.07) vs. Controls: 0.75 (SD 0.04), p = 0.008] (Fig. 2 A), left CST ROI [SCI: 0.63 (SD 0.08) vs. Controls: 0.76 (SD 0.05), p<0.001] (Fig. 2B) and in the whole cervical cord ROI [SCI: 0.52 (SD 0.06) vs. Controls: 0.63 (SD 0.04), p<0.001] (Fig. 2 C).

As associations between cervical FA and (i) cervical atrophy. In SCI patients, the FA of the whole cervical cord ROI was positively correlated with cross-sectional spinal cord area (i.e. cord atrophy) (r = 0.80 p = 0.01), independently of age (Fig. 3 A).

(ii) upper limb function. Similarly, FA of the right CST ROI was positively correlated with the right 9HPT score...
independently of cross-sectional cord area and age (r = 0.72, p = 0.03) (Fig. 3 B). In other words, changes in spinal microstructure – reflected by FA – is associated with the degree of manual dexterity impairment independently of spinal cord atrophy and age.

(iii) FA of cranial CST. We first confirmed a decrease in FA at multiple levels of the central CST in SCI subjects compared to controls (see [19]) – comprising the bilateral pyramids and the posterior knee of the internal capsule. Crucially, here we found a significant interaction (x = ±24, y = −15, z = ±6; p = 0.001, FWE corrected) between the main effect of group and spinal FA (Fig. 4). In other words, changes in spinal FA of the CST following trauma were associated with greater changes in the FA of the posterior knee of the internal capsule, relative to changes under normal inter-subject variability.

Discussion

This study establishes relationships between disruption of CST white matter – at a microstructural level, as demonstrated by fractional anisotropy, and spinal cord area – and disability. In addition we observed reductions of FA in the central nervous system, representing remote correlates of degeneration in the chronically injured cervical cord.

Table 1. Individual clinical and behavioural data for the SCI subjects with means.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Age</th>
<th>Aetiology of the injury</th>
<th>Time since injury (years)</th>
<th>Level of motor impairment/ ASIA</th>
<th>dh 9HPT</th>
<th>ndh 9HPT</th>
<th>MVC</th>
<th>ARAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>43</td>
<td>fracture</td>
<td>14</td>
<td>C6/D</td>
<td>68.0</td>
<td>54.35</td>
<td>0.22</td>
<td>36.0</td>
</tr>
<tr>
<td>2</td>
<td>29</td>
<td>fracture</td>
<td>9</td>
<td>C6/B</td>
<td>52.6</td>
<td>59.2</td>
<td>0.05</td>
<td>42.0</td>
</tr>
<tr>
<td>3</td>
<td>44</td>
<td>fracture</td>
<td>7</td>
<td>C7/C</td>
<td>56.75</td>
<td>118.4</td>
<td>0.25</td>
<td>57.0</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>fracture</td>
<td>14</td>
<td>C5/A</td>
<td>190.5</td>
<td>300.0</td>
<td>0.02</td>
<td>26.0</td>
</tr>
<tr>
<td>5</td>
<td>61</td>
<td>fracture</td>
<td>19</td>
<td>C6/A</td>
<td>68.3</td>
<td>76.5</td>
<td>0.05</td>
<td>26.5</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>disc prolapse</td>
<td>19</td>
<td>C5/C</td>
<td>283</td>
<td>300.0</td>
<td>0.01</td>
<td>26.0</td>
</tr>
<tr>
<td>7</td>
<td>53</td>
<td>fracture</td>
<td>7</td>
<td>C8/D</td>
<td>38.55</td>
<td>42.45</td>
<td>0.25</td>
<td>53.0</td>
</tr>
<tr>
<td>8</td>
<td>56</td>
<td>fracture</td>
<td>15</td>
<td>C5/D</td>
<td>105.0</td>
<td>300.0</td>
<td>0.11</td>
<td>25.0</td>
</tr>
<tr>
<td>9</td>
<td>50</td>
<td>fracture</td>
<td>30</td>
<td>C5/D</td>
<td>21.8</td>
<td>20.1</td>
<td>0.22</td>
<td>57.0</td>
</tr>
<tr>
<td>Mean</td>
<td>45.7</td>
<td>14.9</td>
<td></td>
<td></td>
<td>98.3</td>
<td>141.2</td>
<td>0.13</td>
<td>38.72</td>
</tr>
<tr>
<td>SD</td>
<td>9.7</td>
<td>6.8</td>
<td></td>
<td></td>
<td>84.94</td>
<td>121.98</td>
<td>0.1</td>
<td>13.13</td>
</tr>
</tbody>
</table>

ASIA = American Spinal Injury Association impairment scale; dh = dominant hand; ndh = non-dominant hand; 9HPT = Nine Hole Peg Test; MVC = maximum voluntary contraction, ARAT = Arm Research Arm Test; SD = standard deviation.
Axonal Degeneration in the Injured Cervical Cord

It is now well established that trauma to the spinal cord results in macrostructural changes leading to spinal and cortical atrophy [1,2,31]. The pathological processes underlying these changes are not fully resolved and may be the result of multiple microstructural changes such as axonal degeneration [7], progressive demyelination [32], loss of large diameter axons [33] death of oligodendrocytes [34] and/or damage to the spinal grey matter [35]. We found lower FA in the CST at cervical segments rostral to the traumatic impact and also a general reduction of FA in the cross-section of the cervical cord including white and grey matter, in agreement with previous reports [3,36]. These alterations of the axonal architecture suggest that multiple processes, such as axonal degeneration and demyelination, might occur at sites several segments rostral to trauma to the cervical cord.

(i) Association between Lower FA and Spinal Atrophy

Moving beyond the group differences, our aim was to determine the relationship between micro- and macrostructural effects of a traumatic SCI. Reduced cord area (i.e. spinal atrophy) predicts upper limb impairment following SCI [1,6] and relates to white matter changes of the cranial CST [19]. Here, we add to this finding by reporting a relationship between FA in the cervical cord and cord area at the identical anatomical level. The link between micro- and macrostructure may be helpful in understanding the time course of changes at different structural levels. In particularly, acute changes in FA may precede a decline in cord area [1,6] as the latter results from an accumulation of microstructural as well as macrostructural changes representing the endpoint of neurodegeneration. Future studies may investigate the rate of the underlying changes – that may help understand the underlying pathophysiology.

Figure 2. Box plots showing the statistically different mean FA in the region of interest in (A) the right corticospinal tract, (B) left corticospinal tract and (C) whole spinal cord area in controls and SCI patients. doi:10.1371/journal.pone.0051729.g002

Figure 3. Scatter plots showing the correlations between spinal FA of the corticospinal tract and cord area and clinical measures in SCI subjects. (A) FA of the whole cervical cord ROI vs. cross sectional spinal cord area, (B) Spinal FA of the right CST-ROI vs. dominant 9HPT score. Note that greater values of the 9HPT score represent better outcome. doi:10.1371/journal.pone.0051729.g003
Association between Axonal Degeneration and Upper Limb Function

Recent studies investigating structural spinal changes have demonstrated a close relationship between cervical microstructural changes and the ASIA motor scale [3,37]. The ASIA score quantifies gross motor and sensory changes – while it is anticipated that treatment strategies will induce only minimal functional changes [38]. Therefore, we assessed fine finger movement and showed that lower mean FA measured in ROIs that correspond to the left and right lateral CST predicts impaired manual dexterity – as assessed by the performance during the 9HPT – independently of cord atrophy [1]. This means that a reduced FA, reflecting microstructural tissue changes within ROIs of the CST, may be a complementary predictor of fine motor recovery, in addition to cross-sectional spinal cord area measurement.

Association between Changes in Microstructure of the CST at Spinal and Cranial Level

Previously, we found – in the same patient cohort – a significant relationship between macrostructural spinal changes (i.e. atrophy) and microstructural changes of the cranial CST [19]. Here, we provide a further mechanistic insight by demonstrating a relationship between axonal degeneration in the CST, a tract indispensable for voluntary control of manual dexterity [39], immediately rostral to the initial site of trauma and changes upstream in the CST at the level of the internal capsule. Based on animal literature [39], trauma induces retrograde axonal degeneration that, over time, leads to quantifiable changes in white matter tissue at multiple levels of the CST. Moreover, the association between reduced micro- and macrostructural integrity in the spinal cord and brain [19] supports our recent finding, in the same patient cohort, of changes of the electrophysiological properties of the CST reflected by increased motor threshold and prolonged cortical silent periods [5]. In other words, trauma induced retrograde axonal degeneration of the CST – as detected by DTI – may be a direct correlate of impaired corticospinal excitability, as reflected by increased motor thresholds [5,37].

Finally, it should be noted that measures of neural changes of the spinal cord and brain at the microstructural level can be influenced, in addition to trauma, by different degrees of activity, such as suppression (i.e. immobilization) or enhancement (i.e. training) throughout the patients clinical history. For example, in patients with immobilization of the hand (in writer’s cramp) or upper limb (in cast treatment due to fracture) a relative decrease in grey matter occurred in the contralateral M1 along with a decrease in corticospinal excitability [40]. Subsequent training reversed the effects of immobilization, and resulted in a re-establishment in regional grey matter density and excitability of M1. Similar activity-dependent effects over time could have influenced, structural changes in these chronic SCI patients. Future studies will assess the influence of intensity (time spent in training, frequency, duration, repetitions, etc.) and nature of rehabilitation interventions (active versus passive movements, task orientation etc) as well as the overall levels of activity (post-traumatic immobilization versus mobilization into wheelchair or locomotion).

In conclusion, we have demonstrated that trauma induces a reduction in structural integrity in the CST throughout the cervical cord and brain. Crucially, the amount of degeneration is associated with clinical status in chronic SCI, independently of spinal atrophy. Thus, our clinically viable MRI protocol allows the assessment of long-distance fibre degeneration. Future longitudinal studies, in larger cohorts of SCI subjects, are necessary to investigate whether DTI metrics can serve as sensitive biomarkers but the results of this study – involving only a small group – provide promising initial results.
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