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Gold nanoparticles are promising tools for cancer therapy and cell imaging due to their non-toxicity, high heat conduction and tunable optical properties for the infrared-visible region. Nanoparticles production often involves thermal annealing, a process that changes the structure of the nanoparticle by mechanisms that are not yet well understood. For any of the biomedical applications, the nanoparticles are organically-coated to allow targeting and efficient uptake by cancer cells. Once the nanoparticles are inside the cell, their optical tunability allows the use of specific wavelengths strongly absorbed or scattered by the particles but poorly interacting with the medium to induce hyperthermia or obtain an image of the cell. In any case, the nanoparticle is expected to heat up. Although the propagation of heat is well understood at the macroscale, the details of the heat transfer at the nanoscale are still poorly understood. In this work, we use classical, equilibrium molecular dynamics simulations to create nanoparticles and investigate how their crystalline structure and the number and type of defects evolves as a function of annealing conditions. We use both analytical methods and classical non-equilibrium molecular dynamics simulations to investigate the effects of the particle size and the type of interface on the heat transfer properties of bare and organic-coated gold nanoparticles embedded in water. Water was chosen to mimic the cellular medium because it is the most abundant cellular component. Our simulations with a slab system of water and gold suggest that the material present at the interface between the gold and the water affects the heat transfer in the system. Moreover, our analytical calculations and computational results indicate that the heat transfer is dominated by the heat conduction in the medium for large nanoparticles, while for smaller nanoparticles the interface controls the overall heat propagation.
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Chapter 1

Introduction and motivation

Gold is a material well known for being nontoxic, unreactive with air, water and many reagents\cite{1}, while simultaneously being easily conjugated to antibodies or proteins using thiol bonds\cite{2}. When gold is restrained to sizes of the order of nanometres, its optical properties change as a function of the structure’s size and shape. For instance, the size and shape of gold nanoparticles or gold coated nanoparticles can be tuned to make them strong absorbers and scatterers\cite{4}. The ease of use of thiol chemistry with gold nanoparticles makes it possible to coat them with organic molecules and thus control their surface chemistry, e.g., to passivate them and to control their electrical charge (i.e., the assembly surface can be negatively, positively or neutrally charged).

These characteristics make gold and gold-coated nanoparticles (NP) promising materials for a number of applications: building blocks of nanostructured materials\cite{5}, solar cells\cite{6}, nanoelectronic digital circuits\cite{5,7}, detection and copy of DNA, RNA and proteins\cite{8}, drug delivery\cite{9}, and imaging or killing of specific tissues in the body\cite{2,4,10}.

Among these applications, some require that an energy source be shone on the medium containing the gold nanoparticles. This may lead to a change in temperature of the particle, which can significantly influence its performance or its surrounding environment. In the case of therapeutic tissue killing, one of the main applications considered in this study, a typical energy source may be a laser, whose photon frequency can be chosen to optically stimulate the free electrons present in the gold. If the wavelength of the laser beam matches the collective plasmon frequency of the free electrons, a majority of the radiation that hits the nanoparticles is absorbed and not re-emitted or scattered\cite{11}. Consequently, this absorption heats up the nanoparticles and their surrounding medium by several relaxation mechanisms. For imaging applications,
the properties of the source must be carefully chosen to minimise the light absorption by the gold nanoparticles and their environment, and maximise the scattering effect. However, wavelengths that meet these requirements may be strongly absorbed by other components of the surrounding medium, so one must considerer the composition of the surrounding medium, together with the size, shape, organic-coating and concentration of nanoparticles.

For these biomedical applications, it is also fundamental that the nanoparticles are taken up by particular tissues. High concentrations of particles in these tissues can be achieved by using thiol chemistry to coat the particles with specific organic molecules, which allow for specific cell targeting as well as an increased circulation time in the blood stream before being filtered by the liver, spleen or kidneys\textsuperscript{12, 13}. The nanoparticles lose any absorbed energy by radiative and non-radiative processes, i.e., by radiation, conduction and convection. In a therapeutical context, it is desired that the surrounding medium of the gold nanoparticles heats up to a temperature that can induce cell death\textsuperscript{14} by apoptosis (42 – 43°C) or necrosis (≥ 44°C) without requiring a vast amount of laser time and with minimum damage to the healthy system. Therefore, the goal is the optimisation of a fast release of heat from the nanoparticle to the surrounding medium. The imaging techniques, on the contrary, require the smallest temperature variation of the medium surrounding the nanoparticles while the laser is in use. In this case, the goal is to minimise the heat transfer from the nanoparticle to the surrounding medium. Optimisation of the heat transfer in each case requires the knowledge of the thermal properties of the nanoparticles, in some cases the coating, their surrounding medium and the interface between these two or more components.

This thesis focuses on the therapeutic and imaging applications of gold nanoparticles. The aim is to understand how nanoparticle size, shape and coating influence the heat propagation from the hot nanoparticle to the colder medium. In the following pages more detailed background on these topics is provided, as well as the methodology used. Following this, the work done so far will be reported.
Chapter 2

Background

2.1 Heat transfer

The majority of the work presented in this thesis aims to understand the heat propagation that occurs when hot gold nanoparticles are embedded in cold water. Before tackling such systems through computational methods, it is important to understand the impact of the heat transfer mechanisms involved through an analytical approach. Therefore, in the next few pages, a short discussion is provided on the heat transfer mechanisms and equations needed to perform such analytical study.

When there is a difference in temperature between two bodies in contact or within the same body, energy is transferred from the part at higher temperature to the part at lower temperature. This process is defined as heat transfer\(^{15}\). Mathematically, heat flow can be described by a vector pointing in the direction of a negative temperature gradient, i.e., from higher toward lower temperatures. Since a difference in temperatures can exist in a variety of conditions and systems, and may impact the system behaviour, the process of heat transfer is widely studied in almost every branch of engineering and science\(^{15, 16}\).

2.1.1 Modes of heat transfer

Heat transfer through a body or through two or more bodies may occur by three basic and distinct mechanisms\(^{15, 16}\):

- **Conduction**: occurs when the heat is transferred through a body (solid, liquid
or gaseous) or across the interface between two bodies in contact by transfer of internal energy, due to a temperature difference. Changes in the internal energy happen mainly through molecular motion and, in some cases, also by the flow of free electrons and lattice vibrations. Therefore, both transfer of kinetic energy and flux of potential energy contribute to changes in internal energy.

- **Convection**: is associated with heat transfer that occurs via the movement of a fluid, i.e., by mass transfer. When the movement is due to a temperature difference that causes a difference in densities within a fluid acted on by gravity, then the heat transfer is called *free* or *natural convection*. If the movement of the fluid is artificially induced, then the heat transfer is termed *forced convection*. Also, for some authors\(^\text{[15]}\), convection is the result of heat conduction in moving fluids.

- **Radiation**: is the heat transfer in the form of electromagnetic waves, as described by Maxwell’s classic electromagnetism, or in the form of photons, according to Planck’s theory.

In reality, the heat transfer in a system usually results from a combination of these three mechanisms, making the complete study of heat transfer a very difficult task. Fortunately, in many systems heat transfer is dominated by one of these mechanisms, and when this happens the behaviour of the real system can still be reproduced when the less important mechanisms are not considered. To identify which heat transfer mechanism contributes most to the heat transfer in any given system, each mechanism must first be studied individually. The mathematical equations that govern heat transfer for the three mechanisms mentioned above are distinct, since each mechanism has to take into account different variables/properties of the system.

The heat diffusion in systems of hot gold particles embedded in a cold medium is mainly due to the heat conduction in the metal, the heat transfer through the gold-water interface and, as a first approximation, the heat conduction through the water. In the metal, heat conduction is considered to be the only mechanism of heat transfer, since it has a considerably higher impact on the heat diffusion than the two other mechanisms\(^\text{[17]}\). As for the interface, the molecular process involved in the heat transfer is still not clear. Several times convection is associated to the energy transfer process at
the interface between a solid and a liquid\(^1\) or can actually be due to conduction between
the two media or materials\(^2\). Owing to this ambiguity and lack of concrete information,
the “convection” term may be used further on in this thesis and related to the heat
transfer through the interface. In water, heat transfer is mainly treated by conduction
and convection, although for the initial nanoseconds of the heat transfer process, the
conduction term has a higher impact than the convection term (in reference [19], it is
stated that the current velocities due to natural convection are of the order of 0.5 pm/ns,
while the temperature change due to conduction can reach several nanometers within
a few nanoseconds). Therefore, as a first approximation, only heat conduction in water
will be considered.

2.1.2 Heat conduction

In the case of heat conduction, the rate of heat flow \( \vec{Q} \) in a certain direction has been
proved experimentally to be proportional to the area \( A \) normal to the direction of the
flow and to the temperature gradient \( \nabla T \) in that direction. Although the experimental
demonstration of this fact was done initially by J. B. Biot, the mathematical description
was published in 1822 by the French mathematical physicist Joseph Fourier\([15, 16]\). This
description, known as Fourier’s Law, can be written as

\[
\vec{Q} = -kA\nabla T ,
\]  

(2.1)

where the variable \( k \) is the thermal conductivity\(^3\) of the medium, a positive quantity.

The rate of heat flow per unit area is the heat flux \( \vec{q} \). Equation 2.1 can then be
written in terms of the heat flux as

\[
\vec{q} = \frac{\vec{Q}}{A} = -k\nabla T .
\]  

(2.2)

This equation implies that a negative temperature gradient results in a positive heat
flow and vice-versa.

This equation is valid for the particular case of a system with constant \( k \) and no
source of energy within the system. To derive a more general equation for the heat
conduction, it is necessary to take into account the energy balance in the system due

\(^1\)As can be verified in several books: pages 20-22 of reference [15] and pages 5-7 of reference [18].
\(^2\)As can be verified in reference [16], pages 65-68.
\(^3\)The thermal conductivity of a material is a function of its physical structure, thermodynamic state
and chemical components, depends strongly on temperature and less strongly on pressure\([15]\).
to heat exchange by conduction, heat generation within the system and the increase of internal energy, i.e.,

\[
\left( \text{Heat gain by conduction} \right) + \left( \text{Energy generation} \right) = \left( \text{Increase of internal energy} \right).
\]  

(2.3)

Developing this equation, as in chapter 2 of reference [16], it is possible to obtain the following general heat conduction equation

\[
-\nabla \vec{q} + g = c\rho \frac{\partial T}{\partial t} ,
\]

(2.4)

where \( c \) is the specific heat of the material, \( \rho \) is the density of the material, \( \frac{\partial T}{\partial t} \) is the variation of the temperature \( T \) with time \( t \) and \( g \) is an external energy source per unit of volume within the system.

Taking into consideration equation 2.2 and for a medium in which the thermal conductivity \( k \) is constant in temperature and space, the previous equation can be simplified to what is denominated as the Fourier-Biot equation\[^{15}\]

\[
k\nabla^2 T + g = c\rho \frac{\partial T}{\partial t} 
\]

(2.5)

It is important to highlight that, the heat conduction equation can only be solved analytically for some simple systems, such as the ones presented in section 6.2. For complex systems, equation 2.5 must be solved numerically.
Chapter 3

Overview of the production, preparation and use of gold nanostructures for biomedical applications

In the last few decades, gold-based nanostructures have been investigated for different applications. Gold nanoparticles have been considered for medical applications, such as imaging and therapy, because they are good scatterers or absorbers in the visible-near-infrared spectral range and their surface can be easily functionalised.

The work presented in this thesis addresses outstanding issues related to the use of gold nanoparticles as heat sources. Therefore, this literature review will start with a summary of the main methods used to produce unfunctionalised gold and gold-coated nanoparticles. Following this, some methods to coat gold nanoparticles with different proteins are also discussed. After, a short review of some of the studies done on uses of gold nanostructures for biomedical applications and some results concerning the studies of heat transfer relevant for these applications are presented.

3.1 Production of gold nanoparticles

Experimentally, there are several chemical or physical methods to create gold nanoparticles. Some are “green approaches”\textsuperscript{[20]}, as they do not rely on hazardous chemicals, while others are less environmentally friendly. Depending on the approach, particles of
different sizes (in the range of a few up to some hundreds of nanometres in diameter), shapes (e.g., pyramidal, spherical, rod-shaped), compositions (pure gold, core-shell or gold-coated), surface charges and chemistries can be made. In this section, a short description of some methods used to make nanoparticles is presented.

For one reported environmentally friendly approach, a solution containing sodium tetrachloroaurate, NaAuCl$_4$, is added to an infusion of Darjeeling tea and in a matter of minutes, gold nanoparticles of 15-45 nm in diameter are created. Due to the phytochemicals present in the infusion, this production method enables the simultaneous phytochemical-coating of the gold nanoparticles. This coating contributes to the non-agglomeration and stabilisation of the particles, and when used in vitro shows very good affinity towards cell receptors.

One of the main chemical approaches used to produce gold nanoparticles is by chemical reduction in aqueous solution[3]. At the boiling point of a heated diluted solution containing chloroauric acid (HAuCl$_4$), a small quantity of citric acid (C$_6$H$_8$O$_7$) is added while the mixture is vigorously stirred. After a short period of time, gold nanoparticles are produced. This is usually identified by the change in colour in the solution, from transparent or blue to red or pink, depending on the distribution of nanoparticle sizes. In the case of reference [3], the particles obtained are rod-shaped, with an average length of 38 nm and a mean aspect ratio of close to 1.3.

A physical method employed quite commonly uses a muffle furnace to heat up a surface coated with a thin film of gold. The cooling process can then be controlled and performed at a slow rate, resulting in the formation of gold nanoparticles. At low annealing temperatures, this is likely due to atomic diffusion on the surface and partially due to evaporation-condensation mechanisms and bulk diffusion. At higher annealing temperatures, the nanoparticle formation seems to be due to the combination of grain boundary and bulk diffusion, a process known as grain-coarsening. An alternative explanation has also been proposed: nanoparticles may form due to the temperature dependence of the interfacial energies of the three media present in the system, which leads to local surface deformations[21]. With this method there is the risk of diffusion of some atoms from the substrate to the nanoparticle, which may change the nanoparticle’s properties and crystal structure[22]. Spherical nanoparticles of sizes between 30 and 400 nm are commonly obtained with this method.

Nanoparticles with only an outer layer of gold (either a core-shell or a gold-coated particle), may be produced by first functionalising the core nanoparticles with an amine-terminated compound (e.g., for the case of silica core nanoparticles in [23]). Gold
colloids (2-3 nm) are then attached to the amine and finally, a continuous shell is obtained by reduction of a solution containing chloroauric acid onto the attached small colloids in the presence of formaldehyde. For other methods regarding the production of core-shell nanoparticles, refer to [13], [24] and references therein.

Nanoparticles of distinct shape, as in the case of gold pyramids\textsuperscript{[25]} in which the pyramid base has dimensions of 100-300 nm but the pyramid tip is around 1-10 nm in size, can be produced using a combination of techniques. Electron-beam deposition, a layer-by-layer approach, is used to deposit chromium and gold, while phase-shifting photolithography and wet-chemical etching are used first to create the chromium masks, and subsequently to remove these masks, once the electron-beam gold deposition is complete. This top-down nanofabrication is a good example of how combinations of methods allow the production of anisotropic structures that are highly uniform in shape and size, and multifunctional.

For solution-based nanoparticle production methods, the main factors to take into account are the temperature and the concentration of any external agents (e.g., citrate, organic coating). As for production methods based on thin films, the main production factor is the annealing temperature used, the amount of time the material is kept at that temperature and film-substrate properties (for instance, gold film shape, size and thickness, presence or not of an adhesion layer on the substrate). Chapter 5 will explore the effect of annealing temperatures and cooling rates on the nanoparticle production, as these factors should have a strong influence on the nanoparticle crystal structure, and are still not fully understood.

3.2 Preparation of gold nanoparticles functionalised with proteins

The organic coating of the nanoparticles can happen at a second stage, after the nanoparticle production, or may happen simultaneously. In the next few paragraphs both approaches will be exposed.

A method that allows the production of thiol-derivatised gold nanoparticles employs a two-phase liquid-liquid environment\textsuperscript{[26]}. In brief, a solution containing chloroauric acid is transferred to an organic solution of toluene, while using a phase-transfer catalyst (tetraoctylammonium bromide). Once this transfer is completed, dodecanethiols are added to this mixture. At this stage, a reducing agent (sodium borohydride) is
introduced in the system, under vigorous stirring. In a matter of seconds, the organic phase changes colour from orange to deep brown. Finally, the organic phase is separated from the dark brown precipitate.

Proteins and antibodies can also be attached to gold surfaces after the gold structure production. This attachment can happen either by electrostatic interaction (as is the case for the albumin protein which has several positive amine groups and is thus attracted to the negative charge of components adsorbed to the gold surface) or by covalent thiol bonds between the amino acid cysteine and gold \(^2\). For \textit{in vivo} applications, noncovalent approaches should be avoided \(^{27}\). Blood contains a high variety of proteins that can compete with the already coated antibodies to bind to the gold nanoparticles. This can then accelerate the dissociation of the attached antibodies, leading to nonspecific binding. Therefore, the covalent bonding \(^2\) method is described here. A redox solution with a phosphate buffer at a weak basic pH is created in order to suspend the proteins and deprotect the terminal thiol. After some time in this reducing solution, the proteins are desalted to obtain deprotected proteins in a pure water solution. This desalted solution is then added to a solution containing gold colloids and shaken for several hours at a low frequency. After this period, the solution of protein-gold nanoparticles is buffered to an almost neutral pH and it is left to equilibrate for some time. For a period of some hours following this, the concentration of salt (NaCl) is gradually increased, while the solution is sonicated, in order to keep the particles dispersed. The addition of salt allows the attachment of the proteins to the nanoparticle surface and by varying the salt concentration, the coated protein density can be controlled \(^2\). Subsequently, the solution is shaken at low frequency for several more hours, to allow the production of fully functionalised protein-gold nanoparticles. Finally, to separate the coated nanoparticles from all the unbounded proteins, several centrifugations, supernatant removals and resuspensions in solution with anionic surfactant are executed. This entire procedure may need to be performed in the dark, in case a light sensitive dye is used (to prevent photobleaching). The protein coating layer can be 5 to 11 nm thick, as measured experimentally for several types of proteins \(^{2, 23}\).

The density of proteins coated on the gold nanoparticle surface, which can be measured experimentally by fluorescence and absorbance methods \(^{2, 28}\), depends on the nanoparticle as well as the salt concentration. Particles with smaller sizes can accommodate a higher number of proteins per unit area, although this density varies with the salt concentration. High concentration of salt can screen the charges of the organic components during the adsorption process, leading to an increase of the number of pro-
teins per unit area \(^28\). As the particle size increases, the density of proteins decreases, reaching a limit value when the particle radius is bigger than 30-50 nm\(^2\). Although not explored in this thesis, the effect of the protein distribution on the nanoparticle surface when these are used as heat sources is mentioned in chapter 9, as an interesting issue to address in the future.

3.3 Gold nanoparticles for diagnosis and therapy

For any of the biomedical procedures mentioned in the introduction, the nanoparticles used should be inert, biocompatible and should respond to radiation in the near infrared (near-IR) spectrum region. This frequency range is preferable because it is poorly absorbed or scattered by living tissue, as figure 3.1 shows for the case of melanin and red oxyhemoglobin (HbO\(_2\)). Therefore, near-IR radiation maximises contrast per dose, i.e. decreases tissue attenuation and autofluorescence from nontarget tissues. Furthermore, the nanoparticle must be developed to efficiently exit the body, by biodegradation or intact excretion (renal clearance or liver sequestration)\(^13\).

When light shines on gold nanoparticles it can either be mainly absorbed (by photon-electron interaction) or scattered. If the frequency of the light source matches the collective plasmon resonance of the nanoparticle, the majority of the incident radiation is absorbed by the particle\(^11\), while if this resonance is not reached, then light will be mainly scattered. As this surface plasmon frequency strongly depends on the size of
the nanoparticle, nanoparticles of identical composition but different radii will lead to markedly different effects\textsuperscript{30}.

Radiation scattered by the particle, either forward (in the direction of the beam) or backwards, can be used for diagnostic purposes. In particular, backscattered radiation can be used for imaging by confocal reflectance microscopy, laser scanning microscopy, spectrophotometry and optical coherent tomography. These techniques can provide useful insight on inflammatory, degenerative or neovascular disorders and could be used for early cancer detection\textsuperscript{4}. The use of optical fluorescence imaging techniques in surface-based (< 1 cm) clinical applications such as open-surgical interventions, among others, also seems to be a promising application for gold nanoparticles\textsuperscript{13}. Experimental results\textsuperscript{11} with radiation of 532 nm seem to suggest that for particles bigger than 20 nm the scattering effects becomes considerable, while for smaller sizes the majority of radiation is converted to heat. Computational studies\textsuperscript{4} show that, although the angular intensity map is symmetric, shorter wavelengths (532 nm) reveal a greater scattering for particles with radius of 20 to 75 nm, while for bigger particles with a radius of 75 to 100 nm, the scattering effect is greater for longer wavelengths (800 nm). Similar studies on core-shell silica-gold nanoparticles\textsuperscript{4} reveal that, for the smaller wavelengths (532 nm), scattering increases with the increase of the shell thickness, with forward scattering being greater than backscattering. For the longer wavelengths (800 nm), a decrease in scattering is obtained, with the intensity of the backscattered radiation always higher than the forward scattered radiation.

When the objective is to use nanoparticles as heat sources inside tissues, it is desirable that the nanoparticle has a strong, narrow and tunable absorption close to the near-IR region. Computational results\textsuperscript{4} show that for gold particles with sizes of 5-100 nm, absorption is greater for shorter wavelengths (532 nm) than for longer wavelengths (800 nm). When the nanoparticles are core-shell silica-gold, an increase in the radiation absorption is verified for the shorter wavelength (532 nm), while for a longer wavelength (800 nm) a decrease in the absorption is obtained. Experimental studies\textsuperscript{11}, using photocalorimetric methods with continuous wave lasers of wavelength of 532 nm and gold nanoparticles of 20 nm diameter, show a very high efficiency in the light to heat conversion for several laser modulations. Studies also show that nanoparticle aggregates present, besides the transverse band due to the plasmon mode of the individual nanoparticles ($\approx$ 520 nm), a near-IR absorption band (typically from 650 until 850 nm). This band tends to be inhomogeneously broadened due to different sizes and structures of the aggregation of nanoparticles\textsuperscript{31}. Therefore, careful consider-
tions need to be taken in the production and use of nanoparticles, to be sure whether absorption occurs due to the individual particles or their aggregates. More promising nanoparticles are hollow gold nanospheres, where the combination of shell thickness and diameter allow the tuning of the absorption peak between 550 and 820 nm\(^\text{[31]}\). Hollow nanoparticles with shell thickness of a few nanometers and sizes from 30 to 50 nm provide a tunable absorption peak in the visible near-IR region (\(\approx 800 \text{ nm}\))\(^\text{[32]}\). When coated with antibodies, the hollow nanoparticles showed no aggregation and a small blue shift (\(\approx 18 \text{ nm}\)) on the absorption spectra\(^\text{[33]}\). Hence, their strong absorption in the near-IR region, associated with their small size, spherical shape and easy conjugation with organic components make these nanoparticles very good candidates for biomedical applications. The \textit{in vitro} and \textit{in vivo} experiments of these nanospheres targeted with antibodies or specific peptides and proteins demonstrated a very effective use for photothermal ablation treatments\(^\text{[33]}\), with results up to eight times better than with solid gold nanoparticles\(^\text{[32]}\). The magnitude of this improvement was attributed to much stronger near-IR absorption and more effective photothermal conversion.

The matching between the wavelength of the external light source and the surface plasmon resonance of the nanoparticle or nanoparticle aggregate determines the temperature profile of nanoparticle during and after the laser irradiation. For that reason, in section 8.2 of chapter 8, the effect of the nanoparticle temperature on the overall heat transfer is investigated.

### 3.3.1 Studies on cell uptake and cytotoxicity

A compound can enter a cell by several mechanisms, depending, among other aspects, on its size, shape, surface charge and arrangement of chemical groups\(^\text{[34]}\). Smaller and nonpolar molecules, a few atoms in size, can passively diffuse through the membrane layer, while for nanometre-sized proteins and ions, specialised membrane-transport protein channels are used. For bigger molecules and most nanomaterials (where nanoparticles are included), the uptake into the cell seems to be due to endocytosis\(^\text{[34]}\).

For certain diseased tissues (e.g., a tumour), enhanced nanoparticle uptake can occur due to an abnormal lymphatic system and a leaky vasculature. These inherent properties allow for enhanced permeability and retention effect of smaller nanoparticles in the tumour relative to the healthy tissue. Also, some cancer cell membranes contain different and/or more receptors than healthy cells. Consequently, nanoparticles coated with specific organic materials can directly attach to these receptors and increase the
rate of endocytosis\textsuperscript{35}. During endocytosis, part of the cellular membrane rearranges to envelop the nanomaterial, isolating it from the cell cytosol. This restricts the location of the nanoparticle within the cytosol, which may be undesirable. This effect can sometimes be reversed by co-internalising a membrane-disrupting agent together with the nanoparticle. The downside is that the endocytosis of these artificial/synthetic systems can create pores in the cell membrane that can lead to cellular toxicity, by destroying the ionic and protein balance between the interior and the extracellular medium.\textsuperscript{34} A way to prevent this cell toxicity is by either changing the nanoparticle size and/or shape in order to change the uptake mechanism or by modifying the surface-structure of the nanoparticle to reduce the impact on the formation of pores, the latter being a better way to guarantee the usage of the nanoparticle in a wider range of conditions.

As for uptake efficiency\textsuperscript{34, 36}, nanoparticles with smaller surface area seem to more easily use endocytic pathways. For example, spherical nanoparticles are internalised via endocytosis up to 500\% more than rod-shaped particles. In terms of sizes, spherical nanoparticles with diameters of the order of 50 nm seem to present the best uptake. Smaller nanoparticles may extravasate or pass through the tumour vasculature, to the extreme of nanoparticles of around 10 nm in diameter being detected in several organs\textsuperscript{35}. Experimental results\textsuperscript{37} with pegylated gold nanoparticles with 20, 40 and 80 nm diameter indicated that the smaller nanoparticles had a higher tumour uptake, related to their prolonged resident time in the blood and their ability to extravasate from the tumour blood vessels. Regarding the spatial arrangement of the coating, characterised using scanning tunnelling microscopy, ordered protein coatings show a better efficiency of particle-cell-membrane interactions than randomly arranged ones, with a higher density of protein coating being related to an increased cell uptake\textsuperscript{34}. Studies referred in \cite{35} also point to the importance of the length of the ligand attached to the nanoparticle, with shorter targeting ligands enhancing the efficiency of the nanoparticle delivery due to the smaller overall size of the nanoparticle. As for surface charge, neutral nanoparticles minimise unforeseen nanomaterial-biological interactions\textsuperscript{34} and increase blood circulation time\textsuperscript{35}. Charged surfaces enhance cell uptake, although different conclusions are found in the literature. Some\textsuperscript{34} argue that the higher uptake rate is obtained with cationic-coated nanoparticles, although other sources\textsuperscript{35} suggest that positively charged organics coatings do not specifically stick to cells and strong negatively charged coatings enhance liver retention. To increase the cell uptake, coating the nanoparticle with serum proteins or other natural cell-penetrating motifs (as neutral
and hydrophilic ligands, e.g., poly(ethylene glycol) PEG) is often done, together with ordered spatial arrangement, in order to enhance nanoparticle dispersion and receptor-mediated endocytosis, minimise nanoparticle aggregation and avoid unwanted protein adsorption[34, 35]. Furthermore, results[27] also suggest that nanoparticles coated with a mixture of specific proteins and natural cell-penetrating motives allow simultaneously specific cell targeting and avoid nanoparticle filtration by the reticuloendothelial system of the body.

All of these points argue to the advantage on the use of spherical particles for biomedical applications. For this reason, the nanoparticle shapes created in chapter 5 and used in chapter 8 approximate spheres.

### 3.3.2 Studies on living body circulation and clearance

The particle size is a key factor determining the lifetime of the nanoparticles in the circulatory system and the mechanism by which they are cleared by the body. Results presented in reference [35] argue that nanoparticles between 5 and 100 nm in diameter are not significantly captured by the liver, spleen or kidneys. On the other hand, groups cited in reference [13] and results presented in reference [38] show that reasonably long circulation lifetimes are obtained for nanoparticles with sizes between 3 and 7 nm in hydrodynamic diameter. Smaller particles lead to nonspecific tissue dispersal and extravasation (i.e., increase on background fluorescence and potential prolonged retention), while larger probes tend to accumulate in the liver, leading to an eventual hepatobiliary excretion. Since the liver is the more time consuming clearance route, the increased retention of the nanoparticles in this organ may allow possible interference with other imaging assessments and cause prolonged exposure[13]. The same group verified that smaller particles (3.3 nm diameter) are more quickly and completely excreted (after 48 hours, 73% of particles were out of the system) than the larger particles (6 nm diameter) (only 64% of particles were excreted in the same period). Experimental results[37] with pegylated gold nanoparticles with 20, 40 and 80 nm diameter considered the effect of the size of the nanoparticle and of its organic coating in terms of blood clearance. Their results indicated that smaller nanoparticles had significantly higher activity in the kidneys and intestines than the bigger ones, which were rapidly

---

1 According to [39], the hydrodynamic radius is the hypothetical radius of a hard sphere that presents the same diffusion characteristics as the particle under analysis. As most of the particles used in the several biomedical studies are not spheres, the hydrodynamic radius gives an apparent size of the dynamic hydrated/solvated particle.
captured by the liver and spleen. Nevertheless, the authors also pointed out that the slower blood clearance of the smaller nanoparticles could also be due to the higher surface PEG density achieved in the smaller particles, arguing that the compact PEG layer could effectively insulate the nanoparticles from nonspecific binding of plasma proteins, resulting in reduced liver uptake.

In terms of the surface charge, work from several groups, cited in reference [13] and reference [35], argues that zwitterionic or, preferably, neutral surfaces are more bioinert, allow an extended blood circulation time and a more effective clearance via the kidneys, while charged probes tend to increase the opsonising response (i.e., the susceptibility to be ingested by phagocytes) from the environment (e.g., serum proteins), causing a growth in probe size and preventing renal excretion.

Hence, there is quite some variability in the size of the nanoparticle that can be used in biomedical applications, as long as the total surface charge is zero. For this reason, the studies presented in chapter 8 use several sizes of neutral nanoparticles, in systems of hot particles embedded in water.

### 3.3.3 Other aspects relevant for the use of nanoparticles on bioapplications

For biomedical applications, coating the nanoparticle with specific proteins is often necessary. As part of the coating process (and as mentioned in section 3.2), it is necessary to centrifuge the solutions containing both nanoparticles and proteins in order to separate the excess proteins from the nanoparticles. Multiple centrifugations can lead to loss of protein coating\[^{40}\], implying a change in the nanoparticle surface properties that can affect the outcome of the nanoparticles application.

Nanoparticle dispersion is another important factor to be considered, as previously motivated in page 26. According to some studies\[^{40}\], the protein coating, besides increasing the compatibility of the gold nanoparticles in biological media and allowing the adaptation of the particles to different bioapplications, also minimises the nanoparticle aggregation. This a very convenient advantage since, as mentioned above, the optical properties change with the size of the gold aggregate. The protein coating also minimises the cytotoxic effect of the nanoparticle assemblies.

Furthermore, some experimental work\[^{41}\] with ferromagnetic nanoparticles in vitro and in vivo indicates that inducing an hyperthermia state might not be enough to treat some tumours. For instance, the repeated heating of the tissues to hyperthermia
temperatures triggers the release of heat shock proteins\textsuperscript{[35]}, which are proteins involved in the folding and unfolding of other proteins. Therefore, in some cases, chemotherapy treatments may be also necessary in combination with the hyperthermia treatment using a heat shock protein inhibitor. This inhibitor has a antitumour effect by reducing the cells thermotolerance, hence increasing the cells susceptibility to hyperthermia.

As mentioned above in section 3.2, one of the issues that is addressed in this thesis is the influence of the identity of the organic layer coating the nanoparticles on the heat transfer between the nanoparticles and their surrounding medium.

Changes in coating density are also important issues to explore with computational models, as the transfer of heat through the interface may suffer changes as well as the temperature profile. Due to the project’s limited duration, this study was not done.

### 3.4 Heat transfer studies

If the frequency of the light source shining on the system of gold nanoparticles in a medium matches the collective conduction band electron oscillation, a good part of the radiation will be absorbed by photon-electron interaction. This energy will be distributed by electron-electron scattering within 10-50 fs. Within a few picoseconds, the lattice temperature starts to increase due to electron-phonon interactions, reaching thermal equilibrium within 10-50 ps\textsuperscript{[42]}. As the temperature of the particle increases, this accumulated heat can be propagated to the surrounding medium by phonon-phonon coupling and a thermal equilibrium between the particle and the surrounding fluid can be achieved within nanosecond time scales, depending on the particle size and laser pulse intensity\textsuperscript{[43]}. Studies of heat transfer in a system containing nanoparticles in liquid media have been performed by several groups and different characteristics and parts of the system deserved special attention, as will be discussed in this section.

Experimental results\textsuperscript{[3]} show that gold nanoparticles can undergo a shape change from rods to spheres at temperatures of 1213 K, below the melting point of gold (1337 K), with increased magnitude of the effects for bigger laser fluences. In some cases, the creation of smaller nanoparticles by what the authors call “laser-induced size reduction” was also verified. Under these conditions, the water surrounding the gold nanoparticle may reach temperatures close to the critical temperature ($T_{cr} = 647$ K), and a vapour phase is formed around the gold nanoparticle in an explosive manner\textsuperscript{[44, 45]}. This vapour layer seems to form for all the sizes of nanoparticles tested (9-110 nm
in diameter), although for bigger nanoparticles the change in phase occurred at lower water temperatures. Studies of gold nanospheres in water using experimental\cite{46} and finite element\cite{47} methods showed that a quasi-steady temperature profile, without a vapour layer formation, can be established with low intensity and long laser pulses. If the laser intensity increases, a phase-change from liquid water to vapour occurs around the nanoparticle. Once this new phase is present, any additional increase in laser intensity does not significantly change the temperature of the nanoparticle or its surrounding medium, since the vapour layer shields the hot nanoparticle from the cold liquid water.

The presence of an explosive vapour layer led some authors to consider the use of pressure waves as a mean of causing mechanical damage at long range distances from the nanoparticle\cite{48}. Their computational results with nanoparticles of 50 nm diameter heated with lasers of several fluences showed that the lengths at which the pressure wave and the thermal spikes should be intense enough to cause any mechanical or thermal damage are within distances comparable to the particle diameter. Thus it is unlikely to be a possible mechanism for mechanical damage.

Computational studies using finite elements to simulate gold nanorods in water and analytical models have clarified the timescales and temperature ranges of heat transfer in nanoparticle-water systems. When long laser pulses are used in a system with gold nanorods\cite{42}, the water surrounding the nanorod reaches a temperature close to the critical temperature of water in around 50 ps. The thermal equilibrium between both parts of the system is reached approximately 500 ps after the laser pulse. Much smaller temperature rises have been reported using shorter pulses. In the same study\cite{42}, when multiple laser pulses are emulated, a steady temperature rise of 3 K of the water layer surrounding the nanoparticle is achieved within 50 ns and is sustained throughout the duration of the simulation. Between pulses ($\Delta t = 12.5$ ns), the temperature of the gold and of the surrounding water equilibrates before the next pulse. Analytical approaches based on experimental results\cite{11}, which compare the relevance of the nanoparticle concentration and of the laser fluence on the heating of a system of gold nanoparticles in water, reveal that a considerable overall temperature increase of the medium is due to the combined heating effects of many nanoparticles. For high laser fluences in media with low concentrations of gold nanoparticles, a small temperature increase of the overall system is obtained, although a large temperature increase close to the nanoparticle is reported. Similar systems were also analysed experimentally\cite{49} by pump-probe spectroscopy, focusing mainly on the effect of the nanoparticle size on the characteristic time scale associated with the energy dissipation from the nanoparticle.
to the surroundings. Their results reveal an independence of the relaxation time on the initial temperature of the particle, but a variation with the square of the nanoparticle radius. In particular, the relaxation time varied from almost 400 ps, for the 50 nm diameter particle, to 10 ps, for the particles with 4 nm in diameter. In addition, for these smaller particles, the relaxation time of the energy dissipation was comparable to the electron-phonon coupling time scale of a few picoseconds, implying that a considerable energy loss happens before the electrons and phonons within the particle are in thermal equilibrium.

The effect of the introduction of an additional organic layer to gold structures has also been studied in terms of heat flow. Experimental measurements on gold surfaces heated to temperatures up to 1075 K and coated with alkanethiolate chains show that the chains remain bonded to the gold surface even at such high temperatures, most probably due to the short duration of the temperature jump. A region at the base of the alkanethiolate chain of \( \approx 0.8 \) nm in length, which corresponds to four carbon segments, is estimated to be involved in the heat conduction from the gold. This is in agreement with findings, reported in the same reference, stating the delocalisation of the heat-carrying vibrations over four or five carbon segments in short-chain alkanes. From this initial step, the velocity of heat propagation through the alkanethiolate chains was estimated to be of 0.95 km s\(^{-1}\), revealing a small resistance on the heat flow through the organic layer.

More experimental studies, performed in systems of self-assembled monolayers (SAMs) sandwiched between gold and quartz (Qz) slabs, demonstrated that the bonding chemistry can modify the heat flow through the system, as well as the system stiffness. A stronger covalent bonding between the SAMs and the gold substrate increased the stiffness in the system. Also, the heat transfer through the interface could be directly tuned by changing the density of covalent bonds between the SAM and gold substrate. Moreover, the rate of heat transfer at the interface, hereafter referred to as the heat transfer coefficient, was also measured. They estimated values of 36-39 MW m\(^{-2}\) K\(^{-1}\) for weaker interactions, as in the Au/CH\(_3\)-C\(_{11}\)-Si/Qz and Au/NH\(_2\)-C\(_{11}\)-Si/Qz systems, increasing to 47 MW m\(^{-2}\) K\(^{-1}\) for bromine-terminated surfaces. The stronger value of 68 MW m\(^{-2}\) K\(^{-1}\) was measured for the system with covalent bonds (Au/SH-C\(_{11}\)-Si/Qz).

The experimental study of the thermal properties of metal nanoparticles (diameters ranging from 4 to 26 nm) embedded in glass show that the cooling processes were controlled by the heat transfer at the interface between the particle and the glass and by the heat diffusion in the glass matrix. For the particular case of a gold nanoparticle
of 9 nm in diameter, the heat transfer coefficient for the case of a gold-glass interface is estimated to be approximately 100 MW m\(^{-2}\) K\(^{-1}\).

Some experimental studies have also been performed regarding the effect of the coating of metal nanoparticles in the heat transfer. For the case of citrate stabilised Pt particles (diameter \(\approx 10\) nm) solvated in water\(^{53}\), the heat transfer coefficient was measured to be around 130 MW m\(^{-2}\) K\(^{-1}\). Further studies by the same group\(^{54}\), with two organic-coated AuPd nanoparticle (diameter \(\approx 4\) nm) embedded in water, determined the heat transfer to be around 250\(\pm 90\) MW m\(^{-2}\) K\(^{-1}\) and 145\(\pm 55\) MW m\(^{-2}\) K\(^{-1}\). In the same reference, larger nanoparticles (diameter \(\approx 20\) nm) of organic-coated Au-core/AuPd-shell nanoparticles have a heat transfer coefficient of 230\(\pm 50\) MW m\(^{-2}\) K\(^{-1}\). Due to the very large uncertainties associated with the heat transfer coefficients measured in experiment, the authors concluded that the heat transfer between the metal and liquid is insensitive to the structure and chemistry of the organic-coating, although they admit surprise towards such result. Furthermore, their results suggest that the heat transfer between the metallic nanoparticle and water is at least one order of magnitude larger than in systems where the particle is embedded in an organic medium. Similar conclusions were obtained with heated gold surfaces coated with alkanethiolates of different lengths\(^{50}\), in which a heat transfer between the gold and the alkanethiols of 220 MW m\(^{-2}\) K\(^{-1}\) was measured. On the other hand, other experiments\(^{55}\) with gold nanorods with different kinds of coatings (PEGs of different lengths, alkanethiolates acids of different lengths, etc.) embedded in solutions with the organic compounds of the coating affirm that the heat transfer at the interface does not significantly depend on the length of the coating, but it does depend on the surface chemistry. Their evaluation of the heat transferred at the interface, which includes the transfer at gold-organic interface and the transfer through the organic and at the organic-solvent interface, gives values of 175\(\pm 75\) MW m\(^{-2}\) K\(^{-1}\) for the case of CH\(_3\)(CH\(_2\))\(_9\)COOH (mercaptoundecanoic acid), 163\(\pm 35\) MW m\(^{-2}\) K\(^{-1}\) for the case of CH\(_3\)(CH\(_2\))\(_{14}\)COOH (mercaptophexadecanoic acid) and infinity for the remaining types of coatings.

Slab systems can be used to focus on the effect of the interface in the heat transfer. Experimental results in \(^{56}\) have shown that planar gold functionalized with 1-octadecanethiol (C\(_{18}\)), in order to make the surface hydrophobic, has a heat transfer coefficient of 50 \(\pm 5\) MW m\(^{-2}\) K\(^{-1}\), while planar gold functionalized with 11-mercapto-1-undecanol (C\(_{11}\)OH) becomes hydrophilic and measures 100 \(\pm 20\) MW m\(^{-2}\) K\(^{-1}\).

Finite element methods or analytical approaches cannot readily capture the phase transitions experienced by the gold or its surrounding medium, when non-equilibrium
conditions, such as difference in temperatures, are imposed. A more natural way of studying these phenomena is by using molecular dynamics. This computational method also has the advantage of allowing the study of the fundamental heat transfer mechanisms, as it does not require any prior knowledge of the heat transport.57

Results obtained with a general nanoparticle of a few nanometres in diameter embedded in a general fluid58 show that the fluid next to the nanoparticle can be heated well above its boiling point without experiencing a phase change, due to the increase of the curvature-induced pressure of the fluid close to the nanoparticle. The continued increase of the nanoparticle temperature also led to a saturation point in the heat flux of the system. Studies on flat surfaces, where effects of curvature are suppressed, also demonstrate that, at a critical heat flux, a vapour layer develops, followed by a heat flux drop58. Also, results obtained with a slab system of two general solid slabs separated by a general fluid demonstrated that the heat transfer at the interface increases with the wetting of the liquid to the solid59.

In more particular studies, such as in reference [60], several liquid-liquid interfaces are simulated and each of the heat transfer coefficient is determined. Their values are between 65 ± 10 MW m⁻² K⁻¹ for water-octane interface and 370 ± 40 MW m⁻² K⁻¹ for hexane-surfactant tail (CH₃(CH₂)₂⁹OH). For the case of water-surfactant head (OH groups), their heat transfer coefficient is determined to be 300 ± 40 MW m⁻² K⁻¹, which they justify on the strong coupling between the water and the hydroxyl group. The acceptance and donation of hydrogen bonds between the hydroxyl “head group” and the water, which is visible in their simulations, leads to a visible peak in the mass density distribution at the interface. They also verify a very small temperature drop through the surfactant chain. As for their vibrational modes analysis, the systems with good heat transfer show overlapping low vibrational frequencies. Planar systems of self-assembled monolayers with a broad range of surface chemistries (from hydrophobic to hydrophilic) embedded in water61 show values of the heat transfer coefficient at the water-SAM interface ranging from 40 MW m⁻² K⁻¹, for hydrophobic surfaces, to 140 MW m⁻² K⁻¹, for the hydrophilic surfactants. Solid-organics interfaces have also been investigated under equilibrium and non-equilibrium molecular dynamics. In references [62] and [63], the authors performed several studies with Au-SAM-Au junctions. In particular, they focused on the variation of the heat transfer coefficient at the Au-SAM interface with the temperature, external pressures, SAM molecule coverage and Au-SAM bond strength. Their results show that in such a system, the interface presents a bigger resistance than the heat conduction through the substrate or the organic com-
ponents. They found that the heat transfer coefficient increased with temperature, for temperatures lower than 150-250 K, reaching a plateau beyond this point. The authors also verified an increase on the low frequency vibration modes in the gold and organic components as the temperature increases, while only the organic components presented an increase on the intermediate frequency modes. This latter anharmonicity was attributed to suppress any further increase on the thermal conductance, therefore justifying the plateau reached. The effect of the variation of the external pressure or of the alkanedithiol chain length on the heat transfer coefficient was considered minimal. On the other hand, an increase on the SAM molecule coverage or on the Au-SAM bond strength was found to increase the value of the heat transfer coefficient. The heat transfer coefficients measured ranged from 200 to 420 MW m$^{-2}$ K$^{-1}$.

In terms of curved systems, several studies have been undertaken with molecular dynamics tools. For instance, for ZnO nanoparticles solvated in tetradecane\cite{64}, a vapour layer around the nanoparticle was obtained for the case of extremely high heat flux. According to reference \cite{65}, gold nanoparticles (radius of 1.2 nm) embedded in octane and heated up to temperatures of 500 K presented a value of the heat transfer coefficient of around 100 MW m$^{-2}$ K$^{-1}$, while as the nanoparticle temperature increased, this value reduced to 50 MW m$^{-2}$ K$^{-1}$ at 1200 K. Heat flows above 700 nW made the nanoparticle lose crystalline order and start to disintegrate, without the formation of a liquid vapour layer. When similar simulations were performed in water, the heat transfer coefficient varied from 170 to 150 MW m$^{-2}$ K$^{-1}$. As the nanoparticle temperature increased, a diluted liquid layer, hotter than the critical temperature of water (650 K), surrounded the nanoparticle, although this layer never reached vapour density values.

In more recent years, the variation of the heat transfer coefficient at the interface with the particle size has been studied. Lervik et al.\cite{66} used systems of alkane nanodroplets embedded in water and detected a strong reduction of the heat transfer coefficient from 250 to 90 MW m$^{-2}$ K$^{-1}$, as the size of the nanodroplet increased from 2 to 12 nm in diameter. As for Hu et al.\cite{64}, ZnO particles, with radii between 10 and 30 Å were embedded in tetradecane and heated up with an extremely high heat flux. Their calculated heat transfer coefficients decreased from 35-40 MW m$^{-2}$ K$^{-1}$ for the smaller particles to 6-12 MW m$^{-2}$ K$^{-1}$. As already explained in these two references, this dependence of the heat transfer coefficient with the size of the nanoparticle can be due to a surface tension effect. The surface tension and solid free energy increases with the radius of the nanoparticle, which leads to a stiffer interface and, therefore, a lower heat transfer.
These results have addressed important issues such as the heat transfer in media with gold and water, the advantages of using protein coated gold nanoparticles, the size dependence of their use as heat sources and the importance of the different interfaces present in the system, among others. However some issues are still unexplored and simulations using molecular dynamics and analytical approaches can provide useful explanations and information. For instance, the main mechanisms responsible for the heat transfer in systems of embedded nanoparticles has not been greatly explored, and are addressed in chapter 6, by employing analytical and computational methods. In the same chapter, the heat propagated through the gold-water interface is quantified, by employing non-equilibrium molecular dynamics. Also, as this section shows, some studies have been done in terms of evaluating the heat transfer between different interfaces. As mentioned above, the few existing experimental studies investigating this issue report heat transfer coefficient values with very large associated uncertainty, which do not allow definitive conclusions to be made. Nevertheless, very few studies have been focused on the case of organic-coated gold structures in water and the influence of this organic coating in the heat transfer through the gold-water interface. Therefore, this issue is investigated in chapter 7. Furthermore, although the temperature distribution in systems of embedded hot particles has been reported by some groups, not many of those systems used atomistic detail to study the temperature variation in the water as a function of distance from the nanoparticle and with time, which we refer to in chapter 8. In the same chapter we also explore the effect of different variables, such as the nanoparticle size and temperature, on the heat propagation for the case of bare gold nanoparticles solvated in water, as this particular system has not been widely studied through molecular dynamics.
Chapter 4

Methodology

4.1 Molecular dynamics

The properties of a molecular system may be investigated using different, complementary methods. Experiments are the optimum standard but cannot single handedly yield all the desired information about any given system. On the one hand, most experimental techniques require analytical or computational models for the interpretation of measured quantities. On the other hand, most experimental techniques give spatially and/or temporally averaged information and do not give direct evidence on molecular scale mechanisms. A third limitation of experimental techniques is that few of them are surface sensitive, which limits our ability to investigate processes taking place at interfaces. Both analytical and computational models are used to address these limitations. Analytical models are most often utilised to gain insight into the spatially or temporally averaged behaviour of many systems, but frequently cannot be used to understand the molecular scale details of system behaviour. Particle-based computational models are the preferred option for this.

Particle-based computational models have become widely used in the last 20-30 years. In this approach, a system is simulated with atomic or molecular scale detail, and average values of its properties (temperature, pressure, configurational energy, etc.) are systematically taken, allowing the study of the evolution of the system and statistical prediction of its properties.

One of the computational methods available is molecular dynamics (MD). The idea behind MD simulations is precisely that it is possible to study the average behaviour of a many-particle system simply by computing the natural time evolution of that system.
numerically and averaging the quantity of interest over a sufficiently long time\textsuperscript{[67]}. 

In many aspects, an MD simulation is similar to a real experiment. In a real system, a sample has one or more of its properties (temperature, pressure, etc.) being monitored/controlled with a certain instrument (thermometer/thermostat, barometer/barostat, etc.) over time. To minimise the statistical noise of the instrument measurement, it is advisable to perform the data collection over a long period of time. In molecular dynamics the same concept is used. As the name suggests, the dynamics of the system (a solid, a liquid, a gas, a protein, etc.) is simulated over time. To perform the simulation, the initial configuration of the system and the interatomic potentials that govern the interactions between particles must be assigned. The force acting on each particle at each instant is solely determined by these potentials and the positions of the surrounding particles. Once the force acting on each particle is known, the coordinates and velocities of each of the particles can be propagated in time, according to Newton’s equations of motion. To mimic experimental conditions, some of the system properties (e.g., number of atoms, volume, total energy, pressure, etc.) are kept constant. As the system reaches a steady state, that is, the overall properties no longer change, the ensemble averages (i.e., the averages over all possible states of the system), which are equivalent to the time average values when the ergodic hypothesis is assumed, are taken. In MD, the ensemble averages are assumed to be independent of the initial conditions of the system\textsuperscript{[67]}.

The MD code used and modified in the simulations is DL\_POLY\_3.09\textsuperscript{[68]}. Now, some parts of this brief description are explored in more detail, namely the force fields used, the initialisation, force calculation and integration algorithm used and the ensembles used.

\subsection*{4.1.1 Force fields}

As noted above, the interactions between the atoms in an MD system are determined by the interatomic potentials. In the following pages a short description of the interatomic potentials used to emulate the forces between the atoms in the system studied will be presented.

All parameters mentioned in this section are tabulated in appendix B.
Metallic potential

To simulate the metallic bonds between the gold atoms, the Sutton-Chen (SC) potential\textsuperscript{[69]} was used. The SC potential is a derivation from the empirical N-body potential initially developed by Finnis and Sinclair\textsuperscript{[70]} (FS). This potential takes into account, beyond the short range interaction of the FS approach, a long range interaction given by a van der Waals tail. The N-body interaction is given in terms of the force between any pair of atoms, which is dependent on the interatomic distance between them and on all neighbours of both atoms. This potential has the form

\begin{equation}
V_{Au-Au}(r_{ij}) = \epsilon \left[ \frac{1}{2} \sum_i \sum_{j \neq i} \left( \frac{a}{r_{ij}} \right)^n - c \sum_i \sqrt{\sum_{j \neq i} \left( \frac{a}{r_{ij}} \right)^m} \right],
\end{equation}

where $\epsilon$ depends on the metal being simulated and has dimensions of energy, $a$ is the lattice constant, $r_{ij}$ is the interatomic distance between the atoms $i$ and $j$, $c$ is a dimensionless parameter, $m$ and $n$ are positive integers with $n > m$.

As already noticed by Sutton and Chen\textsuperscript{[71]}, this potential is not accurate enough to distinguish certain differences (e.g., the total energy difference between face-centered cubic (FCC) and hexagonal closed-packed (HCP) crystal structure), but it provides reasonable description of surface effects, in agreement with experimental observations\textsuperscript{[72]}.

Water-gold potential

To simulate the interaction between the gold and the water molecules, the potentials presented by Dou et al. in reference \textsuperscript{45} were used. These potentials, which consist of gold-oxygen and gold-hydrogen interactions, are an adaptation of the potentials initially developed by Spohr\textsuperscript{[73]}. The potentials developed by Spohr are based on a rigid metal surface, while this modified form allows the metal atoms to move and interact with the water molecules\textsuperscript{[74]}. Dou modified the Spohr function so that the interactions are pairwise additive between the O and the H atoms in the water molecule and the metal atoms. So, the modified potentials have the form

\begin{equation}
V_{Au-H}(r) = \gamma D_0 e^{-2\beta_H(r-r_{c2})}
\end{equation}

and

\begin{equation}
V'_{Au-O}(r) = D_0 \left( e^{-2\beta_O(r-r_{c1})} - 2e^{-\beta_O(r-r_{c1})} \right),
\end{equation}
where $D_0, r_{e1}$ and $r_{e2}$ are adjustable parameters that translate the adsorption energy and the distance of the water molecules to the metal surface, respectively, obtained from experimental results\cite{75}, and $\beta_O$ and $\beta_H$ are chosen to give the same range and curvature as the original Spohr functions.

To gain computational efficiency, it is necessary to force the previous equation smoothly to zero. For the case of the gold-hydrogen potential, since it approximates to zero quite fast, no adaptation is necessary. As for the gold-oxygen potential, this is done by applying a switching term $S(r)$ to $V'_{Au-O}(r)$ so that this potential smoothly approaches zero at an appropriate cutoff distance. Therefore, the gold-oxygen potential becomes:

$$V_{Au-O}(r) = S(r)V'_{Au-O}(r) ,$$

where

$$S(r) = \begin{cases} 
1 & r \leq r_{on} \\
\frac{(r_{off}^2-r^2)\left(r_{off}^2+2r^2-3r_{on}^2\right)}{(r_{off}^2-r_{on}^2)^3} & r_{on} < r \leq r_{off}
\end{cases}$$

and where $r_{on}$ and $r_{off}$ are the start and the end distances of the truncation function.
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(a) Gold-hydrogen interatomic potential curve. (b) Gold-oxygen interatomic potential curve.

Figure 4.1: Water-gold interatomic potential plots, zoomed on the y axis.

These potentials have the standard repulsive short range term and attractive long range term, as illustrated in figure 4.1. Also, they have been used by different authors with good results. For instance, in reference [76], these water-gold potentials were used in Monte Carlo simulations of gold nanoparticles embedded in water. In this study, the
3D crystal structure of the simulated nanoparticles was used to directly demonstrate the ability of the atomic pair distribution technique to yield three dimensional structural information for materials of limited structural coherence, including nanoparticles in solution. Another study, in reference [75], the water-gold potentials were used to simulate the adsorption of water molecules around gold nanoparticles of several sizes. Their results indicated that the interaction energy between the gold nanoparticles and the water molecules is sensitive to the size of the nanoparticles, which has direct influence on the adsorption constant, defined as the ratio between the number of water molecules within the first hydration layer and the surface area of the gold nanoparticle. The increase of the adsorption constant with the decrease of the nanoparticle size was considered to be in good agreement with results provided by a Langmuir adsorption model and experimental ones. Therefore, as these two studies present good agreement with experimental results, these potentials were considered a good choice to describe the interaction between water and gold.

Potentials of this form are not included in the DL_POLY package used, therefore the values of these potentials were added to the simulation, in tabular form, as one of the input files. To verify that these potentials were correctly implemented in DL_POLY, the adsorption energy of water per gold atom was calculated. In order to do so, three systems were simulated: a full system consisting of a water slab between two gold slabs, a system with the water slab only and a system with the two gold slabs. Each gold slab was created as a perfect FCC lattice, so that its 2160 atoms were distributed over six (1 1 1) planes perpendicular to the z axis. The dimension of each gold slab was $50 \times 52 \times 14 \text{ Å}^3$. The water box was also built as a lattice of water molecules, where the intermolecular distances were set to mimic the water density of 1000 kg/m$^3$. Its initial dimensions were of $47 \times 47 \times 50 \text{ Å}^3$. Each system was then assembled by including the necessary parts in the same simulation box. The slab conditions were simulated by increasing the z component of the simulation box by approximately 30 Å and by using periodic boundary conditions in three dimensions. Each system was simulated for 100 ps, under NVT conditions. The temperature in each system was kept at 300 K by a Nosé-Hoover thermostat, with a relaxation time of 0.1 ps. Statistics were collected every 1 ps. A detailed description of the gold-gold, water-gold and water-water interatomic potentials and the cut off distances used is presented in section 4.1.1. At the end of the simulation, the total energies of the three systems were obtained and the water-
gold interaction energy per gold surface atom, $eV/Au$, was calculated by dividing the configuration energy due to the water and gold interaction, $CE_{AuW}$, by the number of gold atoms that are on the surface in contact with the water slab, i.e.,

$$\frac{CE_{AuW}}{\text{no. Au atoms}} = \frac{E_{tot} - (KE_{Au} + CE_{Au}) - (KE_{Wa} + CE_{Wa})}{A_{\text{total}} / A_{\text{AuAtm}}},$$

(4.6)

where $E_{tot}$ is the total internal energy of the system of gold and water slabs, $KE_{Au}$ and $CE_{Au}$ are the kinetic and configuration energies of the gold system only, $KE_{Wa}$ and $CE_{Wa}$ are the kinetic and configuration energies of the water system only. $A_{\text{total}}$ is the total area of gold in contact with water and $A_{\text{AuAtm}}$ is the area of a single gold atom, approximated to a square with side equal to the diameter of the gold atom.

The value obtained was $\approx -0.1 \text{ eV/Au}$. Several ab initio studies\cite{77}, density functional theory\cite{78, 79} and molecular dynamics\cite{80} determined the adsorption energy of water monomers in gold surfaces to be between 0.1 and 0.13 eV/monomer. As can be verified, these values are very similar to the one determined. Hence, it can be assumed that the potential presented by Dou and added to the simulation represents reasonably well the water-gold bonding.

**Water potential**

In the system simulated, the potentials used to describe the interactions between the water molecules were standard versions. The water molecules were simulated as a rigid body, i.e., the vibration modes of the water molecules were non-existent. For this reason, the oxygen-hydrogen bond distances and the angles between the bonds were fixed. The latter were obtained by constraining the fixed distance between the hydrogen atoms.

The interactions between the water molecules were simulated by using the SPC/E (extended simple point charge, original) water model, which is composed by a short range Lennard-Jones potential and a long range electrostatic term (a Coulomb interaction potential). The electrostatic term describes the charge-charge interaction between pairs of atoms in any two molecules considered. The Lennard-Jones potential describes the dispersion and repulsive interactions between the two oxygen sites\cite{45}. The total potential between molecules $i$ and $j$ is given as
\[ V_{W_a-W_a}(r_{ij}) = V_{LJ} + V_{Coulb} = 4\epsilon_{LJ} \left[ \left( \frac{\sigma_{LJ}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{LJ}}{r_{ij}} \right)^{6} \right] + \sum_{k \in i=1}^{3} \sum_{l \in j=1}^{3} \frac{q_k q_l}{4\pi\epsilon_0 r_{kl}}, \quad (4.7) \]

where the summation is over partial charges \( k \) and \( l \) of the atoms, \( r_{ij} \) is the distance between oxygen atoms, \( \epsilon_{LJ} \) and \( \sigma_{LJ} \) are positive constants, where the first measures the strength of the attraction and the second the radius of the repulsive core, and \( \epsilon_0 \) is the permittivity of free space or vacuum permittivity.

In an MD simulation with periodic boundary conditions, it is not possible/advisable to simply truncate the electrostatic term due to its long-range nature. Therefore, the electrostatic term is determined by the particle mesh Ewald algorithm. The employed smoothed particle mesh Ewald (SPME) includes a real space component, described by a sum of gaussians up to a cutoff distance \( (r_{cut}) \), a reciprocal space term which uses a Fourier series and a self-interaction term. More information on this method, including details on each of these terms, can be found in the DL_POLY manual.\[68\].

The SPC/E water model was chosen based on a study performed by Nilsson and Mark, reference [81], where the bulk water structure and dynamics of several commonly used water models were compared. In this study, Nilsson and Mark pointed out that the SPC/E model gives the best bulk water structure and dynamics results, i.e., the most satisfactory description on the bulk water diffusion from the simple models analysed. According to their results, the SPC/E model had a self-diffusion coefficient closest to experiment. In addition, the radial distribution function for the oxygen-oxygen distance for the SPC/E model had the closest agreement with the experimental data (e.g., it describes the curve of the second peak), although its first peak position occurred at a smaller distance than the experimental result. Furthermore, recent systematic studies with the SPC/E water model\[82\] revealed that its thermal conductivity approaches values close to experimental ones for temperatures between 500 K and 650 K. For temperatures lower than 500 K, the thermal conductivity is overestimated by up to 30 %, while for temperatures above 600 K, depending on the average water density, the thermal conductivity can be underestimated by up to 30%.

**Gold-sulphur potential**

The potential used to describe the covalent interaction between the sulphur head group of the alkanethiols and the gold surface was the one presented by Zhang et al. in
reference [83]. The interaction between the sulphur and the gold used a Morse potential, as it can mimic the bonding from a partially covalent bond. This potential is described as

\[
V_{Au-S}(r) = D_e \left( e^{-\frac{r - r_{eq}}{r_{eq}}} - 2e^{-\frac{r - r_{eq}}{2r_{eq}}} \right) 
\]

(4.8)

where \( r_{eq} \) is the equilibrium position, \( D_e \) is the dissociation energy and \( S \) is a scaling factor. These parameters were obtained by fitting this potential to \textit{ab initio} results for periodic systems, as the sulphur-gold distances and energy differences among adsorption sites, and experimental data, as binding energies.

**Alkanethiols and functional groups potentials**

The alkanethiols used in the simulations included atoms in two descriptions. The head group (S-) and terminal functional groups (-CH\(_3\) and -COOH) used an all-atom description, while the alkane chain was built with united-atom beads, here named carbons, which describe CH\(_2\) groups in an averaged manner. In terms of the several intra-molecular interactions, the chemical bond between neighbouring atoms, the angle between three consecutive atoms and the torsion related with four consecutive atoms were described by standard potentials. For the head group and the carbons from the alkane chain, the potentials from reference [84] were used, while for the atoms of the different functional groups, the CHARMM potentials, reference [85], were used.

In addition, the functional groups were built by atoms with partial charges. Therefore, besides the intra-molecular interactions, the charged atoms interacted with its surrounding environment by the electrostatic potential, determined by the particle mesh Ewald algorithm described previously.

The chemical bonds between two consecutive atoms in the head group (sulphur), alkane chain (united-atom carbons) and in the functional groups (an all-atom description) were described by the harmonic potential \( V_{bond} \)

\[
V_{bond}(r) = \frac{k_{bond}}{2} (r - r_{eq})^2 
\]

(4.9)

which depends only on the distance \( r \) between the two atoms.

The potential energy of the angle bend between a triplet of atoms \( V_{angle} \) was obtained by an harmonic potential
\[ V_{\text{angle}}(\theta) = \frac{k_{\text{angle}}}{2} (\theta - \theta_{eq})^2, \]  

(4.10)

where the magnitude of the potential depends only on the angle \( \theta \) between two consecutive bonds. The force field used to describe the functional groups, CHARMM\[^{[85]}\], sometimes requires the introduction of virtual bonds, so to restrain the motions of the bonds involved in the angles. These restrictions are obtained by defining a potential, often named as Urey-Bradley potential, which uses an equation equivalent to the bond potential function, equation 4.9.

Finally, the torsional potential between four consecutive atoms were modelled by two different potentials. For the atoms in the head group and alkane chain, the potential used was the OPLS (optimized potentials for liquid simulations) potential\[^{[86]}\] \( V_{\text{OPLS}} \)

\[ V_{\text{OPLS}}(\phi) = A_0 + \frac{A_1}{2} (1 + \cos(\phi - \phi_0)) - \frac{A_2}{2} (1 + \cos(2(\phi - \phi_0))) + \frac{A_3}{2} (1 + \cos(3(\phi - \phi_0))) , \]

(4.11)

while for the atoms in the functional groups, a cosine potential was used \( V_{\text{cos}} \)

\[ V_{\text{cos}}(\phi) = A [1 + \cos(m\phi - \delta)] . \]

(4.12)

In these equations, variables \( k_{\text{bond}}, r_{eq}, k_{\text{angle}}, \theta_{eq}, A_0, A_1, A_2, A_3, \phi_0, A, m \) and \( \delta \) are parameters.

**Short range potentials/Remaining potentials**

In the simulated systems, intra-molecular and intermolecular interactions need to be taken into account. Until now, the intra-molecular interactions in the alkanethiols were described, as well as the interatomic interactions within the gold, within the water, between the gold and the water and between the gold and the sulphur head group.

The remaining interactions that still need to be described are the van der Waals interactions between the several components of the different alkanethiols and the short-range interaction between the components of the alkanethiols and the gold/water. Each of the short-range interactions was described with a Lennard-Jones potential
\[ V(r_{ij}) = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 \right], \quad (4.13) \]

which describes the effect between atom \( i \) and \( j \), separated by a distance \( r_{ij} \). \( \epsilon_{ij} \) is the depth of the potential well and \( \sigma_{ij} \) is the finite distance at which the inter-atomic potential is zero, that is, the hard core radius.

The parameters \( \epsilon_{ij} \) and \( \sigma_{ij} \) for the same atomic entities were obtained from reference [84], for the case of the head group and the carbons from the alkane chain, and from reference [85], for the atoms of the different functional groups. To describe the short range interactions between different atoms, the parameters \( \epsilon_{ij} \) and \( \sigma_{ij} \) were obtained from the Lorentz-Berthelot mixing rules

\[ \epsilon_{ij} = \sqrt{\epsilon_i \epsilon_j} \quad \text{and} \quad \sigma_{ij} = \frac{\sigma_i + \sigma_j}{2}. \quad (4.14) \]

In order to apply the mixing rules for the particular case of gold interacting with the remaining atoms of the system, it was necessary to determine a Lennard-Jones potential that was equivalent to the interatomic description of the Sutton-Chen potential. The method used to obtain the Lennard-Jones parameters is described in reference [87].

The real space cut off used, for the calculation of the long range force fields was of 12 Å, while the short range potentials were determined up to a distance of 11 Å. The only exceptions were on the heating period of the nanoparticles with diameter of 2, 2.5, 3, 3.5, 4, 5.5 and 7 nm, and the cooling process of the nanoparticles with diameter of 2, 2.5, 3, 3.5, 4 and 5.5 nm, where both cutoffs were set to 7.5 Å.

### 4.1.2 Initialisation

Once the interactions between each component of the system are established, we can initialise the system. The initialisation process comprises two main steps: obtain the initial configuration of the system, that is, attribute the initial position for each atom in the system, followed by assigning an initial velocity to each particle.

The initial atomic distribution depends on the type of materials or conditions that want to be simulated. In this work, as various systems are simulated, each initial configuration is described in detail further ahead.
As for the initial velocities for each particle, the velocities distribution should reflect the temperature at which we want to simulate the system. In DL_POLY, the attribution of the velocities obeys a Maxwell-Boltzmann distribution for a required temperature.

It is also important to establish the boundary conditions used, that is, if the simulation box is replicated in each direction or not. In the systems simulated, periodic boundary conditions in the three dimensions were used.

### 4.1.3 Force calculation and integration algorithms

The interactions between the atoms, i.e., the forces acting on each particle are given by the negative derivative with respect to x, y, and z of the interatomic potentials established by the user. For a system with \( N \) particles, the force on each particle \( i \) will have \( N - 1 \) pairwise additive interactions. If the number of particles in the system is high, which is the case of the simulations performed in this work, then the evaluation of the forces scales rapidly as \( N^2 \). Therefore, in most simulations, the force calculation is the most time consuming part of any molecular dynamics program.

To reduce this computational time, a few tricks are put into place. For instance, the forces are only explicitly evaluated within a cutoff distance \( r_{\text{cut}} \) from the particle, which for the case of systems with periodic boundary conditions, should be smaller than half of the simulation box size. For the case of short range forces, this approximation does not introduce a lot of errors, as the force rapidly reaches zero as the distance increases. When the forces are long range, the real space terms are only calculated up to a distance \( r_{\text{cut}} \), as explained in section 4.1.1. Furthermore, the MD program has several lists, which speeds up the access to the atomic information needed to determine the forces. For instance, a link cell list is created, in which the simulation box is divided in smaller cells of size equal or slightly larger than \( r_{\text{cut}} \) and then each atom \( i \) only interacts with atoms from its link cell or the surrounding link cells. Also, from this link cell list, a neighbours lists or Verlet list is used, which keeps track of the particles surrounding each particle up to a cutoff distance \( r_{\text{cut}} \).

Once the forces have been calculated, the integration of Newton’s equations of motion is done using the velocity Verlet algorithm, which is one of the simplest and usually one of the best in existence\(^{67}\). In the velocity Verlet algorithm, the calculation of the new position of atom \( i \) after a time \( \Delta t \) is done in two steps. In the first step, the current
position, velocity and force are used to determine the velocity at time 
\( t + \Delta t / 2 \)

\[ \vec{v} \left( t + \frac{\Delta t}{2} \right) = \vec{v}(t) + \frac{\Delta t}{2m} \vec{f}(t) \quad (4.15) \]

With this new half-step velocity, the particle is moved by a full step 
\( t + \Delta t \),

\[ \vec{r}(t + \Delta t) = \vec{r}(t) + \Delta t \vec{v} \left( t + \frac{\Delta t}{2} \right) \quad (4.16) \]

and as the positions have changed, the recalculation of the forces at time 
\( t + \Delta t \) is also required.

The second step can then happen, as the half-step velocities are advanced to a full

\[ \vec{v}(t + \Delta t) = \vec{v} \left( t + \frac{\Delta t}{2} \right) + \Delta t \vec{v} \left( t + \frac{\Delta t}{2} \right) \quad (4.17) \]

In terms of energy conservation, it is basically impossible to have an algorithm that conserves the energy simultaneously at short (that is, a few timesteps) and long times. For instance, the force integration error and the sensitivity to the initial conditions introduce divergencies between the true trajectory of the particles and the computational trajectory. A Verlet-style algorithm has moderate short-term energy conservation but little long-term energy drift. Furthermore, the Verlet algorithm produces almost time-reversible trajectories, which is convenient as Newton’s equations of motion are in reality also time reversible.

### 4.1.4 Ensembles

The system conditions and simulation procedures described so far simulate an ensemble where the number of atoms \( N \), the volume \( V \) and the energy \( E \) of the system are kept constant. This type of ensemble is known as NVE or microcanonical ensemble.

However, the system may also be coupled to a heat bath to ensure that the system average temperature is kept close to the bath temperature. This ensemble, where the number of atoms \( N \), the volume \( V \) and the temperature \( T \) of the system are kept constant, is named canonical or NVT ensemble. From the different types of thermostats available, the Nosé-Hoover and the Berendsen were employed in this work. The Nosé-Hoover thermostat, widely employed in MD simulations, is the result of Nosé’s use of an extended Lagrangian (i.e., a Lagrangian that contains additional, artificial coordi-
nates and velocities) in Hoover’s formulation (where a thermodynamic friction term is included). The equations ruling the system dynamics and further information can be obtained in references [67] and [68]. As for the Berendsen thermostat, the main thermostat used in this work, its description is provided in section 4.2.1.

Furthermore, in systems where it is important to control both the pressure $P$ and temperature of the system, the isobaric and isothermal ensemble or NPT ensembles is used. Hence, besides applying a thermostat to the system, the system is also coupled to a barostat, which can dynamically adjust the size of the simulation box, cell vectors and atomic coordinates. For the case of the Berendsen barostat, the system volume is rescaled, at every time step, by a value $\eta$, while the coordinates and cell vectors by a value $\eta^{1/3}$. The variable $\eta$ is obtained by

$$
\eta(t) = 1 - \frac{\beta \Delta t}{\tau_P} (P_{\text{ext}} - P(t)) \,,
$$

where $\beta$ is the isothermal compressibility of liquid water for the water potential used, $\tau_P$ is a specific time constant for pressure fluctuations, $P_{\text{ext}}$ is the targeted pressure and $P(t)$ is the instantaneous pressure. Further information about this kind of ensemble and barostats can be found in references [67] and [68].

At this stage, all the fundamental knowledge to simulate systems in equilibrium conditions, as constant pressure, temperature, energy, number of particles and/or volume has been summarised. In the next section, two possibilities to set non-equilibrium conditions are described.

### 4.2 Non-equilibrium molecular dynamics

Up to this point, the MD conditions explained mimic systems in equilibrium, that is, only one thermostat or barostat is applied in the entire system, or there is an even energy distribution throughout the system. Nevertheless, the use of out of equilibrium conditions provides different and challenging ways to investigate diverse systems.

When external conditions are forced in a system initally in equilibrium, its configuration will evolve in order to accommodate these changes. During this period, the system is said to be in a transient state. After some time, if the external conditions are kept constant, the system will reach a new stable configuration. From this stage
onwards, the system is said to be in a steady state.

In this thesis, we wish to investigate heat transfer within our system with non-equilibrium conditions. For this reason, a nonuniform temperature is set throughout the system. After some time under these conditions, the system reaches a steady state regime, with a constant heat flow from the hot to the cold part of the system. At this stage, certain parameters, such as temperature averages and temperature profiles, can be measured.

Two distinct approaches, both commonly used in the literature\cite{58, 88, 89}, are considered to set a temperature difference in a system:

1. **Two thermostats method**: control of two temperatures in different parts of the system.

2. **Heat source and sink method**: control of the energy (heat) added and removed from the system.

In the next pages, the basic principles underlying each method are explained. These approaches, although quite similar, have some mathematical variations and produce slightly different outcomes in the simulation of the same system, as explained ahead. For this reason, possible limitations and a comparison between the two methods are also provided. Furthermore, the molecular dynamics code used in this project, DL_POLY\cite{68} is not prepared to set and monitor the effects of the non-equilibrium conditions. Therefore, new subroutines are added to the program and their description is presented in appendix A.

### 4.2.1 Two thermostats method

For this method, let us consider an initial system with a parallelepiped shape, divided into several slabs. The system is initially in equilibrium at temperature \( T_i \). Now, suppose that one of the slabs is heated up to a certain temperature \( T_{\text{hot}} \), while a different slab is kept at the initial temperature \( T_{\text{cold}} = T_i \) (figure 4.2). After some time, the system will reach a steady state regime, where a constant temperature gradient is established between the hot and cold slabs (figure 4.3).

These different temperatures can be achieved by means of independent thermostats in the two slabs. The Berendsen thermostat\cite{90}, one of the thermostats currently widely used in computational modelling, is applied to periodically rescale the velocities of the atoms that belong to the target region by a quantity \( \chi \), a “rescaling factor”.
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Mathematically, and with a simple approach, the rescaling factor $\chi$ is obtained as follows

\[
E_{bath} = E'_K ,
\]

\[
\frac{Nk_B T_{bath}}{2} = \sum_i \frac{1}{2} m_i v_i'^2 ,
\]

where $E_{bath}$ is the thermal energy at the target temperature $T_{bath}$, $E'_K$ is the kinetic energy of the target region (in the example, the target region is the slab), $f$ is the number of degrees of freedom per atom (or molecule), $N$ is the number of particles (or molecules) present in the region, $k_B$ is the Boltzmann’s constant, $m_i$ and $v_i'$ are the mass and the new velocity of atom $i$ in the region.

In terms of the simulation, the adjustments of the system properties and variables occur in steps. The new velocity $v_i'$ can be interpreted as a rescaling from the previous velocity of the atom $v_i$ by the factor $\chi$ as

\[
v_i' = \chi v_i .
\]

From this equation and from equation 4.19, the value of the rescaling factor can be derived as
This computational approach of setting up a thermostat (or a thermal bath) in a region can be optimised to simulate a real situation. In a real system, there is typically a delay between a temperature change and the response of a thermostat to that change. The Berendsen thermostat mimics this behaviour by taking into account a temperature fluctuation time $\tau$. Therefore, the rescaling factor is given by

$$
\chi = \sqrt{\frac{f N k_B T_{bath}}{\sum_i m_i v_i^2}} \cdot \left(1 + \frac{\Delta t}{\tau} \left(1 - \frac{f N k_B T_{bath}}{\sum_i m_i v_i^2} \right) \right),
$$

(4.22)

where $\Delta t$ is the timestep of the simulation.

In summary, for the rescaling of the temperatures in the target region, independent of its shape, the velocities of the atoms are rescaled using equations 4.20 and 4.22.

### 4.2.2 Heat source and sink method

For the case of the heat source and sink method, let us consider a parallelepiped system divided in several slabs along the z direction, all at an initial temperature $T_i$. Now, at regular intervals $\Delta t$ of the simulation, a certain amount of heat $C_+ = +\Delta E$ is added
to one of the slabs and, at a different slab, the same amount of heat $C^- = -\Delta E$ is removed, in order to keep a constant heat flux $q_z$ along the $z$ direction in the system, given by

$$q_z = \frac{\Delta E}{x_0 y} \Delta t \, , \quad \Delta E = q_z x_0 y \Delta t \, , \quad (4.23)$$

where $x \cdot y$ is the slab area in the direction perpendicular to the heat flux.

This addition and reduction of heat will impose an increase and decrease of the temperature of the slab to $T_+$ and $T_-$, respectively. Figure 4.4 shows a possible initial state of a system with a heat source and sink.

After some time, the system will reach a steady state regime and a stable temperature profile is obtained (figure 4.3). That is, at the heat source slab, a temperature $T_{\text{hot}}$ is observed. At the slab functioning as the heat sink of the system, a temperature $T_{\text{cold}}$ is registered. And in between these slabs, a temperature gradient is set.

Computationally, rescaling the velocities of the atoms in the heat source (or heat sink slabs) by a quantity $\alpha_+ \, (\text{or } \alpha_-)$ provides a way to add and remove energy from the system. These rescaling variables, mathematically derived below, are then applied to the old velocity of the atoms, $v_i$ (where $i$ is the index of the atom), in order to adjust to a new velocity $v_i'$, as follows

$$v_i' = \alpha v_i \, , \quad (4.24)$$
where $\alpha$ can be either $\alpha_+$ or $\alpha_-$, depending on the slab where the atom is located.

It is worth emphasising that the velocities must be rescaled without introducing a change of the velocity of the centre of mass of the system, i.e., the total momentum of the system must be conserved\[89\]. So, the velocity $v_i$ of the atom must be separated into the velocity of the centre of mass $v_G$ of the system plus the relative velocity of the atom with respect to the centre of mass $v_{rel_i}$, meaning

$$v_i = v_G + v_{rel_i} = v_G + (v_i - v_G) \ . \ \ \ (4.25)$$

By rescaling only the relative velocity of each atom and keeping the velocity of the centre of mass unchanged, the total momentum of the system is conserved. So,

$$v'_i = v_G + \alpha v_{rel_i} = v_G + \alpha (v_i - v_G) \ . \ \ \ (4.26)$$

To deduce the value of the rescaling variable $\alpha$, the increase (or decrease) in energy of the system is associated to the change in the kinetic energies of the atoms involved, i.e.,

$$\Delta E = E_{Kinew} - E_{Kold} = \frac{1}{2} \sum_i m_i (v'^2_i - v^2_i) \ . \ \ \ (4.27)$$

Substituting $v'_i$ from equation 4.26 and $v_i$ from equation 4.25, and using the definition of the centre of mass velocity as $v_G = \frac{\sum_i m_i v_i}{\sum_i m_i}$, the following result is obtained

$$\Delta E = \frac{1}{2} \left( \alpha^2 - 1 \right) \left( \sum_i m_i v^2_i - \sum_i m_i v^2_G \right) = \frac{1}{2} \left( \alpha^2 - 1 \right) E_{Krel} \ . \ \ \ (4.28)$$

To obtain a value for $\alpha_+$ or $\alpha_-$ (hereafter referred to as $\alpha_{\pm}$), the previous equation is rewritten in order of $\alpha$, explicitly stating the adding or removing of energy $\Delta E$, i.e.

$$\alpha_{\pm} = \sqrt{1 \pm \frac{\Delta E}{1/2 \sum_i m_i v^2_i - 1/2 \sum_i m_i v^2_G}} \ . \ \ \ (4.29)$$

In summary, the addition/reduction of energy to/from the system (given by equation 4.28, in order to guarantee a constant flux), is performed by rescaling the velocities of the atoms, according to equation 4.26, with a value $\alpha_{\pm}$, given by equation 4.29, where '++' and '--' represent adding or removing energy to/from the system, respectively.
As the energy added and removed from the system depends on the geometry of the system, since it depends on the area of contact between the region of the system where the velocities are rescaled and the remainder of the system, this method is only used in the slab systems similar to the example used.

### 4.2.3 Comparison between the two methods

To evaluate the relative performance of the two thermostats and the source and sink methods, each method is used separately to perform otherwise identical simulations in the slab system of two gold slabs separated by a water layer approximately 35 Å thick. The details of the system setup and relaxation, for both simulations, are provided in section 6.3.1. Regarding the source and sink method, further simulation details are described also in section 6.3.1. As for the two thermostats simulation, the gold slabs were set to 500 K and 300 K, respectively. This system reached steady state in around 70 ps. The steady state was identified according to the conditions described in section 4.3. Once stable, the water temperature slope in graph 4.6(a) and the experimental value of the water thermal conductivity provided in appendix B were used in Fourier’s law (equation 2.2) to determine the heat flux of \(9.16 \times 10^9\, \text{W m}^{-2}\), from the hot to the cold slab.

It is found that the two thermostats approach is more computationally efficient than the source and sink method: the simulation time needed to reach a steady state regime is around 50 ps faster for the former than for the latter. Another advantage of this method is that it can be used independently of the system configuration, only requiring the identification of the targeted regions.

Another difference between the two methods lies in the configuration energy of the system. As can be verified in figure 4.5, when the two thermostats approach is used, the configuration energy of the system does not reach a constant value, whereas a steady regime is obtained when the source and sink method is used. This difference between the two methods results from the fact that, with the source and sink method, it is assumed that the total energy of the system is constant throughout the simulation, while with the two thermostats method, it is the temperature of the slabs that remains constant.

As for the temperature profiles, shown in figure 4.6, both methods lead to qualitatively similar profiles, but the two thermostats approach presents a slightly smoother profile than the source and sink method. For both methods, the water density varies as
it approaches the interface. A first layer of water adsorbs to the surface, followed by a lower density region. This creates a region with high water density, followed by a slab with lower density.

In conclusion, both methods have their advantages and flaws. While the two thermostats method does not maintain a constant energy flow in the system, the source and sink method takes longer to reach steady state. It is worth emphasising that these conclusions are only valid for the system simulated (a water slab between two gold slabs) and for the simulation time tested (maximum of 1 ns). Hence, for the reasons presented above, it was decided to use the heat source and sink method for all the slab systems tested, as it was not fundamental to reach pre-defined temperatures and the conservation of the energy in the system is an important aspect to take into account. On the other hand, for the spherical systems, the two thermostats method was applied, since the gold nanoparticles and the water should be set to specific temperatures, allowing an easier comparison with the realistic cases of the use of gold nanoparticles as heat sources for cancer therapy, and the configuration energy losses are still small (<1%) for the simulation times used.

As mentioned in the beginning of this section, the systems under non-equilibrium conditions are evaluated when steady state regime is reached. The method used to evaluate such regime is explained in the next section.
Figure 4.6: Average density and temperature distribution for a system with 35 Å thick water slab, after steady state conditions are reached, when (a) the two thermostats and (b) the source and sink methods are used. Each of the averages contains around 300 to 400 ps of data collection. The vertical grey lines mark, from left to right, the end of the gold slab, the beginning and the end of the water slab, and the beginning of the gold slab.

4.3 Determination of the steady state regime

The computational work related with the biomedical applications, namely in chapters 6, 7 and 8, was done considering the behaviour of the systems under non-equilibrium conditions. The data analysis was performed once the systems reached a steady state regime. The determination of the system’s steady state was based on the temperature variation in specific regions of the system. If the heat source and sink method was used, then the temperature profile of the gold slabs was monitored with time. On the other hand, if the two thermostats method was used, then the temperature of the non-thermostated water was checked.

Irrespective of the non-equilibrium MD method employed, the evaluation of the transition from a transient to a steady state regime started by determining the rolling average temperature $T_{rol}(t)$ of the monitored region, with a $\Delta t_{rol}$ time interval (example in figure 4.7(a)). Depending on the sampling frequency used to collect statistics, the value of $\Delta t_{rol}$ was adjusted to include at least ten temperature values. With these values of $T_{rol}(t)$, the temperature difference between the rolling average temperature at time $t$ and at time $t + 20$ ps was determined, that is, $\Delta T(t) = T_{rol}(t + 20) - T_{rol}(t)$ (example in figure 4.7(b)). The average temperature $\bar{T}$ and standard deviation $\sigma$ were also
calculated from the last 100 – 300 ps of simulation\(^1\), where the system was considered to be at steady state. Once these values were determined, the following conditions were used to evaluate the stability of the temperature values at a certain time \(t\):

- If \(\Delta T(t) < \delta T\), where \(\delta T\) was either 5 K or 1 K, depending if the method employed was the heat source and sink or the two thermostats, respectively;
- And \(\Delta T(t + 5 \text{ ps}) < \delta T\);
- And \(\Delta T(t + 10 \text{ ps}) < \delta T\);
- And \(\Delta T(t + 15 \text{ ps}) < \delta T\);
- And \((\bar{T} - 2\sigma < T_{rol}(t) < \bar{T} + 2\sigma)\) or \((\bar{T} - \delta T < T_{rol}(t) < \bar{T} + \delta T)\).

When the majority of the temperatures \(\Delta T(t)\) obeyed these conditions, the system was considered to have reached a steady state regime.

---

\(^1\)This variation of the simulation time comes from the fact that some simulations collected statistics with a lower frequency than others, therefore requiring longer periods of time to determine the value of \(\bar{T}\) and \(\sigma\).
Figure 4.7: (a) Weighted mean temperatures of the different parts of the system and the rolling average temperatures for the top and bottom gold slabs. These rolling average temperatures $T_{\text{rol}}(t)$ were obtained with a time interval of $\Delta t_{\text{rol}} = 20$ ps. Using the values of $T_{\text{rol}}(t)$ within the interval 439.5-539.5 ps, the average temperature $\overline{T}$ and standard deviation $\sigma$ were calculated for the top ($\overline{T} = 452.6$ K and $\sigma = 3.3$ K) and bottom gold slab ($\overline{T} = 152.1$ K and $\sigma = 2.8$ K). (b) Temperature difference between the rolling average temperature at time $t$ and time $t + 20$ ps, that is, $\Delta T(t) = T_{\text{rol}}(t + 20) - T_{\text{rol}}(t)$, for the top and bottom gold slab. These results refer to the slab system of two gold slabs, coated with mercaptophexadecathiol acids, separated by a water layer of 3840 water molecules, when the heat source and sink method is applied. More details on the system and simulation conditions can be found in section 7.1.
4.4 Determination of the heat transfer coefficient - planar system

As discussed in chapters 6 and 7, it will be necessary to evaluate the amount of heat propagated through an interface between two materials. The parameter used to quantify such transfer rate is the heat transfer coefficient, $H$. One of the possible approaches to determine the value of the heat transfer coefficient for a gold-water interface (either of bare or organic-coated gold) is to study the system of a slab of water between two independent gold slabs.

![Schematic view of the slab system gold-water-gold](image)

The system of two slabs of gold, each with a thickness $a$ and thermal conductivity $k_{Au}$, separated by a box of water of thickness $d$ and thermal conductivity $k_{Wa}$, as illustrated schematically in figure 4.8(a), can be compared to a system of resistances in series, as shown in figure 4.8(b). With this analogy, the system can be mathematically described using relations analogous to Ohm’s Law, that is

$$\Delta V = R \ I \ \Leftrightarrow \ \Delta T = U \ q,$$  \hspace{1cm} (4.30)
where $\Delta V$ is the voltage, $I$ is the intensity of current and $R$ is the resistance. The variable $U$ is the “thermal resistance” the heat flux $q$ faces when progressing between two points with a temperature difference of $\Delta T$.

For the case shown in figure 4.8(b), this “thermal resistance” $U$ can be translated into a group of resistances in series as

$$U = U_{Au,h} + U_{Int,h} + U_{Wa} + U_{Int,c} + U_{Au,c},$$

(4.31)

that is, the sum of the thermal resistance imposed by the water $U_{Wa}$, gold $U_{Au,h}$ and $U_{Au,c}$, and interface of these two materials $U_{Int,h}$ and $U_{Int,c}$.

Similarly to what is done ahead in sections 6.2.1 and 6.2.2, each of these thermal resistances can be obtained by solving the Fourier-Biot equation (equation 2.5) for a slab system, as the one presented here. Therefore, the thermal resistance within the water can be quantified as

$$U_{Wa} = \frac{\Delta T}{q} = \frac{d}{k_{Wa}},$$

(4.32)

while the thermal resistance within the gold is

$$U_{Au,h} = U_{Au,c} = \frac{\Delta T}{q} = \frac{a}{k_{Au}},$$

(4.33)

and the resistance due to the interface is

$$U_{Int,h} = U_{Int,c} = \frac{\Delta T}{q} = \frac{1}{H}.$$

(4.34)

Using these three equations in equation 4.31, we obtain

$$U = \frac{a}{k_{Au}} + \frac{1}{H} + \frac{d}{k_{Wa}} + \frac{1}{H} + \frac{a}{k_{Au}}.$$

(4.35)

As can be noted from this equation, if the thickness $a$ of the gold slabs is known, the value of $H$ can be determined if the value of the “thermal resistance” is extrapolated to $d = 0$.

More concretely, if the thickness $d$ of the water box varies for otherwise similar slab
systems and these are simulated until steady state is reached, then the values of $\Delta T$ and $q$, obtained from the simulations statistics, can be used in

$$\Delta T = \frac{2a}{k_{Au}} + \frac{2}{H} + \frac{1}{k_{Wa}}d$$  \hspace{1cm} (4.36)$$

and the value of $H$ can be estimated through the fitting parameters obtained by linear regression.

Although not shown in this thesis, these equations can be simplified without inducing a considerable change in the value of the heat transfer coefficient. As the thermal conductivity of gold is much higher than the thermal conductivity of water, the thermal resistance in the gold is assumed to be negligible, i.e. equation 4.35 can be approximated to

$$U = \frac{2}{H} + \frac{1}{k_{Wa}}d$$  \hspace{1cm} (4.37)$$

and equation 4.36 can be simplified to

$$\Delta T = \frac{2}{H} + \frac{1}{k_{Wa}}d$$  \hspace{1cm} (4.38)$$

In this thesis, spherical systems are also simulated and it is also required to evaluate the amount of heat propagated through a curved surface. For this reason, in the next section, the method used to evaluate the value of the heat transfer coefficient for spherical systems is described.

## 4.5 Determination of the heat transfer coefficient - spherical system

The spherical systems studied in chapter 8 model the temperature evolution of initially hot gold nanoparticles embedded in cold water. Although an approximation, it is possible to estimate the value of the heat transfer coefficient $H$ for a curved bare gold-
water interface.

In the systems tested, each nanoparticle is assumed to be approximately spherical. Therefore, in spherical coordinates, the temperature variation is non-zero on the radial component.

![Diagram of temperature profiles](image)

Figure 4.9: The system of (a) a perfectly spherical nanoparticle and of (b) a more realistic nanoparticle embedded in water, at steady state, under the two thermostats method. In the perfect system, a constant temperature $T'_h$ in the whole nanoparticle and a constant temperature $T'_c$ for the very far away is imposed by the two thermostats. For the realistic system, on average, the nanoparticle is coupled to a thermostat at temperature $< T_h >$ and the water beyond radius $r_c$ is set to a temperature $< T_c >$. Temperatures $< T_h >$ and $< T_c >$ match, respectively, temperatures $T'_h$ and $T'_c$ of the perfect system.

Let us consider a perfect system, as the one described in section 6.2.1, where a spherical particle of radius $R$ and constant temperature $T'_h$ is embedded in water with a constant thermal conductivity $k_{W_a}$. At steady state, figure 4.9(a), the system presents a temperature profile, where very far away from the particle the temperature is $T'_c$. Using a method similar to the one previously demonstrated for a slab system (section 4.4), the temperature difference $\Delta T$ is proportional to the heat flow $Q$ by

$$\Delta T = U \ Q \ , \ \text{with} \ \ U = U_i + U_{W_a} \ , \quad (4.39)$$

where $U$ is the “thermal resistance”, due to the gold-water interface $U_i$ and due to the conduction in the water $U_{W_a}$.
When the heat transfer is limited by the gold-water interface, and as explained later in section 6.2.2, equation 4.39 reduces to

\[ U_i = \frac{\Delta T}{Q} = \frac{1}{4\pi HR^2} \]  \hspace{1cm} (4.40)

When the heat transfer is limited by the thermal conduction in the water, it is shown later in section 6.2.1 that equation 4.39 reduces to

\[ U_W = \frac{\Delta T}{Q} = \frac{1}{4\pi k_{Wa}R} \]  \hspace{1cm} (4.41)

Therefore, for a perfect gold sphere embedded in an infinite medium and where the heat transfer through the gold-water interface and through the water are comparable, equation 4.39 becomes

\[ \frac{\Delta T}{Q} = \frac{T_c' - T_h'}{Q} = \frac{1}{4\pi H R^2} + \frac{1}{4\pi k_{Wa} R} \]  \hspace{1cm} (4.42)

Unfortunately, the simulated systems (figure 4.9(b)) have constraints/limitations that need to be taken into account. For instance, each nanoparticle is not a perfect sphere, that is, at certain radii, both water molecules and gold atoms are present. Also, due to the limitations of the simulated systems, it is impossible to simulate an infinite medium. Therefore, the simulated system has a size constraint. Beyond a distance \( r_c \) from the nanoparticle centre and until the limits of the simulation box, the water is thermostated to a temperature \( <T_c> \), while the gold atoms are thermostated to a temperature \( <T_h> \), meaning that the temperature distribution within the thermostated regions is not equal to a constant value, but instead has an average value of \( <T_c> \) and \( <T_h> \), respectively. Finally, although the average temperatures of the thermostated regions \( <T_h> \) and \( <T_c> \) agree with \( T_c' \) and \( T_h' \) of the perfect system, if equation 4.42 is applied to specific radii \( r_c \) and \( r_h \) (where only gold atoms are present), the temperatures are locally \( T_c \) and \( T_h \), respectively (see figure 4.9(b)). Therefore, equation 4.42 re-written for a finite system becomes

\[ \frac{\Delta T}{Q} = \frac{T_h - T_c}{Q} = \frac{1}{4\pi H r_h^2} + \frac{r_c - r_h}{4\pi k_{Wa} r_h r_c} \]  \hspace{1cm} (4.43)

for the simulated systems, where the value of the heat flow \( Q \) can be determined by fitting equation
\[ T(r) = T_c - \frac{Q}{4\pi k_{Wa} r_c} + \frac{Q}{4\pi k_{Wa} r} \]  \hspace{1cm} (4.44)

to the temperature profile of the non-thermostated water.

Knowing the value of heat flow \( Q \), and choosing the first corona of thermostated water at radius \( r_c \) at temperature \( T_c \) and the last corona with only gold atoms at radius \( r_h \) at temperature \( T_h \), equation 4.43 can be rearranged and used to obtain the heat transfer coefficient \( H \) by

\[ H = \left( 4\pi r_h^2 \frac{\Delta T}{Q} + \frac{r_h (r_h - r_c)}{k_{Wa} r_c} \right)^{-1} \]. \hspace{1cm} (4.45)

### 4.6 Verification of nanoparticle melting

As described in chapter 5.1, the nanoparticles used in the simulations are produced by initially creating a perfect crystalline particle, and then by simulating the annealing process. While performing the annealing of the gold nanoparticle, it is necessary to verify that the entire nanoparticle is melted before starting the cooling process. For that, two methods are used:

- **Radial Distribution Functions (RDF):** The RDF represents the probability of finding particles at a distance \( r \) of a reference particle. For a crystal, where long range order is anticipated, the RDF will have several well defined peaks. For a liquid, which is known to present only local order (mostly within their first neighbours), the RDF should present two broad peaks.

- **Diffusion coefficient:** for solids the diffusion coefficient is \( << 10^{-9} \text{ m}^2\text{s}^{-1} \), while for liquids the diffusion coefficient is of the order of or greater than \( 10^{-9} \text{ m}^2\text{s}^{-1} \).

### 4.7 Analysis of crystal lattice defects

Due to the annealing conditions used (chapter 5), the gold nanostructures are subjected to changes in their crystal structure. These changes are identified by calculating an order parameter that quantifies the local structural order near each atom. The calculation of this order parameter for each atom follows the description by Morris\(^{[91]} \). For this equation, \( N_q \) wave vectors \( \mathbf{q} \) are established so that the definition of the reciprocal
lattice in a perfect crystal lattice is respected\textsuperscript{[92]} for any vector $\mathbf{r}$ connecting an atom to its nearest neighbours $Z$, i.e.,

\[ e^{i\mathbf{q} \cdot \mathbf{r}} = 1 \ . \]  \hfill (4.46)

Taking this into account, the order parameter $\psi$ is then defined as

\[ \psi = \left| \frac{1}{N_q Z} \sum_{\mathbf{r}} \sum_{\mathbf{q}} e^{i\mathbf{q} \cdot \mathbf{r}} \right|^2 , \]  \hfill (4.47)

where the number of neighbours $Z$ are found within a distance $r_a$ of the atom, chosen to be between the first- and second-neighbours shells in a perfect lattice. The sum over $\mathbf{r}$ runs over each of the $Z$ neighbours, while the sum over $\mathbf{q}$ runs over each of the $N_q$ wave vectors.

This quantity $\psi$ may have different meanings, depending on the set of reciprocal lattice vectors used. If, for each atom, the reciprocal lattice vectors are determined from a set of three first neighbours, then the determination of the variable $\psi$ gives the local order of that atom in its environment. In this case, $\psi$ can be referred to as a local order parameter. On the other hand, if a single set of reciprocal lattice vectors is used to evaluate the quantity $\psi$ for each atom, then $\psi$ measures the relative orientation of the crystal planes of the nanostructure with respect to the chosen set of reciprocal lattice vectors. In this case, $\psi$ can be referred to as a relative order parameter. Therefore, if the first option is used, then the values of $\psi$ evaluate the order in the nanostructure, while if the second approach is chosen, the result achieved is equivalent to the one obtained experimentally, for instance, by X-ray diffraction.

To evaluate either the relative or local order parameter for each atom in a nanostructure, a C++ program was developed. In this program, the primitive vectors $\vec{a}_1$, $\vec{a}_2$, and $\vec{a}_3$ are determined by considering the unit cell that encloses the atom. The set of primitive vectors is determined by obtaining the vectors between the central atom and three of its surrounding nearest neighbours, which are within a distance $r_a$ of each other and of the central atom. For the case of the local order parameter, this is done for each atom of the nanostructure, while for the relative order parameter method this is only done for the atom with coordinates closest to $(0, 0, 0)$. Once the primitive vectors are determined, the reciprocal lattice vectors of $\vec{b}_1$, $\vec{b}_2$, and $\vec{b}_3$ are calculated.
\[ \vec{b}_1 = 2\pi \frac{\vec{a}_2 \times \vec{a}_3}{\vec{a}_1 \cdot (\vec{a}_2 \times \vec{a}_3)}, \quad \vec{b}_2 = 2\pi \frac{\vec{a}_3 \times \vec{a}_1}{\vec{a}_1 \cdot (\vec{a}_2 \times \vec{a}_3)} \]

\[ \vec{b}_3 = 2\pi \frac{\vec{a}_1 \times \vec{a}_2}{\vec{a}_1 \cdot (\vec{a}_2 \times \vec{a}_3)}, \]

where together with \((\vec{b}_1 + \vec{b}_2), (\vec{b}_2 + \vec{b}_3)\) and \((\vec{b}_3 + \vec{b}_1)\), these reciprocal lattice vectors form the set of the wave vector \(\vec{q}\). Once the groups of reciprocal lattice vectors are determined, the vectors connecting each atom to its first neighbours, i.e., the set of vectors \(\vec{r}\), are obtained. With these two groups of vectors, it is then possible to determine the local order parameter given by equation (4.47), where values close to 1 identify a structure approaching a perfect crystal, while closer to zero are of an amorphous structure.

By associating ranges of the value of \(\psi\) with a certain colour and size of an atom, as shown in figure 4.10, it is possible to colour code each atom of the system according to its \(\psi\) value\(^2\). Using this, a colour mapping of the crystal order of the nanostructure can be obtained.

Figure 4.10: Colour scheme, obtained with the visualisation tool Jmol\(^{[93]}\), attributed to the range of values of \(\psi\). Values closer to 1 correspond to a crystal, while closer to zero correspond to an amorphous structure.

\(^2\)This colour scheme is only valid when the visualisation program Jmol\(^{[93]}\) is used. In some cases, the visualisation tool VMD\(^{[94]}\) is used instead and the colour scheme no longer applies.
4.7.1 Order parameter performance

The reliability of the order parameter used was evaluated as follows. Several defects were separately created in an otherwise perfectly crystalline cube with 2048 gold atoms: 5, 10 and 100 vacancies, a twin boundary and a stacking fault. Each system was subsequently relaxed for 10 ps, in NVT conditions, at 10 K temperature. The location of defects is then compared as indicated by the order parameter evaluation. As an example, the results obtained for the stacking fault and for the twin boundary are shown here, while the analysis for the other defects is shown in appendix C.

![Figure 4.11: Order parameter colour scheme for two created defects. The top two figures are of a twin boundary defect analysed with (a) the local order parameter and (b) the relative order parameter program. The bottom figures are of a stacking fault analysed with (c) the local order parameter and (d) the relative order parameter program.](image)

As can be seen from figure 4.11, the visualisation of the twin boundary and the stacking fault is slightly different, depending on the method used. For the local order
parameter approach, the twin boundary is identified by a layer of atoms with lower $\psi$, separating two regions of atoms with high order (i.e., high value of $\psi$), while a stacking fault is recognisable by two layers of atoms with lower $\psi$ separating two regions with high $\psi$ value. As for the relative order parameter method, the stacking fault presents a similar colour scheme to the local order parameter, while the twin boundary is identified by a plane of atoms with lower $\psi$ separating two regions of atoms with different order parameters (i.e., two regions with different colours).

In terms of detection of vacancies in the system, results presented in appendix C, there is no significant difference between the two evaluation methods. Neither of the methods allows the identification of vacancies, independently of their number.

In conclusion, the local order parameter provides a better description for the order of the system and identifies the planar defects present in the nanostructures. For this reason, the local order parameter is chosen to evaluate the nanostructures created.
Chapter 5

Production of nanoparticles and analysis of defects

One of the main systems studied in this thesis comprises gold nanoparticles embedded in water. This system is studied by means of molecular dynamics (MD) simulations. In order to perform any simulations with nanoparticles, it is necessary to first create models of nanoparticles similar to the ones used experimentally, so that the simulations give insight into the systems investigated in experiment.

The simulation methods used to create the nanoparticles mimic the annealing processes employed experimentally\cite{21,95} and referred in section 3.1. However, due to limitations on the computational time, faster cooling rates are used.

During the production of the nanoparticles, the minimum cooling rate and time needed to allow crystallisation are identified, although these values are expected to change with the size of the nanoparticle. In addition, the importance of the cooling rate on the nanoparticle structure is also demonstrated. Once the nanoparticles are created, their crystal structure is evaluated and the detected defects are compared with imperfections identified experimentally.

In this chapter, the annealing process of the nanoparticles is described, including the verification of the melting of the nanoparticle core (before starting the cooling process), and remarks regarding the cooling rate are also presented. Following this, the defects present in each of the nanoparticles are evaluated with the order parameter method, described in section 4.7.
5.1 Annealing of nanoparticles

For the smaller nanoparticles, the simulation of the annealing process was performed by heating gold nanoparticles created from a perfect face centered cubic (FCC) cube. The fast heating process was terminated when the particle melted and the cooling process was started, at a slower rate. If the cooling rate was slow enough, atoms could reorganise and give rise to crystal structures. On the other hand, if the cooling rate was too fast, it quenched the structure into an amorphous configuration.

Due to limitations on the simulation time, the biggest nanoparticle was obtained through a different process. For this case, a gold sphere was cut from a bigger FCC cube and it was submitted to the cooling process, which started from a temperature lower than the melting point, to allow surface rearrangement.

5.1.1 Systems simulated and conditions used

Independently of the nanoparticle size, the heating and cooling processes were performed in the NVT ensemble using a Nosé-Hoover thermostat, briefly described in section 4.1.4, with a relaxation time of 0.1 ps, and a simulation time step of 1 fs. The interactions between gold atoms were described by the Sutton-Chen potential, described in section 4.1.1. The remaining simulation criteria used: the number of atoms $N$, the initial temperature of the system being annealed $T_i$, the temperature the system reaches before the cooling process starts $T_h$, the final temperature of the system $T_f$ (after the cooling process), the heating $s_h$ and cooling rates $s_c$ (where the temperature step per simulation length, as well as the temperature variation per picosecond are given) are summarised in table 5.1.

It has been observed experimentally and computationally that larger nanoparticles (above $10^3 - 10^4$ atoms) can suffer surface melting, leading to surface change, at temperatures below the melting temperature. Therefore, while performing the annealing of the gold nanoparticles, it was verified that the entire nanoparticle was melted before starting the cooling process by employing the methods described in section 4.6.
Table 5.1: Conditions and results obtained from the annealing of nanoparticles with different number of atoms. The experimental melting temperature $T_{me}$ is obtained from reference [96].

<table>
<thead>
<tr>
<th>$N$</th>
<th>$T_i$ [K]</th>
<th>$T_h$ [K]</th>
<th>$T_f$ [K]</th>
<th>$s_h$ [K/ps]</th>
<th>$s_c$ [K/ps]</th>
<th>$\langle OP \rangle_{10K}$</th>
<th>$\phi$ [nm]</th>
<th>$T_{me}$ [K]</th>
<th>$T_{me}$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>200</td>
<td>800</td>
<td>300</td>
<td>100K/100ps</td>
<td>10K/100ps (0.1K/ps)</td>
<td>0.602</td>
<td>$\approx 2$</td>
<td>$\approx 600$</td>
<td>$-$</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>800</td>
<td>300</td>
<td>100K/100ps</td>
<td>10K/100ps (0.1K/ps)</td>
<td>0.816</td>
<td>$\approx 2.5$</td>
<td>$\approx 600$</td>
<td>$\approx 600$</td>
</tr>
<tr>
<td>864</td>
<td>200</td>
<td>800</td>
<td>300</td>
<td>100K/100ps</td>
<td>10K/100ps (0.1K/ps)</td>
<td>0.836</td>
<td>$\approx 3$</td>
<td>$\approx 700$</td>
<td>$\approx 800$</td>
</tr>
<tr>
<td>1372</td>
<td>200</td>
<td>800</td>
<td>300</td>
<td>100K/100ps</td>
<td>10K/100ps (0.1K/ps)</td>
<td>0.917</td>
<td>$\approx 3.5$</td>
<td>700-800</td>
<td>$\approx 900$</td>
</tr>
<tr>
<td>2048</td>
<td>300</td>
<td>800</td>
<td>300</td>
<td>100K/100ps</td>
<td>100K/100ps (1K/ps)</td>
<td>0.606</td>
<td>$\approx 4$</td>
<td>$\approx 800$</td>
<td>$\approx 1000$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>900</td>
<td>200</td>
<td>100K/100ps</td>
<td>100K/100ps (1K/ps)</td>
<td>0.655</td>
<td>$\approx 4$</td>
<td>$\approx 800$</td>
<td>$\approx 1000$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>50K/100ps (0.5K/ps)</td>
<td>0.639</td>
<td>$\approx 4$</td>
<td>$\approx 800$</td>
<td>$\approx 1000$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20K/100ps (0.2K/ps)</td>
<td>0.746</td>
<td>$\approx 4$</td>
<td>$\approx 800$</td>
<td>$\approx 1000$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100K/100ps (1K/ps)</td>
<td>0.743</td>
<td>$\approx 4$</td>
<td>$\approx 800$</td>
<td>$\approx 1000$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20K/100ps (0.2K/ps)</td>
<td>0.832</td>
<td>$\approx 4$</td>
<td>$\approx 800$</td>
<td>$\approx 1000$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10K/100ps (0.1K/ps)</td>
<td>0.855</td>
<td>$\approx 4$</td>
<td>$\approx 800$</td>
<td>$\approx 1000$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5K/100ps (0.05K/ps)</td>
<td>0.839</td>
<td>$\approx 4$</td>
<td>$\approx 800$</td>
<td>$\approx 1000$</td>
</tr>
<tr>
<td>5324</td>
<td>200</td>
<td>1000</td>
<td>200</td>
<td>100K/10ps</td>
<td>20K/10ps (2K/ps)</td>
<td>0.402</td>
<td>$\approx 5.5$</td>
<td>$\approx 900$</td>
<td>$\approx 1100$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20K/50ps (0.4K/ps)</td>
<td>0.750</td>
<td>$\approx 5.5$</td>
<td>$\approx 900$</td>
<td>$\approx 1100$</td>
</tr>
<tr>
<td>10976</td>
<td>200</td>
<td>1000</td>
<td>300</td>
<td>100K/10ps</td>
<td>10K/100ps (0.1K/ps)</td>
<td>0.849</td>
<td>$\approx 7$</td>
<td>900-1000</td>
<td>$\approx 1150$</td>
</tr>
<tr>
<td>32000</td>
<td>200</td>
<td>1400</td>
<td>300</td>
<td>100K/20ps</td>
<td>20K/100ps (0.2K/ps)</td>
<td>0.7137</td>
<td>$\approx 10$</td>
<td>$\approx 1200$</td>
<td>$\approx 1230$</td>
</tr>
<tr>
<td>84895</td>
<td>-</td>
<td>900</td>
<td>300</td>
<td>-</td>
<td>10K/10ps (1K/ps)</td>
<td>0.950</td>
<td>$\approx 14$</td>
<td>N/A</td>
<td>$\approx 1250$</td>
</tr>
</tbody>
</table>
5.2 Computational results for the annealing process

Gold nanoparticles, when compared with other materials such as silver and copper, exhibit a strong dependence of the melting temperature with the nanoparticle size\cite{96, 97}. This dependence is stronger for nanoparticles with diameters smaller than 5 nm. For particles with diameter larger than 10 nm, experiments show that the melting point occurs at temperatures similar to those of bulk gold (1337 K).

The last four columns in table 5.1 present results related with the production of the nanoparticles. The first column contains the value of $\langle OP \rangle_{10K}$, an average value of the local order parameter previously described in section 4.7. This averaged value is a quantitative measure of the long range order of the created nanoparticle at temperature $T_f$, after being allowed to relax for 10 ps at 10 K. The next column is the diameter $\phi$ of the simulated nanoparticles, estimated by taking into account the number of atoms in the particle $N$ and the volume per atom in an FCC (face-centered cubic) unit cell $V_{cell/at}$, that is,

$$\phi = 2\sqrt[3]{\frac{3}{4\pi}} N V_{cell/at}. \quad (5.1)$$

The last two columns present the melting temperatures of the particles. The computational melting temperature $T_{mc}$ is estimated using the two methods described in section 4.6 and based on the data shown in the graphs and snapshots present in appendix D. The value of the experimental melting temperature $T_{me}$ is obtained from reference [96]. In general, all computational values are below the experimental values. The only exceptions are for the smaller particle with approximately 2.5 nm diameter and the bigger particle with approximately 10 nm diameter, where both temperatures present similar values.

In the rest of this section we present conclusions regarding the nanoparticle core melt, estimates of the minimum cooling rate for crystallisation of the particles and comments on the variation of the crystal structure with the cooling rate used.

5.2.1 Verification of the melting of the particle core

As pointed out, two methods (described in section 4.6) are used to determine the melting of the nanoparticles. To reinforce these statements, two extra approaches are used in two of the nanoparticles created, to verify that the core of the nanoparticles reaches a melted stage before the start of the cooling process:
• **Method 1 - Core particle RDF vs Entire particle RDF:** after removing approximately 75% of the outer atoms, the RDF is again determined. This RDF can then be compared with the RDF for the entire particle.

• **Method 2 - Differentiation of central atoms:** in the entire nanoparticle, a central plane of atoms is marked (in this case, by changing the colour of the atoms in the visualisation tool), before starting the melting process. At the end of the heating process, the particle can be divided at the position of the previously marked plane and, visually, one can check whether the atoms that were initially in that plane remain there (melting has not occurred) or if they have moved out of the plane and the particle core has melted.

In figure 5.1, the results of these two approaches are displayed. For the first method, results are presented for the particle with approximately 4 nm diameter (2048 atoms), while for the second method the particle with approximately 5.5 nm in diameter (5324 atoms) is used. As can be verified in figure 5.1(a), for the approach of core particle RDF vs entire particle RDF, the two curves are very similar in shape, as for example, there is no evidence of the second and third neighbours.

As for the second approach, figure 5.1(b) shows the plane of marked atoms at the beginning of the simulations. At the end of the heating process, as can be verified in figure 5.1(c), the atoms that were initially at coordinate $z = 0$ diffused, leading to the conclusion that the core of the particle is completely melted at 1000 K.

### 5.2.2 Estimate of the minimum cooling rate for crystallisation

When liquid gold is cooled down, its internal structure rearranges and its final state can be amorphous or crystalline. Its final structure depends, among other aspects, on the cooling rate used. Slow cooling rates allow for atomic restructuring that gives rise to ordered planes of atoms, while faster rates leave more imperfections in the structure, tending to a more amorphous final state.

In this section, the minimum cooling rate $s_c$ and cooling time $t_c$ needed to obtain a crystallised nanoparticle is determined with the particles of approximately 5.5 and 4 nm diameter.

For the first nanoparticle, with diameter approximately 5.5 nm, two cooling rates were used to cool down the nanoparticle from 1000 K to 200 K. The first rate decreased the temperature of the system by 20 K every 10 ps of simulation time, equivalent to a
Figure 5.1: Results regarding the verification of the melting of the nanoparticle core before the start of the cooling process. In figure (a), several radial distribution functions are presented. Curves “entireNP” and “NPcore” are calculated at 800 K, i.e., in the molten globule state, for the core of the nanoparticle (744 atoms) only and for the entire nanoparticle (2048 atoms), respectively, while curve “300K” is the RDF for the entire nanoparticle at 300K. For ease of comparison with the “entireNP” curve, the “NPcore” curve was scaled by a factor of 0.36. The bottom images represent the particle with 5324 atoms, cut at the plane $z = 0$, (b) before the start of the annealing process and (c) when the particle was melted.
Figure 5.2: Atomic configuration, at 300 K, of the particle of approximately 5.5 nm diameter (5324 atoms) cooled down from 1000 K with cooling rates of (a) 20K/10ps or 2 K/ps and (b) 20K/50ps or 0.4 K/ps. (c) The radial distribution function, at the end of the 300 K temperature step, for the process of increasing the temperature and for the two cooling processes used.

cooling rate of 2 K/ps, while the second rate emulated a 0.4 K/ps rate, by increasing the running time per temperature step to 50 ps. As shown in figure 5.2(a), for the higher cooling rate of 2 K/ps no local order is visible, while for the slower rate of 0.4 K/ps, in figure 5.2(b), it is possible to visualise the crystal planes even in the core of the nanoparticle. Nevertheless, it is still possible to distinguish several grains with different crystal orientations. This implies that even this slower cooling rate is too fast.
to allow the creation of fewer nucleation sites and a fast crystal growth. The presence of local order can also be verified by the RDF in figure 5.2(c). Comparing the curves of the cooling rates (“decT_2K/ps” and “decT_0.4K/ps”) with the curve of the increasing temperature (“incT_10K/ps”), it is possible to conclude that for the slower cooling rate the majority of the peaks are well defined and in reasonable agreement with the peaks present before the melting occurs. This is not the case for the higher cooling rate curve, where all peaks except for the first are either not well defined or not present.

Figure 5.3: Atomic configuration, at 300 K, of the particle with approximately 4 nm diameter (2048 atoms) cooled down from 900K with cooling rates of (a) 100K/100ps or 1 K/ps, (b) 50K/100ps or 0.5 K/ps, (c) 20K/100ps or 0.2 K/ps and (d) 10K/100ps or 0.1 K/ps.

As for the second simulated nanoparticle, with a diameter of approximately 4 nm (2048 atoms), the two higher cooling rates were used to estimate the cooling time needed to crystallise. For the highest cooling rate, 1 K/ps, the cooling process occurred from 900 K to 200 K, in 100 K steps, with each step being simulated for 100 ps. The
second highest cooling rate was obtained by a similar process, but with temperature steps of 50 K, i.e., equivalent to a cooling rate of 0.5 K/ps. The atomistic configurations resulting from these two cooling processes are shown in figures 5.3(a) and 5.3(b). As can be noted, at the higher cooling rate, although some crystal planes are already beginning to form at the outer layers of the nanoparticle, its centre still seems to be in an amorphous state. For the slower cooling rate of 0.5 K/ps, the presence of crystal planes throughout the nanoparticle is already visible. The RDF results for this particle, shown in figure 5.4(b), also confirm this. For the higher cooling rate of 1 K/ps (“decreasingT\_100Ksteps”), the second and third neighbours peaks are still not completely distinct, while for the slower cooling rate of 0.5 K/ps (“decreasingT\_50Ksteps”) the discrimination of the second and third peaks is clearer.

Taking into account the results from both nanoparticles, we can conclude that a cooling time of the of order 1 ns is needed for the crystallisation of the annealed nanoparticle. The same results also indicate that a crystal structure in the nanoparticle can only start to form with cooling rates of the order of 0.5 K/ps. In the next section, a study of the effects of the cooling rates and initial cooling down temperature ($T_h$) on the nanoparticle’s final crystal structure is presented.

### 5.2.3 Effect of cooling rate on the crystal structure

According to computational studies described in review [97], a very fast cooling rate is of the order of 50 K/ps. According to the same reference, a realistic cooling rate is in the range of 0.0001-0.005 K/ps. Experimentally, much slower cooling rates, $7 \times 10^{-13}$ K/ps [96], are used, something impossible to reproduce in simulation.

In order to study the relationship between the cooling rate and the crystal order of a nanoparticle, several cooling rates are explored, using the nanoparticle with diameter of approximately 4 nm (2048 atoms). This nanoparticle was cooled from 800 K or 900 K to 300 K or 200 K, respectively, with temperature steps of 100, 50 and 20 K for the first case (annealing from 800 K) and 100, 50, 20, 10 and 5 K steps for the second case (annealing from 900 K). At each temperature step, the simulation ran for 100 ps, i.e., modelling cooling rates of 1, 0.5 and 0.2 K/ps for the first case and of 1, 0.5, 0.2, 0.1 and 0.05 K/ps for the second case.
Figure 5.4: Results for the particle of approximately 4 nm diameter (2048 atoms). (a) Configuration energy versus temperature step for the several cooling processes simulated. All the configuration energies are for the nanoparticles at 300 K. (b) Radial distribution functions after the heating and several cooling processes, for the case when cooling starts at 900 K.
Figure 5.5: Results for the particle of approximately 4 nm diameter (2048 atoms). (a) Diffusion coefficients for the heating and several cooling processes, for the case when cooling starts at 900 K. For clearer diffusion curves, beyond temperatures of 600 K, the values are plotted at every 100 K. (b) Diffusion coefficients for the heating and the different cooling processes, when the cooling started at 800 K.
The values of the final configuration energy obtained with the different conditions used are plotted in figure 5.4(a). There is an overall tendency to obtain lower values of configuration energy with slower cooling rates, which implies an atomic structure with fewer imperfections. The results of the diffusion coefficient for several cooling rates are presented in figures 5.5(a) and 5.5(b). We can observe that slower cooling rates obtain a significant reduction in the diffusion coefficient at higher temperatures. This implies that particle recrystallisation starts earlier, allowing a better atomic organisation, once again supporting the previous remark. As for the comparison between structures obtained with the same cooling rate, it is evident that nanoparticles with lower configuration energy occur when the cooling process starts with a temperature higher than the melting temperature (figure 5.4(a)). This result suggests that a more stable particle is achieved if the cooling process starts from a temperature higher than $T_{mc}$. Furthermore, even with such a reduced number of data points, we can verify that for the slower cooling rates of 0.05 and 0.1 K/ps (i.e., temperature step of 5 and 10 K, respectively), there is no significant change in the configuration energy.

Comparing all the radial distribution functions obtained with annealing from 900 K to 300 K with different cooling rates, figure 5.4(b), it is verified that for cooling rates slower than 0.2 K/ps (20 K steps), no significant change in the atomic distribution of the atoms is noted, although we can see from figure 5.4(a), that there is still a reduction in the system configuration energy.

The atomic configurations for some of the cooling rates used are presented in figure 5.3. From these snapshots, it seems that slower cooling rates imply crystallisation of the nanoparticle with bigger grains.

Taking all these observations into account, it was decided that an appropriate cooling rate to allow the formation of crystal structure in the nanoparticles selected, while keeping the computational cost of the simulations tractable, would be of 10K/100ps or 0.1 K/ps. It is important to point out that for bigger nanoparticles, the cooling rate should be even slower, to allow a better atomic rearrangement and the formation of crystal planes. Also, it was decided to start the cooling process with a temperature above the melting temperature of the nanoparticle. The only exceptions were for the bigger nanoparticles, where the annealing conditions were adjusted, so that the computational cost was not excessive. All the conditions imposed to anneal the several assemblies of atoms, in order to create nanoparticles of several sizes, are listed in table 5.1. The results of all the annealed nanoparticles are shown in appendix D.
5.3 Analysis of nanoparticle structure

The crystal structure of the different annealed particles is evaluated by the local order parameter, $\psi$. This is a single numerical value that measures the degree of order surrounding an atom, with respect to a perfect crystal structure, as explained in more detail in section 4.6.

In table 5.1, the value for the averaged order parameter, $\langle OP \rangle_{10K}$ is presented. This value is related with the the minimised configuration energy, obtained by relaxing the nanoparticle for 10 ps at 10 K. This $\langle OP \rangle$ value is obtained with

$$\langle OP \rangle = \frac{1}{N} \sum_{i} \psi_i$$  \hspace{1cm} (5.2)

where $i$ is the atom index and $N$ is the total number of atoms. As the tabulated values indicate, none of the particles created present a perfect crystal structure. Nevertheless, for most of the nanoparticles, the lower value of the averaged local order parameter is obtained with faster cooling rates. In the following pages, a more detailed analysis for each particle is presented.

![Figure 5.6: Structure of the particle with diameter of approximately 2 nm (256 atoms), at 300 K, when the (a) local order parameter colour scheme is used. The circle marks the meeting point of five twin boundaries. In (b), the atoms with more than twelve neighbours are highlighted by increased volume. Different perspectives are shown in the two images. Also, two imaging conventions are used, with the left image obtained with Jmol and the right image with VMD.](image)

For the smaller particle annealed, with approximately 2 nm in diameter, the order parameter result is presented in figure 5.6. Five different crystalline orientations
separated by five twin boundaries are visible. The five twin boundaries intersect at a common region, marked with a circle. Additionally, some atoms were identified with more than twelve nearest neighbours, consequently exceeding the maximum number for an FCC structure.

Figure 5.7: Structure of the particle with diameter of approximately 2.5 nm (500 atoms), at 300 K, when the (a) local order parameter colour scheme is used. In (b), the atoms with more than twelve neighbours are highlighted by increased volume. Different perspectives are shown in the two images. Also, two imaging conventions are used, with the left image obtained with Jmol and the right image with VMD.

The particle shown in figure 5.7, with a diameter of approximately 2.5 nm, presents two parallel twin boundaries between three different crystal orientation zones, at least. A particle with this kind of defect, which has been observed experimentally in [98], is called “lamellar-twinned” particle. Additionally, some atoms were identified with more than twelve nearest neighbours, hence exceeding the maximum number for an FCC structure.

For the case of the particle with a diameter of approximately 3 nm, figure 5.8, five twin boundaries are identified and, similarly to the particle with diameter of approximately 2 nm, seem to be related to a common source region, marked with a circle.

For the particle with approximately 3.5 nm diameter, figure 5.9, a main twin boundary is identified, separating the two main grains with different orientations. Two smaller twin boundaries, located closer to the particle surface, are also present but not evident in the images presented here. Additionally, some atoms were identified with more than twelve nearest neighbours, thus exceeding the maximum number for an FCC structure.
Figure 5.8: Structure of the particle with diameter of approximately 3 nm (864 atoms), at 300 K, when the (a) local order parameter colour scheme is used. The circle marks the meeting point of five twin boundaries. In (b), the atoms with more than twelve neighbours are highlighted by increased volume. Different perspectives are shown in the two images. Also, two imaging conventions are used, with the left image obtained with Jmol and the right image with VMD.

Figure 5.9: Structure of the particle with diameter of approximately 3.5 nm (1372 atoms), at 300 K, when the (a) local order parameter colour scheme is used. In (b), the atoms with more than twelve neighbours are highlighted by increased volume. Different perspectives are shown in the two images. Also, two imaging conventions are used, with the left image obtained with Jmol and the right image with VMD.
Figure 5.10: Structure of the particle with diameter of approximately 4 nm (2048 atoms), at 300 K, when the (a) local order parameter colour scheme is used. The circle marks the meeting point of five twin boundaries. In (b), the atoms with more than twelve neighbours are highlighted by increased volume. Different perspectives are shown in the two images. Also, two imaging conventions are used, with the left image obtained with Jmol and the right image with VMD.

As for the particle with approximately 4 nm in diameter, figure 5.10, several crystal grains are visible and separated by twin boundaries that, once again, seem to originate at a particular region, marked with a circle.

Figure 5.11: Structure of the particle with diameter of approximately 7 nm (10976 atoms), at 300 K, when the (a) local order parameter colour scheme is used. In (b), the atoms with more than twelve neighbours are highlighted by increased volume. Different perspectives are shown in the two images. Also, two imaging conventions are used, with the left image obtained with Jmol and the right image with VMD.

For the case of the particle with approximately 7 nm diameter, figure 5.11, several crystal domains are visible and separated by twin boundaries. It also presents two
parallel twin boundaries, crossing the middle of the nanoparticle. Additionally, some atoms were identified with more than twelve nearest neighbours, consequently exceeding the maximum number for an FCC structure.

![Figure 5.12: Structure of the particle with diameter of approximately 10 nm (32000 atoms), at 300 K, after being cooled down from 1400 K at a rate of 10K/100ps. In (a), the local order parameter colour scheme is used. In (b), the atoms with more than twelve neighbours are highlighted by increased volume. Different perspectives are shown in the two images. Also, two imaging conventions are used, with the left image obtained with Jmol and the right image with VMD.](image)

Figure 5.12: Structure of the particle with diameter of approximately 10 nm (32000 atoms), at 300 K, after being cooled down from 1400 K at a rate of 10K/100ps. In (a), the local order parameter colour scheme is used. In (b), the atoms with more than twelve neighbours are highlighted by increased volume. Different perspectives are shown in the two images. Also, two imaging conventions are used, with the left image obtained with Jmol and the right image with VMD.

![Figure 5.13: Evidence of the regions with HCP (highlighted by top cluster) and FCC (highlighted by bottom cluster) structure in the particle with approximately 10 nm diameter. Main image obtained with VMD, atomic clusters obtained with Jmol.](image)

Figure 5.13: Evidence of the regions with HCP (highlighted by top cluster) and FCC (highlighted by bottom cluster) structure in the particle with approximately 10 nm diameter. Main image obtained with VMD, atomic clusters obtained with Jmol.

The particle shown in figure 5.12, with approximately 10 nm diameter, presents several crystal domains. These domains are either in a FCC structure or in an hexagonal closed packed (HCP) structure, as pointed out in figure 5.13. Additionally, some atoms...
were identified with more than twelve nearest neighbours, consequently exceeding the maximum number for an FCC structure.

![Figure 5.14: Structure of the particle with diameter of approximately 14 nm (84985 atoms), at 300 K, when the (a) local order parameter colour scheme is used. In (b), the atoms with more than twelve neighbours are highlighted by increased volume. Different perspectives are shown in the two images. Also, two imaging conventions are used, with the left image obtained with Jmol and the right image with VMD.](image)

The defects present in the particle with approximately 14 nm diameter, figure 5.14, are quite different from the ones present in other particles. These differences arise from the different annealing conditions used. As the cooling process did not start from the melting point, due to the excessive computation time required, the core of the nanoparticles does not present any defects. On the other hand, the outer corona of the nanoparticles presents several twin boundaries and areas with HCP structure. Additionally, some atoms were identified with more than twelve nearest neighbours, thus exceeding the maximum number for an FCC structure.

From the particles with 2 nm, 3 nm and 4 nm in diameter, it is evident that the joining point of the five twin boundaries leads to a two dimensional pentagon shape, instead of the regular two dimensional hexagon shape. The source of these five twin boundaries seems to be related to a five-fold star symmetry, cited in [98] and experimentally observed in [99, 100], as shown in figures 5.15(a) and 5.15(b). This is usually due to a nucleation from an icosahedron or decahedron. In figure 5.15(c), we can observe the smallest particle created computationally. Comparing the experimental particle with the computational one, it is possible to note the similarities between the two.
Figure 5.15: Images of gold nanoparticles, obtained experimentally and computationally, presenting five-fold symmetries. (a) Zoom of the 17 nm radius defect-free decahedral gold nanoparticle core, obtained experimentally by high-resolution electron microscopy (HREM) by Johnson et al. For more information concerning the particle, please refer to [99]. (b) HREM image of a gold nanoparticle with a 5 nm diameter and obtained experimentally by Oku et al.. Twin boundaries are indicated with arrows. For more information about the particle, please refer to [100]. (c) Image of the computationally obtained particle with 256 atoms (diameter of approximately 2 nm).
In figure 5.16, we have a closer look at the base structure of the five-fold star symmetry presented in figure 5.15(c). It is possible to verify that the nucleation does not happen around an icosahedron but instead seems to be based on a cluster with fifteen faces. This state can be associated to the fact that, computationally, the structure did not crystallise at the minimum energy, possibly because the cooling rate was not slow enough.

Most of the particles created, namely the particles with 2 nm, 2.5 nm, 3.5 nm, 7 nm, 10 nm and 14 nm diameters, presented some atoms with thirteen neighbours, as can be verified by the images (b) from figures 5.6 to 5.12. Although this is not expected, since the maximum number of first neighbours should be twelve, this seems to be related with the fact that these atoms tend to be located near the surface of the nanoparticle, thus being less constrained by the surrounding atoms.

The neighbour atoms are selected if the distance between the two atoms is within half the distance between the first and second neighbours of an FCC regular structure. This implies that if the atoms surrounding the central atom are readjusted and if their distance to the central atom is somehow bigger, then a thirteenth atom can be accommodated within this cutoff distance. So, although energetically this would not be a favourable atomic distribution, the fact that this anomaly is located near the surface implies that the atoms are less restrained/stressed. As can be verified in appendix E, at the lower temperature of 10 K most of the nanoparticles no longer present atoms with thirteen neighbours. The only exception is the particle with approximately 7 nm in diameter, which also presents atoms with extra neighbours in the centre of the
nanoparticle and even when the structure is minimised to 10 K. The reason why this happens can be related with the annealing conditions used. For instance, the cooling process did not start at a temperature high enough and the cooling rate used was too fast to allow atomic arrangement.

As for the type of structure yielded by these clusters of thirteen atoms surrounding a central atom, it seems to be a hybrid between the six-fold symmetry, associated with the cuboctahedron formed around the FCC (1 1 1) plane, and the five-fold star symmetry, related to the icosahedron. Several images showing the atomic arrangement of a cluster formed by an atom and its thirteen neighbours are presented in figures E.1 and E.2 in appendix E.

### 5.4 Summary

This chapter presents the main results concerning the production and characterisation of several nanoparticles obtained by computational methods. The creation of the nanoparticles is modelled by mimicking the annealing processes used experimentally. These particles, which are later on used in chapter 8, aim to resemble the ones used experimentally in biomedical applications, as they do not present a perfect surface and structure.

The results show that the minimum cooling time needed to obtain a nanoparticle with a non-amorphous core is of the order of a few nanoseconds. Furthermore, the cooling rate of the order of 0.5 K/ps is the fastest that still allows crystallisation.

In terms of structure analysis, none of the particles created are defect free. Nanoparticles smaller than 3 nm in radius present mainly twin boundaries separating regions of perfect FCC structure. In some cases, these twin boundaries meet at a two dimensional pentagon shape, in clusters with fifteen faces. The structure of these clusters seems to be related with the five-fold star symmetry of the metastable state of an icosahedron. The nanoparticles bigger than 3 nm in radius show mainly twin boundaries between regions with different crystal orientation. For the nanoparticles with radius bigger than 5 nm, some areas with HCP structures in the middle of FCC crystal structures are identified.
Chapter 6

Analytical and computational studies of heat transfer for bare gold-water systems

6.1 Introduction and motivation

One of the ultimate goals of this thesis is to understand and optimise the use of gold nanoparticles as heat sources or light scatterers for biomedical applications. For that, we explore the thermal and mechanical evolution of a system of hot gold nanoparticles embedded in a colder medium when steady state is reached.

The thermal behaviour of such a system appears, at first sight, obvious: heat flows from the points at higher temperatures to the points at lower temperatures. What is not completely trivial is the mechanism by which heat flow occurs, the influence of the system composition on heat flow and the dependence of the thermal relaxation time on the initial conditions of the system. To explore such a system and answer these questions, it is important to understand the basic ideas and simple concepts of heat transfer, as exposed in section 2.1.

This chapter will therefore start with analytical calculations of heat flow in our system of interest. While performing these calculations, it was necessary to determine the value of one of the parameters - the heat transfer coefficient across a surface - for the gold-water interface. To estimate this value, non-equilibrium molecular dynamics, described in section 4.2, were used. Comments on the value of the heat transfer coefficient and its impact on the overall heat flow are presented.
6.2 Heat flow at extreme conditions, an analytical approach

As discussed in section 2.1, during the first few nanoseconds, the main heat transfer mechanism in a system of hot gold nanospheres embedded in cold water is the heat conduction. The three main heat conduction mechanisms in this system are: conduction in the gold, conduction through the interface and conduction in the water. As the heat flow in this system happens through a chain of these heat conduction mechanisms, it is important to understand which of these can be the bottle neck for the overall heat transfer. For this reason, the heat conduction equation for this simple system of hot gold nanoparticles embedded in water is solved analytically for two extreme conditions:

- The heat flow completely dominated by the thermal conduction in the medium that surrounds the particle.
- The heat flow limited by the heat transfer through the interface between the particle and the medium.

The case of the heat flow being limited by the gold particle is not considered, since gold has a very large thermal conductivity (320 W m$^{-1}$ K$^{-2}$) when compared to water (0.58 W m$^{-1}$ K$^{-2}$), which implies that heat should diffuse considerably faster within the gold than in water.

6.2.1 Heat flow dominated by the conduction in the medium

Let us consider a body surrounded by a medium with constant thermal conductivity $k_m$ and at the initial temperature $T_c$. It is assumed the body is a sphere of radius $R$ and remains at a constant temperature $T_h$ (where $T_h > T_c$). As the system evolves, the temperature of the medium will increase, but it is assumed that the medium is so immense that very far away from the particle the temperature is always $T_c$. Under these conditions, the system will eventually reach a steady state regime, where the temperature profile between the body and the boundary of the medium remains constant.

In order to solve the heat conduction equation (equation 2.5 presented in page 21), for this system (from $r > R$ to infinity, i.e., no energy source is present in the system) and considering the above description, it is assumed the following boundary conditions, in spherical coordinates, must be obeyed:
• at \( r = R \), \( T(r) = T_h \)

• at \( r \to \infty \), \( T(r) = T_c \)

The equation for heat conduction can be then reduced to

\[
d \frac{d}{dr} \left[ r^2 \frac{dT}{dr} \right] = 0 \quad (6.1)
\]

and its solution gives the temperature of the water as

\[
T(r) = T_c + \frac{(T_h - T_c)R}{r}, \text{ for } r > R . \quad (6.2)
\]

Using Fourier’s Law (equation 2.1 in page 20), the rate of heat flow \( Q_{\text{cond}} \) can be determine to be

\[
Q_{\text{cond}} = 4\pi (T_h - T_c)k_m R . \quad (6.3)
\]

For the case of a gold nanoparticle in water, let us assume that the radius of the particle \( R \) is 2 nm, the temperature of the sphere \( T_h \) is 800 K and the temperature of the medium \( T_c \) is 300 K. The value of the thermal conductivity of the water is 0.58 W m\(^{-1}\) K\(^{-2}\).

Substituting these values in equation 6.3, the value for the rate of heat flow is obtained and shown in table 6.1.

Table 6.1: Rate of heat flow at steady state, from analytical results, for the extreme case of heat flow dominated by the heat conduction in the medium.

<table>
<thead>
<tr>
<th>medium</th>
<th>( Q_{\text{cond}} ) (steady state)</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>( 7.288 \times 10^{-6} ) J s(^{-1})</td>
</tr>
<tr>
<td></td>
<td>( 45.5 ) eV ps(^{-1})</td>
</tr>
</tbody>
</table>

6.2.2 Heat flow dominated by the gold-water interface

When a solid is put into contact with a solid/liquid/gas at a different temperature, a heat flux \( q \) at the interface of the two materials occurs and is proportional to the
temperature difference $\Delta T$ between the two surfaces (i.e., $q \propto -\Delta T$, for a certain assumed direction), as described by Newton in 1701\textsuperscript{15}. The equation that describes this heat flux, also known as Newton’s cooling law, is

$$-k_{\text{mat}} \nabla T = q = -H \Delta T,$$  \hspace{1cm} (6.4)

where $H = k_{\text{mat}} h_{\text{mat}}$ is related to the properties, geometry and dimensions of the interface. Where $H$ can be interpreted as the resistance imposed by the interface to the heat transfer and is related to the properties, geometry and dimensions of the interface. $H$ can also be expressed in terms of either of the materials (1 or 2) that constitute the interface: $H = k_{\text{mat}1} h_{\text{mat}1} = k_{\text{mat}2} h_{\text{mat}2}$, where $k_{\text{mat}}$ is the thermal conductivity and $1/h_{\text{mat}}$ is a characteristic thickness that reflects the resistance imposed by the interface. This $H$ (in some references also labelled as $G$) is known as heat transfer coefficient\textsuperscript{16, 101}, surface conductance, coefficient of surface heat transfer\textsuperscript{102}, interfacial thermal conductance\textsuperscript{60}, interface conductance\textsuperscript{56} or Kapitza conductance\textsuperscript{56, 60, 61}. This heat transfer coefficient exists at the interface between any distinct materials and it is attributed to an interruption on the regular propagation of phonons. One of the main models justifies it as due to the difference in densities and sound speeds between the two materials, which leads to an acoustic-impedance mismatch\textsuperscript{57}. This causes a change on the heat conduction at the interface between dissimilar materials. For instance, this model seems to explain the results in reference \textsuperscript{52}, where the temperature profile of systems of heated metal nanoparticles embedded in glass are investigated with ultrafast pump-probe spectroscopy. Another competing model, the diffuse mismatch model, suggests that every phonon that hits the interface “loses” its memory, leading to a reduction of the heat transfer through the interface\textsuperscript{57}. According to reference \textsuperscript{103}, for a metal-liquid helium interface, the transferred heat can be due to the interaction between the conduction electrons and the reflected phonons in the liquid helium.

Let us now consider the analysis of the system under study, for the limiting case of the heat transfer dominated by the interface gold-water. As the interface involves two materials, the rate of heat transfer is going to be solved independently for the gold and the water. Therefore, the heat conduction equation will be solved in (I) from the point of view of the gold particle releasing heat to the surrounding medium and in (II) from the standpoint of the water absorbing the heat released by the particle.
I. Particle releasing heat to the surrounding medium

For this approach, the particle is modelled as a body with thermal conductivity \( k_p \) surrounded by a medium with thermal conductivity \( k_m \). The medium has a high heat capacity so that its temperature is always at a constant value of \( T_c \). Let us suppose the particle is a sphere of radius \( R \) and it is initially at temperature \( T_h \) (where \( T_h > T_c \)). Furthermore, the thermal conductivity of the particle is assumed to be very high when compared to the heat transfer coefficient of the surface \( H \), so that the temperature in the particle is always homogeneous. In these conditions, the system will reach the uniform temperature of \( T_c \) after some time.

With these assumptions, the temperature equation for the particle is predicted to be independent of the distance to the centre of the sphere, as long as it is limited to \( R \).

The heat equation, in spherical coordinates, for this system, based on equation 2.5, in page 21, is

\[
 k_p \left[ \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T}{\partial r} \right) \right] = c_p \rho_p \frac{\partial T}{\partial t} \tag{6.5}
\]

and the following boundary and initial conditions must be obeyed:

- at \( r < R \) and \( t = 0 \), \( T(t) = T_h \)
- at \( r < R \) and \( t \to \infty \), \( T(t) = T_c \)
- at \( r = R \), the temperature gradient is \( \frac{\partial T}{\partial r} = h_p(T_c - T(t)) \), where \( h_p \) represents the inverse of the material’s thickness that the heat would have to propagate by conduction. This thickness would impose a resistance on the heat propagation, equivalent to the one set by the interface between the two materials.
- at \( r < R \), the temperature gradient is \( \frac{\partial T}{\partial r} = 0 \)

Solving equation 6.5, the solution obtained for the temperature of the body is

\[
 T(t) = T_c - (T_c - T_h)e^{-\frac{3H}{c_p \rho_p R^2} t} \tag{6.6}
\]

and using equation 2.1, the rate of heat flow \( (Q_i) \) can be determined as

\[
 Q_i = 4\pi R^2 H(T(t) - T_c) \tag{6.7}
\]
From equation 6.6, a relaxation time $\tau$ can be obtained as

$$\tau = \frac{c_p \rho_p R}{3H}. \quad (6.8)$$

This variable $\tau$, also known as convection time$^{[18]}$, will be referred to as the “interface relaxation time” here to avoid confusion. It can be interpreted as the time scale over which the temperature of the body changes by $1/e$ of the maximum possible temperature change.

Using this interface relaxation time, it is also possible to estimate the distance that the heat will flow due to conduction in the medium only. This distance $L$ is given by

$$L \propto \sqrt{\alpha_m \tau} = \sqrt{\frac{k_m}{c_m \rho_m}} \tau, \quad (6.9)$$

where $\alpha_m$ is the thermal diffusivity of the medium.

If this distance is considerably bigger than the radius of the particle, then the conduction in the medium does not limit the heat transfer in the system; rather, heat flow across the body-medium interface is the limiting factor. On the other hand, if the distance $L$ is of the same order of magnitude or smaller than the radius of the particle, then the heat flow in the medium may be the limiting step in the heat flow in the system.

For the system of a gold nanoparticle in water, the radius of the particle $R$ is assumed to be 2 nm, the initial temperature of the sphere $T(t = 0) = T_h$ is 800 K and the temperature of the medium $T_c$ is 300 K. The value of the heat transfer coefficient used is the one obtained experimentally from macroscale measurements and presented in reference [15], with value approximately 100 W m$^{-2}$ K$^{-1}$. Using these figures and the values of the other variables presented in appendix B, the values in table 6.2 are obtained.

Table 6.2: Analytical results for the extreme case of heat flow dominated by the interface, for the situation where the particle is releasing heat to the surrounding medium.

<table>
<thead>
<tr>
<th>medium</th>
<th>$Q_i(t = 0)$</th>
<th>$\tau$</th>
<th>$L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>$2.51 \times 10^{-12}$ J s$^{-1}$</td>
<td>$1.66 \times 10^{-5}$ s</td>
<td>$1.56 \times 10^{-6}$ m</td>
</tr>
<tr>
<td></td>
<td>$1.57 \times 10^{-5}$ eV ps$^{-1}$</td>
<td>$16.6 \mu$s</td>
<td>$1.56 \mu$m</td>
</tr>
</tbody>
</table>
II. Medium absorbing the heat from the particle

For this case, the same system as in approach (I) is considered and only the boundary conditions are changed. The particle is now kept at a constant temperature $T_h$, while the medium is initially at temperature $T_c$ (where $T_c < T_h$). In these conditions, the system will reach the uniform temperature of $T_h$ after some time.

To solve the heat equation for this system (from the sphere border to infinity) and from the above description, the following boundary and initial conditions, in spherical coordinates, must be obeyed:

- at $r > R$ and $t = 0$, $T(t) = T_c$
- at $r > R$ and $t \to \infty$, $T(t) = T_h$
- at $r = R$, the temperature gradient is $\frac{\partial T}{\partial r} = h_m(T(t) - T_h)$, where $h_m$ represents the inverse of the medium’s thickness that the heat would have to propagate by conduction. This thickness would impose a resistance on the heat propagation, equivalent to the one set by the interface between the two materials.
- at $r > R$, the temperature gradient is $\frac{\partial T}{\partial r} = 0$, since it is assumed that the interface dominates the heat transfer in the system, hence the heat conduction in the medium is fast enough to justify a uniform temperature distribution.

For this case, the heat conduction equation (equation 2.5) becomes

$$k_m \left[ \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T}{\partial r} \right) \right] = c_m \rho_m \frac{\partial T}{\partial t}. \quad (6.10)$$

Solving the left hand side of this equation, the solution for the rate of heat flow $Q_i$ is obtained

$$Q_i = -4\pi R^2 H(T(t) - T_h). \quad (6.11)$$

Applying the previous equation to the case of a gold nanoparticle in water and substituting the values from the previous approach (I) for the variables $R$, $T_h$ and $T_c$, the result in table 6.3 is obtained.
Table 6.3: Analytical results for the extreme case of heat flow dominated by the interface, for the case of the medium absorbing the heat released by the particle.

<table>
<thead>
<tr>
<th>medium</th>
<th>$Q_i(t = 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>$2.51 \times 10^{-12}$ J s$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>$1.57 \times 10^{-5}$ eV ps$^{-1}$</td>
</tr>
</tbody>
</table>

6.2.3 Intermediate conclusion

For the system and conditions stated and using the values of the rate of heat flow obtained for the two cases considered above, it is possible to conclude that the rate of heat flow through the surface of the gold nanoparticles is smaller, by several order of magnitudes, than the heat flow through the water. That leads us to conclude that the heat flow through the system is limited by the gold-water interface, for the value of heat transfer coefficient $H$ used.

This conclusion is also reinforced by the fact that the calculated distance $L$, over which heat flows during the characteristic thermal relaxation time of a nanoparticle, is around 1000 times larger than the radius of the nanoparticle. This result shows us that the interface relaxation time, which can be interpreted as the time necessary for the particle to cool down is long enough so heat will diffuse in the water, exclusively by conduction, up to a distance of a thousand times the particle radius. This ratio is high enough that we can confirm that the heat conduction in the water does not limit the heat flow in the system.

These conclusions are also supported by the ratio of the rate of the heat flow due to conduction in the medium ($Q_{\text{cond}}$ from equation 6.3) and the heat transfer across the interface ($Q_i$ from equation 6.7) given by\(^1\)

\[
\frac{Q_{\text{cond}}}{Q_i} = \frac{k_m}{RH} .
\]  

(6.12)

If the result from equation 6.12 is larger than 1, the heat flow through the interface dominates; if not, the overall heat flow is limited by the heat conduction in the medium.

For the conditions considered, it is possible to determine which nanoparticle radius $R$ separates the two regimes of heat flow, that is

\(^1\)The inverse of this ratio, that is $\frac{RH}{k_m}$, is known as the Biot number. This number is mainly used in systems where the heat transfer due to convection is taken into account, as referred in [16] and [104].
\[ R \approx 0.0058 \ m = 5.8 \ mm \ . \]

As can be confirmed, this radius is much larger than the nanoparticle. This leads us to conclude that the heat flow will still be limited by the interface, even when much larger nanoparticles than those typically employed in experiments are used.

However, these conclusions are strongly dependent on the coefficient of heat transfer across the interface \( H \). For the above calculations, the value of \( H \) used is experimentally determined for macroscopic systems. Yet, evidence suggests (e.g., reference [56]) that values of \( H \) for nanoscale systems may be higher by several orders of magnitude. At the time this work was taking place, no reports concerning the value of \( H \) for nanoscale systems similar to ours were found, so this value was estimated through computational methods.

### 6.3 Bare gold-water heat transfer coefficient

The heat transfer coefficient \( H \), for nanoscale systems, is estimated by using non-equilibrium molecular dynamics (NEMD), already described in section 4.2, in several systems of two gold slabs separated by a water layer of varying thickness. The heat source and sink method is applied to the slab configuration, so that one of the gold slabs behaves as a heat source, while the other gold slab is a heat sink. This induces a temperature difference in the system, which will thermally equilibrate after some time. Once the steady state regime is reached, as described in section 4.3, the value of \( H \) can be estimated as explained in section 4.4.

In the next few pages the simulated systems and the environment conditions used are presented, together with the results obtained. The following discussion of the results will be linked to the analytical model described in the previous sections, and will motivate the work presented in the next chapters.

#### 6.3.1 Systems and conditions simulated

The simulated slab systems comprised two gold slabs separated by a water box of various thicknesses (see table 6.4). Each gold slab was created as a perfect FCC lattice, so that its 2160 atoms were distributed over six \((1 \ 1 \ 1)\) planes perpendicular to the \(z\) axis. The dimension of each gold slab was \(50 \times 52 \times 14 \ \text{Å}^3\). Each water box was also built as
a lattice of water molecules, where the intermolecular distances were set to mimic the water density of 1000 kg m\(^{-3}\). The initial area of each water box, perpendicular to the z axis, was of 47 × 47 Å\(^2\), while the z dimension was changed according to the thickness of water needed. The slab system was then assembled by including each component in the same simulation box, as shown in figure 6.1.

The assembled system was then relaxed for 200 ps under NVT conditions, coupled to a Berendsen thermostat, with a relaxation time of 0.1 ps, at 300 K. The slab conditions were simulated by increasing the z component of the simulation box by approximately 40 Å and by using periodic boundary conditions in three dimensions. A detailed description of the gold-gold, water-gold and water-water interatomic potentials and the cut off distances used is presented in section 4.1.1.

All systems were considered relaxed after 200 ps, as the volume, density of the water slabs and weighted mean temperatures\(^2\) for each gold slabs and water were constant. The average thickness \(\langle d_{Wa}\rangle_{rel}\) and density of water layer \(\langle \rho_{Wa}\rangle_{rel}\) were also determined, when each system was stable. The evolution of these parameters with time is shown, as an example, in figure 6.2.

At this stage, the systems were set into non-equilibrium conditions with the heat source and sink method, described in sections 4.2.2 and appendix A, for a period of \(t_{tot}\). This method used a 0.1 ps relaxation time and the values for the parameter \(p\) presented in table 6.4. Under this non-equilibrium regime, statistics were collected every 5 ps. Using a time interval of 50 ps to calculate the temperature rolling averages and applying the conditions stated in section 4.3, each system was considered to have reached steady state after a time \(t_{tillSS}\). Finally, for each system, the last \(\Delta t_{atSS}\) of statistics were used.

\(^2\)Statistics are collected for each slab/corona in the system, as explained in appendix A.3.2. The temperature in each slab/corona contributes to the average temperature of each component in the system with a weight that depends on the number of atoms present in each slab/corona.
Figure 6.2: (a) Volume, (b) water density for several slab thicknesses (from -12 until -9 Å, from -9 until -6 Å, from -3 Å and from -12 until -3 Å), (c) weighted mean temperature for the different components in the system and (d) water slab thickness evolution over time, when the system of two gold slabs separated by a water slab approximately 35 Å thick is equilibrated. Plots (b) and (d) also present the mean water density and water slab thickness, respectively. The system is considered to be relaxed when all of these parameters are stable.

to determine the average temperatures $\langle T_h \rangle$ and $\langle T_c \rangle$ of each of the gold slabs, as well as the thermal conductivity of the water $k_{W_a}$. The latter variable was calculated by applying Fourier’s law (equation 2.2) to the central water layer with $\approx 10$ Å thickness. The average temperature of this central water layer was around 300 K for every system. The values of each of these parameters for each of the systems tested are presented in table 6.4.
Table 6.4: Description of the systems simulated and of the specific conditions used to determine the value of the heat transfer coefficient for the bare gold-water interface.

<table>
<thead>
<tr>
<th>No. Wa molec.</th>
<th>Relaxation period $\langle d_{Wa} \rangle_{rel}$ [Å]</th>
<th>Source sink period $\langle p_{Wa} \rangle_{rel}$ [kg m$^{-3}$]</th>
<th>$p$ [ps]</th>
<th>$t_{tot}$ [ps]</th>
<th>$t_{tilSS}$ [ps]</th>
<th>$\Delta t_{atSS}$ [ps]</th>
<th>Heat Flux $\langle T_h \rangle$ [W m$^{-2}$]</th>
<th>$\langle T_c \rangle$ [K]</th>
<th>$k_{Wa}$ [W m$^{-1}$ K$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1125</td>
<td>$\approx 9$ ≈ 1129</td>
<td></td>
<td>0.4</td>
<td>770</td>
<td>102</td>
<td>320</td>
<td>$2.07 \times 10^{11}$</td>
<td>$\approx 520$</td>
<td>$\approx 72$</td>
</tr>
<tr>
<td>2250</td>
<td>$\approx 22$ ≈ 999</td>
<td></td>
<td>0.1</td>
<td>1300</td>
<td>92</td>
<td>900</td>
<td>$5.18 \times 10^{10}$</td>
<td>$\approx 365$</td>
<td>$\approx 234$</td>
</tr>
<tr>
<td>3375</td>
<td>$\approx 35$ ≈ 990</td>
<td></td>
<td>0.1</td>
<td>785</td>
<td>127</td>
<td>385</td>
<td>$5.18 \times 10^{10}$</td>
<td>$\approx 373$</td>
<td>$\approx 226$</td>
</tr>
<tr>
<td>4500</td>
<td>$\approx 48$ ≈ 989</td>
<td></td>
<td>0.1</td>
<td>600</td>
<td>172</td>
<td>200</td>
<td>$1.04 \times 10^{10}$</td>
<td>$\approx 458$</td>
<td>$\approx 122$</td>
</tr>
</tbody>
</table>
6.3.2 Results and discussion

The average temperature values, together with the heat flux, were used to determine the value of the thermal resistance of the system. This thermal resistance served as an intermediate step to determine the heat transfer coefficient for the bare gold-water interface and to estimate the thermal conductivity of water, as explained in section 4.4. The results obtained are displayed in figure 6.3 and table 6.5.

The errors associated with these results are not presented because it is not possible to obtain a realistic estimate. The uncertainties associated with these results need to take into account the random and statistical errors, as well as the limitation due to the method and systems used. These last two error sources, due to their nature, are very difficult to quantify, hence, are not estimated. Regarding the random errors, which are related with the temperature fluctuations in the system, the standard deviation of each averaged temperature was determined to be under 7%. The propagation of this uncertainty to the thermal resistance gives a deviation from the average value of around 9%. We can then estimate that the random errors affecting the thermal conductivity of the water and the heat transfer coefficient should be under 15%.

Table 6.5: Results obtained from the linear regression on the simulation results for the gold-water-gold slab systems.

<table>
<thead>
<tr>
<th>U(d) = a · d + b</th>
<th>U(d) = \frac{1}{k_{Wa}} · d + \frac{2}{H}</th>
</tr>
</thead>
<tbody>
<tr>
<td>a = 2.735</td>
<td>k_{Wa} = 0.37 W m^{-1} K^{-1}</td>
</tr>
<tr>
<td>b = 1.917 \times 10^{-8}</td>
<td>H = 1.0447 \times 10^8 W m^{-2} K^{-1}</td>
</tr>
</tbody>
</table>

As can be verified, the value of the thermal conductivity of water obtained with the fit is lower than the ones obtained for each individual system, presented in table 6.4. The reason for this variation could be associated to the section of the system used to obtain each of these values. For the values presented in table 6.4, the water slabs used were of bulk water only. On the other hand, the entire system was used to obtain the value of the thermal resistance used for the fit. As the systems simulated are small, we can expect that the interface effects can be considerable, therefore, lowering the value of the thermal conductivity of water obtained in table 6.5. These values of the thermal conductivity of water are approximately half of the experimental ones (e.g., 0.58 W m^{-1} K^{-1} at 298 K from reference [16]) and also lower than others obtained with computational
methods (0.7-0.87 W m\(^{-1}\) K\(^{-1}\) at 300-325 K). Initially, it was considered that this difference could be due to a too low average water density of the simulated systems, or to large oscillations in the local water density as a function of the distance from the gold surfaces. Although not shown here, the average water density is approximately 1000 kg m\(^{-3}\) and there is a variation of under 5% along the z direction, therefore the density variation cannot account for the low value of the thermal conductivity found. Secondly, the temperature effect on the thermal conductivity was considered. Although not shown here, the thermal conductivity of the water was determined for different water sections within the larger system, which translated into determining the thermal conductivity at different temperatures. The results showed some variation with temperature (under 10%), but these variations are too small to justify the difference in magnitude between our computational results and the experimental values of the thermal conductivity of water. Another possible explanation could be associated with the errors and limitations of the method used. As explained in the previous paragraph, it is not possible to present a realistic estimate of all these errors. What could be estimated was the magnitude due to random errors, which presented values too low to explain the small value of the thermal conductivity obtained in this work.

Regarding the calculated value of \(H\), 104.5 MW m\(^{-2}\) K\(^{-1}\), it was compared with reference values in the literature. Computational results by [61] have shown that, for planar systems of self-assembled monolayers (SAMs) with a broad range of surface chemistries (from hydrophobic to hydrophilic) embedded in water, the heat transfer coefficient at the water-SAM interface has values from 40 MW m\(^{-2}\) K\(^{-1}\), for hydrophobic...
surfaces, to 140 MW m$^{-2}$ K$^{-1}$, for the hydrophilic surfactants. Experimental results in [56] have shown that planar gold functionalised with 1-octadecanethiol (C$_{18}$) in order to make the surface hydrophobic, has a heat transfer coefficient of 50±5 MW m$^{-2}$ K$^{-1}$. The same group has also shown that planar gold functionalised with 11-mercapto-1-undecanol (C$_{11}$OH) becomes hydrophilic, with a value of 100±20 MW m$^{-2}$ K$^{-1}$ for the heat transfer coefficient. The bare gold-water heat transfer coefficient was also obtained experimentally by [105], although this reference was found after the work reported here was done. The value obtained by this group is 105±15 MW m$^{-2}$ K$^{-1}$. As can be seen, the value of $H$ obtained in our simulations is within the same order of magnitude of all the values presented here, and is even within the error bars of the experimental value of the gold-water heat transfer coefficient.

The value of $H$ estimated from our simulations, 104.5 MW m$^{-2}$ K$^{-1}$, is several orders of magnitude higher than the values reported in [15] ($H_{eng} = 100 - 300$ W m$^{-2}$ K$^{-1}$). A possible reason for this difference can be that, in [15], there is no specification of the material solid surface used to do the measurement. To determine the value $H_{eng}$ in [15], it seems the only important condition is determined by which liquid medium (water) is in contact with a solid surface (no compound specified). This lack of detail may signify that at the nanoscale level other elements are present at the surface of the solid (e.g., adsorbed elements) and these may change the properties of the solid surface, which may affect the value of the heat transfer coefficient determined experimentally. Furthermore, the method used to determine such values of heat transfer coefficients may involve more than one interface, as section 10.6 from reference [106] indicates. This implies that the value of $H_{ref}$ is in fact an overall heat transfer coefficient and not a precise value for the specific interface of bare gold and water.

Given that the value of $H$ obtained from our simulations is so different from the ones used in the calculations previously presented, it is important to evaluate how it will affect the heat flow between a particle and the surrounding water. With this new value of $H$, we recalculate the initial rate of heat flow $Q_i(t = 0)$, for the case of the heat flow dominated by the bare gold-water interface, with equation 6.7. The interface relaxation time $\tau$ and the distance $L$ were also recalculated by means of equations 6.8 and 6.9, respectively. The results are shown in table 6.6.

According to Inasawa et al.\cite{3}, heat dissipates from the particles to the surrounding solvent (water) in approximately 100 ps. Hu and Hartland\cite{49} show that the dissipation
Table 6.6: Analytical results for the extreme case of heat propagation dominated by the interface, with the new value of $H$, for the situation of the particle releasing heat to the surrounding medium.

<table>
<thead>
<tr>
<th>medium</th>
<th>$Q_i(t = 0)$</th>
<th>$\tau$</th>
<th>$L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>$2.62 \times 10^{-6}$ J s$^{-1}$</td>
<td>$1.593 \times 10^{-11}$ s</td>
<td>$4.52 \times 10^{-8}$ m</td>
</tr>
<tr>
<td></td>
<td>$16.4$ eV ps$^{-1}$</td>
<td>$15.93$ ps</td>
<td>$0.45$ nm</td>
</tr>
</tbody>
</table>

Time ranges from 10 ps for particles with 4 nm in diameter to 400 ps for 50 nm diameter particles. Both studies present results in line with the interface relaxation time $\tau$ obtained.

The new value of rate of heat flow $Q_i$ is of the same order of magnitude as the one obtained for the extreme case of the heat flow dominated by conduction in the medium ($Q_{\text{cond}} = 7.288 \times 10^{-6}$ J s$^{-1}$ = 45.5 eV ps$^{-1}$). This leads us to conclude that, for the studied case of gold nanoparticles embedded in water, the heat flow through the system may either be dominated by the medium conduction or by the water-gold interface.

To understand which of the two heat transfer mechanisms will dominate the overall heat flow in the system, equation 6.12 can be used. With the new value of $H$, the limit $\frac{Q_{\text{cond}}}{Q_i} = 1$, that is, when the rate of heat flow due to the conduction in the medium is equivalent to the rate of heat flow due to the water-gold interface, happens at a radius $R = 5.56 \times 10^{-9}$ m. Therefore, the heat transfer in particles smaller than 5 nm in radius should be dominated by the heat flow through the interface, while in bigger nanoparticles should be limited by the heat conduction in the water. Experimental studies$^{[49]}$ of embedded nanoparticles, ranging from 2 to 25 nm in radius, demonstrated that the heat dissipated by hot nanoparticles embedded in water had a dependence with the square of the radius. As most of the sizes tested were bigger than 5 nm in radius, our argument seems, in a first approximation, reasonable.

### 6.3.3 Summary

In this chapter, we use computational methods to determine the value of the heat transfer coefficient at the bare gold-water interface, $104.5$ MW m$^{-2}$ K$^{-1}$. This value is several orders of magnitude higher than the initial values found in engineering books ($H_{\text{eng}} = 100 - 300$ W m$^{-2}$ K$^{-1}$, in reference [15]), but in very good agreement with experimental values recently obtained ($105 \pm 15$ MW m$^{-2}$ K$^{-1}$, in reference [105]).

Moreover, we demonstrate a way to estimate which heat transfer mechanism limits
the overall heat transfer on a system of embedded spherical metal nanoparticles, by using equation 6.12. This equation relates the ratio between the heat flow due to the conduction in the medium and the heat flow due to the metal-medium interface to certain parameters of the system, such as the thermal conductivity of the medium, the radius of the nanoparticle and the heat transfer coefficient at the interface between the two materials. This agrees with previous conclusions based on calculations of the Biot number\[66].

When the value of the heat transfer coefficient for the bare gold-water interface was used in equation 6.12 and assuming a medium of water, it was estimated that, for these approximations:

- for particles with $R \leq 5$ nm, the heat flow in the system is determined by the water-gold interface,

- while for particles with $R > 5$ nm, the overall heat transfer is dominated by the heat conduction in the medium.

Finding a dependence of the dominant heat flow mechanism on nanosize particles is both surprising and encouraging, as it provides another variable that can be controlled for the targeted applications. It also provides new questions that are addressed in the next two chapters. In the next chapter, the effect of adding an organic-coating to the gold surface in the value of the heat transfer coefficient at the interface gold-water will be studied. The subsequent chapter treats the dependence of the dominant heat transfer mechanism with the size of the nanoparticle.
Chapter 7

Determination of heat transfer coefficient at the organic-coated gold-water interfaces

In the use of gold nanoparticles for biomedical applications, it is essential that the nanoparticles are passivated with an organic layer, that allows them to target the desired tissues and increase the circulation time in the organism. When the nanoparticles are used, either as heat sources or scatterers, the interface between the nanoparticle and the medium may be a limiting factor on the overall heat transfer in a system of embedded gold nanoparticles. In the previous chapter we demonstrated that, for the case of a bare nanoparticle in water, the heat transfer through the interface seems to dominate when the nanoparticle is smaller than 5 nm in radius. When the nanoparticles are coated with an organic layer, the heat diffused through the interface should be altered by this extra barrier.

In this chapter, we will study the effect of different organic coatings on the heat transfer coefficient at the gold-water interface. Firstly, the systems and conditions used or altered from the procedure employed in the previous chapter are presented. Next, the results obtained are linked to the analytical model presented in the previous chapter. These results are then compared with the value of the heat transfer coefficient obtained in the previous chapter and also with other values present in the literature.
7.1 Systems and conditions simulated

The simulated slab systems presented in this chapter were composed of two gold slabs separated by a water layer of several different thicknesses. Each gold slab was composed by 2160 gold atoms, distributed over six (1 1 1) atomic planes perpendicular to the z direction and with dimensions of $50 \times 52 \times 14 \, \text{Å}^3$. An assembly of 120 alkanethiols chains, which changed in length and functional groups for specific sets of simulations, was covalently bound to each of the gold surfaces. Each alkanethiol, as shown in figure 7.1, was composed of a sulphur head, followed by a tail of nine or fifteen united atom carbons (that is, each pair of hydrogen atoms was embedded in the corresponding carbon atom) and finished with the functional group. This functional group was either an all-atom carboxylic acid (-COOH) or methyl group (-CH$_3$). The alkanethiols, each spaced by 5 Å from its neighbours in an hexagonal arrangement, were tilted by $\approx 30^\circ$ with respect to the z axis and were positioned so that each sulphur atom sits in the middle of three gold atoms\cite{107}. Each water box was also built as a lattice of water molecules, where the intermolecular distances were set to mimic the water density of 1000 kg/m$^3$. The area of each water box, perpendicular to the z axis, was of $47 \times 47 \, \text{Å}^2$, while the z dimension changed, accordingly to the thickness of water needed. The slab system was then assembled, along the z direction, by including each component in the same simulation box, as shown in figure 7.1.

The slab conditions were obtained by increasing the z component of the simulation box by approximately 40 Å and by using periodic boundary conditions in three dimensions. The intra- and interatomic interactions between the different atomic species in the system were regulated by the potentials and cut off distances described in section 4.1.1.

Figure 7.1: Scheme of the system of organic-coated gold slabs separated by a water box and limited by the simulation box in dark grey. On the left, a close up to one of the alkanethiols chain with a carboxylic functional group is also presented.
The relaxation process was done under NVT conditions, with the slab system coupled to a Berendsen thermostat, with a relaxation time of 0.1 ps, at 300 K, with statistics collected for slab segments approximately 2 Å thick and perpendicular to the z direction.

The adaptation and relaxation of the organic components to the inorganic part was performed with a step-wise relaxation method. Initially, each assembled system was relaxed, for 10 ps, with the sulphur atoms and the water molecules frozen, that is, with constant positions and null velocities. This allowed the relaxation of the alkane chains and functional groups, as well as of the gold slabs. During the following 10 ps, the sulphurs were free to move and adsorb to the gold slab, while the water molecules were still frozen. Finally, every atom in the system was free, allowing the interaction of the alkanethiols with the water. At this stage, consecutives runs of 10 ps were done, until the system’s volume, density of the water slabs and weighted mean temperatures for each of the gold slabs, organics (named “Ths” in the following graphs) and water were constant. After a total time \( t_{\text{rel}} \), each system was considered to be relaxed.

The average thickness \( \langle d_{W_a}\rangle_{\text{rel}} \), and density \( \langle \rho_{W_a}\rangle_{\text{rel}} \) of the water layer were also determined, when each system was stable. The evolution of these parameters with time is shown, as an example, in figure 7.2. The details specific to each system and to their relaxation process are given in table 7.1.

When each system was considered relaxed, non-equilibrium conditions were set for a period of \( t_{\text{tot}} \). These conditions used the heat source and sink method, described in sections 4.2.2 and appendix A, with a relaxation time of 0.1 ps, that imposed a heat flux of \( 7.76 \times 10^9 \) W m\(^{-2} \). Statistics were collected every 1 ps, for slab segments approximately 2 Å thick and perpendicular to the z direction. Each system was considered to be at steady state after a time \( t_{\text{tillSS}} \), by applying the conditions described in section 4.3 to evaluate the temperature rolling averages of the gold slabs calculated with a 20 ps interval. The last 100 ps of simulation time were used to evaluate the statistics of the system at steady state. These statistics allowed the calculation of the average temperatures and average positions of the slab segments. These averaged values were then used to obtain the z positions of the fourth \( \langle z_c\rangle \) and fourth to last \( \langle z_h\rangle \) gold slab segments and corresponding temperatures \( \langle T_c\rangle \) and \( \langle T_h\rangle \), needed to determine the value of the heat transfer coefficient, according to the method described in section 4.4. Moreover, the averaged temperature profile of the central water slabs was used to determine the thermal conductivity of the water \( k_{W_a} \). The latter observable was calculated by applying Fourier’s law (equation 2.2) to the central water layer with \( \approx 10 \) Å thickness. The
Figure 7.2: (a) System’s volume (per time step and at the end of each run), (b) water density, at the end of each run, for several layers (between -10 and -6 Å, -6 and -2 Å and -2 and 2 Å) and for the whole water, (c) weighted mean temperature for the several layers in the system and (d) water slab thickness evolution (per time step and at the end of each run) over time, when the system of two gold slabs, coated with mercaptohexadecanoic acids (S-(CH₂)₁₅-COOH), are separated by a water slab approximately 45 Å thick. Images (b) and (d) also present the mean water density and water slab thickness, respectively, for the last 20 ps of simulation. The system is considered to be relaxed when all of these parameters are stable.

The average temperature of this central water layer was around 300 K for every system. The values of each of these variables are presented in table 7.1, for all the systems analysed.
Table 7.1: Description of the systems simulated and of the specific conditions used to determined the value of the heat transfer coefficient for the organic-coated gold-water interfaces. During the heat source and sink method, the heat flux imposed was of $7.7643 \times 10^9$ W m$^{-2}$ for every simulation. Once steady state conditions were reached, the last 100 ps of simulation were used to collect the statistics that give rise to values of $\langle z_c \rangle$, $\langle T_c \rangle$, $\langle z_h \rangle$, $\langle T_h \rangle$ and $k_{Wa}$.

<table>
<thead>
<tr>
<th>Alkanethiols</th>
<th>No. Wa molec.</th>
<th>Relaxation per.</th>
<th>Source sink</th>
<th>$k_{Wa}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\langle d_{Wa}\rangle_{rel}$</td>
<td>$\langle p_{Wa}\rangle_{rel}$</td>
<td>$t_{rel}$</td>
</tr>
<tr>
<td>S-(CH$_2$)$_9$-COOH</td>
<td>2560</td>
<td>$\approx 30$</td>
<td>$\approx 987$</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>3840</td>
<td>$\approx 45$</td>
<td>$\approx 993$</td>
<td>110</td>
</tr>
<tr>
<td>mercaptodecanoic acid</td>
<td>5120</td>
<td>$\approx 58$</td>
<td>$\approx 986$</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>7680</td>
<td>$\approx 90$</td>
<td>$\approx 989$</td>
<td>120</td>
</tr>
<tr>
<td>S-(CH$<em>2$)$</em>{15}$-COOH</td>
<td>2560</td>
<td>$\approx 30$</td>
<td>$\approx 1000$</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>3840</td>
<td>$\approx 45$</td>
<td>$\approx 992$</td>
<td>120</td>
</tr>
<tr>
<td>mercaptohexadecanoic acid</td>
<td>3375</td>
<td>$\approx 60$</td>
<td>$\approx 973$</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>7680</td>
<td>$\approx 90$</td>
<td>$\approx 988$</td>
<td>130</td>
</tr>
<tr>
<td>S-(CH$_2$)$_9$-CH$_3$</td>
<td>2560</td>
<td>$\approx 32$</td>
<td>$\approx 994$</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>3840</td>
<td>$\approx 47$</td>
<td>$\approx 981$</td>
<td>110</td>
</tr>
<tr>
<td>mercaptodecane</td>
<td>5120</td>
<td>$\approx 59$</td>
<td>$\approx 989$</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>7680</td>
<td>$\approx 92$</td>
<td>$\approx 982$</td>
<td>130</td>
</tr>
</tbody>
</table>
7.2 Results and discussion

The average temperature and position values, together with the value of the heat flux were used to estimate a value for the thermal conductivity of water and to calculate the heat transfer coefficient for the interfaces between several organic-coated gold slabs and water, as explained in section 4.4. The results obtained are displayed in table 7.2 and figure 7.3. These heat transfer coefficients, as already pointed out in reference [56], include three or four linked processes:

1. Heat flow from the gold to the sulphur head group.
2. Flow of heat through the alkane chain.
3. Vibrational energy flow from the functional group to the contacting water.
4. And it may also include the flow of heat from the contacting water to the bulk water phase.

Table 7.2: Results obtained from the linear regression on the simulation results for systems of two organic-coated gold slabs separated by a water layer.

<table>
<thead>
<tr>
<th>Alkanethiol</th>
<th>$U(d) = a \cdot d + b$</th>
<th>$U(d) = \frac{1}{k_{W_a}} \cdot d + \frac{2}{H}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a [m K W$^{-1}$]</td>
<td>b [m$^2$ K W$^{-1}$]</td>
</tr>
<tr>
<td>S-(CH$_2$)$_9$-COOH</td>
<td>2.5828</td>
<td>2.5711 $\times 10^{-8}$</td>
</tr>
<tr>
<td>S-(CH$<em>2$)$</em>{15}$-COOH</td>
<td>2.6373</td>
<td>2.5794 $\times 10^{-8}$</td>
</tr>
<tr>
<td>S-(CH$_2$)$_9$-CH$_3$</td>
<td>2.9901</td>
<td>4.8908 $\times 10^{-8}$</td>
</tr>
</tbody>
</table>

When an organic coating exists between the gold and the water, the value of the heat transfer coefficient reduces from 104.5 MW m$^{-2}$ K$^{-1}$, for the case of bare gold-water interface, to approximately 78 MW m$^{-2}$ K$^{-1}$, for the case of hydrophilic alkanethiols or to 41 MW m$^{-2}$ K$^{-1}$ for the alkanethiols with the hydrophobic functional group. This reduction on the heat transfer coefficient with the decrease of hydrophilicity of the functional group is in good agreement with other studies$^{[51, 55, 56, 61]}$. Experimental results in $^{[56]}$, where planar gold surfaces coated with hydrophobic and hydrophilic alkane chains are used, show values of 50 $\pm$ 5 MW m$^{-2}$ K$^{-1}$ for the hydrophobic surface coated with 1-octadecanethiol (C$_{18}$) and 100 $\pm$ 20 MW m$^{-2}$ K$^{-1}$ for the hydrophilic...
Figure 7.3: Thermal resistance vs water thickness obtained with the simulations of several systems of two organic-coated gold slabs separated by a water slab. Each trend line and equation shown result from a linear regression fit to the points.

Case where the gold is functionalised with 11-mercapto-1-undecanol (C\textsubscript{11}OH). Another experimental study, present in [51], also samples the heat transfer coefficient of different chemical bonding species. Systems of Au/\text{CH}_3-C\textsubscript{11}-\text{Si/Qz} present a heat transfer coef-
icient of 36 MW m$^{-1}$ K$^{-2}$, while an amine- and bromine-terminated surface (Au/NH$_2$-C$_{11}$-Si/Qz and Au/Br-C$_{11}$-Si/Qz) give values of 39 and 47 MW m$^{-1}$ K$^{-2}$, respectively. The surface with the strongest bond, present in the system Au/SH-C$_{11}$-Si/Qz, obtained a rate of heat transfer through the interface of 68 MW m$^{-1}$ K$^{-2}$ Computational work from [61], where the heat transfer coefficients for several SAMs-water planar interfaces were calculated, also verified it to vary from 40 to 140 MW m$^{-2}$ K$^{-1}$ as the hydrophilicity increases. One of the SAMs was an undecanethiol (S(CH$_2$)$_{10}$CH$_3$), which had a heat transfer coefficient of 50 MW m$^{-2}$ K$^{-1}$. This value agrees well with the experimental value (50 ± 5 MW m$^{-2}$ K$^{-1}$) and is remarkably close to the one determined in this work (41 MW m$^{-2}$ K$^{-1}$). The differences between the two values determined by computational methods could be related to the absence of a gold layer and the different force fields used in reference [61]. Nevertheless, quantitatively, the values obtained in this work show a very good agreement with the experimental and computational work cited.

When the length of the alkane chain increased by seven carbons, the value of the heat transfer coefficient did not vary considerably. This nonvariation is also in agreement with other studies. Experimental work[55] with embedded gold nanorods coated with PEGs and alkanethiolates acids of different lengths report that the value of the heat transfer coefficient did not change significantly with the length of the coating. For instance, nanorods coated with mercaptoundecanoic acid (CH$_3$(CH$_2$)$_9$COOH) led to a value of 175 ± 75 MW m$^{-2}$ K$^{-1}$, while when the alkane chain increased to a mercaptohexadecanoic acid (CH$_3$(CH$_2$)$_{14}$COOH) the value reduced to 163 ± 35 MW m$^{-2}$ K$^{-1}$. Another group[50] also determined experimentally the value of the heat transfer coefficient of alkanethiolated chains of several lengths coated in a thin film of gold. They measured a value of 220 MW m$^{-2}$ K$^{-1}$, which was alkane length independent. This non-variation of the heat transfer coefficient with the alkane length should be due to the very fast energy transport along the alkane chain, which was measured to be 0.95 km s$^{-1}$.

Using our values of the heat transfer coefficient for the organic-coated gold-water interfaces in equation 6.12, we can estimate the particle size at which there is a transition between the two heat transfer mechanisms. Therefore, the transition of the heat flow dominated by the interface to the heat propagation limited by the conduction in the medium happens for the nanoparticle radius of 7.5 nm for the hydrophobic organic coating and 14.2 nm for the gold coated with hydrophilic alkanethiols.

As already discussed in section 6.3.2, the value of the thermal conductivity of water is smaller than experimental and computational results. Nevertheless, it is in good
agreement with the values obtained from the individual slab systems, stated in table 7.1.

Finally, the variables determined here do not present an error associated, due to reasons already explained in section 6.3.2.

### 7.3 Summary

In this chapter, we extend the work done in the previous chapter by introducing an organic coating between the gold and the water. We then use computational methods to determine the value of the heat transfer coefficient at different types of interfaces.

The introduction of an organic layer reduces the value of the heat transfer coefficient (104.5 MW m\(^{-2}\) K\(^{-1}\), for the bare gold-water interface) by \(\approx 25\%\) for the case of hydrophilic head group (78 MW m\(^{-2}\) K\(^{-1}\)), and by \(\approx 60\%\) for the case of the hydrophobic head group (41 MW m\(^{-2}\) K\(^{-1}\)). Consequently, the transition between the heat transfer dominated by the interface to the heat flow limited by the conduction in the medium happens for nanoparticle radii of 7 and 14 nm, respectively. As discussed, this reduction is in good agreement with other experimental and computational work. Furthermore, the increase of the chain length of the organic coating does not change significantly the value of the heat transfer coefficient.
Chapter 8

Studies on heat release in a spherical geometry

One of the main goals of this thesis is to study the thermal variations when hot gold nanoparticles are embedded in a colder medium (water or an organic liquid, for instance). The previous chapters studied systems in a slab configuration and focused on the effect of the interface between the gold and the water on the dominant heat transfer mechanism. It was shown in chapter 6 that the size of the nanoparticle can influence the overall dominant heat flow. More specifically, for the case of bare gold and water, nanoparticles with radius smaller than 5 nm should have a heat flow limited by the interface gold-water, while for bigger nanoparticles the overall heat transfer should be dominated by the conduction in water. This heat flow transition is investigated now by computational methods, using systems of spherical gold nanoparticles embedded in water. In particular, simulations with gold nanoparticles of several sizes embedded in water are performed. In the second part of this chapter, the effect of the temperature of the nanoparticle in the overall heat flow is investigated. For this study one spherical nanoparticle is used, and its temperature is varied. In both studies, non-equilibrium molecular dynamics simulations are performed.

This chapter will start with the systems and conditions used to study the effect of the nanoparticle size on the heat propagation. For the analysis of the data, the analytical solution of the water temperature profile in such spherical systems, as described in section 6.2.1, is used. The temperature profiles, temperature differences at the interface and within the water are discussed. In the second part of this chapter, the simulation conditions used to study the effect of the gold nanoparticle temperature on the overall
heat transfer are presented. The main results and comments on the temperature profiles at the gold-water interface and within the water are also explained.

8.1 Dependence of heat flow with nanoparticle size

As previously concluded in section 6.3.2, the calculated value of the heat transfer coefficient for the bare gold-water interface led to interesting predictions. When the radius of the nanoparticle is greater than 5 nm, a transition between the heat flow dominated by the bare gold-water interface, to the heat transfer limited by the conduction in the medium is expected.

This transition is tested here by employing non-equilibrium methods, already described in section 4.2, in several systems of gold nanoparticles embedded in water. The main difference between the several systems is the nanoparticle’s size. The radius $R_{NP}$ of the nanoparticle ranges from approximately 1 to around 7 nm. To minimise the number of degrees of freedom in the systems tested, the temperature difference imposed in each system is constant and is controlled by the two thermostats method. Each system is simulated until a steady state regime is reached, identified by respecting the conditions described in section 4.3. At this stage, the temperature profiles can be analysed and the value of the heat transfer coefficient $H$ associated with each nanoparticle is estimated.

In the next few sections, the systems under study and the simulations conditions used are explained, as well as the results obtained. The discussion of results is linked to the conclusions previously drawn in section 6.3.2 and also gives new insights on the possible dependence on the value of the heat transfer coefficient.

8.1.1 Systems and conditions simulated

All the simulated systems used gold nanoparticles, approaching a spherical geometry, embedded in water boxes. Most of the nanoparticles resulted from the annealing process presented in chapter 5. The only exception was for one of the smallest nanoparticles, where a perfect gold octahedron was constructed. The water box was initialised as a water cube, with side $L$ approximately 10 nm. In this cube, 823875 water molecules were arranged in a simple cubic lattice, so as to reproduce the bulk water density of 1 kg m$^{-3}$. This water box was then relaxed for 1 ps, under NVT conditions, where the temperature of the system was controlled to 300 K by a Nosé-Hoover thermostat with a
relaxation time of 0.1 ps. The water force field used was described in section 4.1.1. Due
to the high number of water molecules, this method was not computationally efficient.
Therefore, the resulting configuration of this water box was cut to build smaller water
boxes needed for the several simulated systems. Each of the smaller water boxes was
large enough to allow, once the system was assembled and relaxed, a distance between
the nanoparticle surface and the thermostated water of approximately 30 Å (refer to
section 4.3 to the scheme of the system’s configuration). The only exception was for
the case of the nanoparticle with a diameter approximately 4 nm. As this system was
used to test the implementation of the two thermostats method for spherical systems,
a cubic lattice water box was used from the beginning of the relaxation period.

Each system with an embedded nanoparticle, periodic in the three dimensions, was
then relaxed under NPT conditions, coupled to a Nosé-Hoover thermostat and barostat,
with fluctuation times of 0.1 and 1 ps respectively, at 310 K and 1 atm. The gold-gold,
water-gold and water-water interatomic potentials and the cut off distances used were
described in section 4.1.1.

All systems were considered to be relaxed once the system’s volume, density of the
water coronae and weighted mean temperatures for each component in the system were
stable. As an example, the evolution of these variables with time is shown, for one of
the spherical systems, in figure 8.1. The average density of the water layer \( \langle \rho_{Wa} \rangle \) was
also determined when each system was stable. The details specific to each system and
to their relaxation process are given in table 8.1.

After each system was relaxed, the non-equilibrium conditions were imposed, with
statistics being collected every 0.5-1 ps, for coronae with 2 Å thickness. For each
system, the two thermostats method, described in section 4.2.1 and appendix A, was
applied for a time \( t_{tot} \), where the nanoparticle temperature was set to 600 K, while
the thermostated water was set to 310 K, with a 0.1 ps fluctuation time for both
thermostats. Under these non-equilibrium conditions, the temperature rolling averages
of the non-thermostated water were calculated with a time interval of 20 ps. Critically
examining this temperature profile according to the conditions present in section 4.3,
each system was considered to be under a steady state regime after a time \( t_{tillSS} \). Beyond
this time mark, the last \( \Delta t_{atSS} \) picoseconds of statistics were processed to determine the
average temperatures and coronae radii for the simulated system. With these averaged
values, the method described in section 4.5 was used to obtain the maximum radius \( r_h \),
and corresponding temperature \( T_h \), where only gold atoms are present and the smaller
corona radius \( r_c \) where the thermostated water, at temperature \( T_c \), starts. The heat
Figure 8.1: (a) System’s volume, (b) water density for several water coronae (with radius from 10 to 15 Å, 15 to 20 Å, 20 to 25 Å and from 10 to 25 Å) and (c) weighted mean temperature evolution for each component over time, for a system of a gold nanoparticle of approximately 4 nm in diameter embedded in a water box of side approximately 11.6 nm. The system is considered to be relaxed when all these parameters are stable.

Flow $Q$ was determined from the fit of equation 4.44 to the temperature profile of the non-thermostated water and using the experimental value of the thermal conductivity of water presented in appendix B. Finally, using the values of these five parameters, the value of the heat transfer coefficient $H$ was also obtained, as explained in section 4.5. In table 8.1, the values of each of these variables are presented, for each of the systems analysed.
Table 8.1: Description of the spherical systems simulated and of the specific conditions used to determine the transition of the dominant heat transfer mechanism with the nanoparticle size.

<table>
<thead>
<tr>
<th>$R_{NP}$</th>
<th>No. Au atoms</th>
<th>No. Wa molec.</th>
<th>Relax. period</th>
<th>Two Therm. period</th>
<th>Heat flow</th>
<th>$\langle r_h \rangle$</th>
<th>$\langle T_h \rangle$</th>
<th>$\langle r_c \rangle$</th>
<th>$\langle T_c \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[nm]</td>
<td></td>
<td></td>
<td>$t_{rel}$</td>
<td>$L$</td>
<td>$t_{tot}$</td>
<td>$t_{tillSS}$</td>
<td>$\Delta t_{atSS}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[ps]</td>
<td>[Å]</td>
<td>[ps]</td>
<td>[ps]</td>
<td>[ps]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≈ 1</td>
<td>231 (oct.)</td>
<td>26928</td>
<td>24</td>
<td>93.34</td>
<td>150</td>
<td>33</td>
<td>100</td>
<td>4.15 x 10^{-7}</td>
<td>5</td>
</tr>
<tr>
<td>≈ 1</td>
<td>256</td>
<td>26980</td>
<td>16</td>
<td>93.37</td>
<td>150</td>
<td>39</td>
<td>110</td>
<td>4.77 x 10^{-7}</td>
<td>5</td>
</tr>
<tr>
<td>≈ 1.3</td>
<td>500</td>
<td>31856</td>
<td>44</td>
<td>98.85</td>
<td>150</td>
<td>29</td>
<td>100</td>
<td>7.51 x 10^{-7}</td>
<td>7</td>
</tr>
<tr>
<td>≈ 2</td>
<td>2048</td>
<td>52099</td>
<td>24</td>
<td>116.64</td>
<td>215</td>
<td>60</td>
<td>100</td>
<td>1.58 x 10^{-6}</td>
<td>11</td>
</tr>
<tr>
<td>≈ 3.5</td>
<td>10976</td>
<td>80882</td>
<td>40</td>
<td>137.78</td>
<td>250</td>
<td>99</td>
<td>100</td>
<td>4.14 x 10^{-6}</td>
<td>27</td>
</tr>
<tr>
<td>≈ 5</td>
<td>32000</td>
<td>157757</td>
<td>21</td>
<td>174.19</td>
<td>240</td>
<td>123</td>
<td>100</td>
<td>6.83 x 10^{-6}</td>
<td>43</td>
</tr>
<tr>
<td>≈ 7</td>
<td>84895</td>
<td>217472</td>
<td>40</td>
<td>199.81</td>
<td>280</td>
<td>139</td>
<td>100</td>
<td>1.27 x 10^{-5}</td>
<td>65</td>
</tr>
</tbody>
</table>
8.1.2 Results and discussion

One of the aims of this study is to investigate if the dominant heat transfer mechanism changes as the size of the nanoparticle increases. Therefore, the temperature difference at the gold-water interface $\Delta T_i$ is compared to the temperature drop due to the conduction in the non-thermostated water $\Delta T_{Wa}$. As can be verified in figure 8.2 and table 8.2, the temperature drop at the interface decreases, while the temperature difference in the non-thermostated water increases, as the size of the nanoparticle increases. In particular, when the nanoparticle increases from a radius of approximately 1 to 7 nm, the temperature drop at the interface decreases by 100 K, while in the non-thermostated water is increased only by 30 K. Therefore, for the nanoparticle sizes of 1-3 nm in radius, it is clear that the interface is the limiting factor on the overall heat transfer, as the temperature change at the interface is 3 to 7 times bigger than the temperature drop in the water. As the nanoparticle reaches a radius of 5 nm, the interface becomes less dominant and when the radius is 7 nm, the differences in temperature at the interface and at the non-thermostated water are of comparable magnitudes, as shown by ratio $\frac{\Delta T_i}{\Delta T_{Wa}}$ in table 8.2.

Table 8.2: Temperature difference at the interface $\Delta T_i$, the temperature drop in the medium of non-thermostated water $\Delta T_{Wa}$ and the ratio of these two quantities, for each of the nanoparticle sizes simulated.

<table>
<thead>
<tr>
<th>$R_{NP}$ [nm]</th>
<th>$\Delta T_i$ [K]</th>
<th>$\Delta T_{Wa}$ [K]</th>
<th>$\frac{\Delta T_i}{\Delta T_{Wa}}$</th>
<th>$H$ [MW m$^{-2}$ K$^{-1}$]</th>
<th>$\tau$ [ps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\approx$ 1 (octa.)</td>
<td>$\approx$ 195</td>
<td>$\approx$ 30</td>
<td>6.5</td>
<td>$\approx$ 733</td>
<td>1.34</td>
</tr>
<tr>
<td>$\approx$ 1</td>
<td>$\approx$ 205</td>
<td>$\approx$ 30</td>
<td>6.8</td>
<td>$\approx$ 891</td>
<td>1.06</td>
</tr>
<tr>
<td>$\approx$ 1.3</td>
<td>$\approx$ 180</td>
<td>$\approx$ 35</td>
<td>5.1</td>
<td>$\approx$ 753</td>
<td>1.60</td>
</tr>
<tr>
<td>$\approx$ 2</td>
<td>$\approx$ 145</td>
<td>$\approx$ 45</td>
<td>3.2</td>
<td>$\approx$ 665</td>
<td>2.85</td>
</tr>
<tr>
<td>$\approx$ 3.5</td>
<td>$\approx$ 130</td>
<td>$\approx$ 50</td>
<td>2.6</td>
<td>$\approx$ 320</td>
<td>9.98</td>
</tr>
<tr>
<td>$\approx$ 5</td>
<td>$\approx$ 100</td>
<td>$\approx$ 50</td>
<td>2.0</td>
<td>$\approx$ 235</td>
<td>19.45</td>
</tr>
<tr>
<td>$\approx$ 7</td>
<td>$\approx$ 90</td>
<td>$\approx$ 60</td>
<td>1.5</td>
<td>$\approx$ 247</td>
<td>24.64</td>
</tr>
</tbody>
</table>
Figure 8.2: (a) Temperature drop at the gold-water interface and (b) temperature profile at the non-thermostated water for hot nanoparticles of different sizes embedded in cold water. The distance $r - R_{NP}$ represents the corona radius shifted by the radius of the nanoparticle. Note that because of the surface roughness, the coronae between positions $-8$ and $0$ Å contain both gold and water.
Figure 8.3: (a) Heat transfer coefficient for different sizes of the gold nanoparticles. The triangles refer to the nanoparticles computationally created, while the square refers to a perfect octahedron gold nanoparticle. The blue line is the heat transfer coefficient value obtained with the slab configuration in section 6.3.2. (b) Heat transfer coefficient is plotted versus the inverse nanoparticle radius, so to extrapolate the value of the heat transfer coefficient for a flat surface.

The value of the heat transfer coefficient at the gold-water interface was calculated for the different sizes of gold nanoparticles. The values, presented in table 8.2 and plotted in figure 8.3, show a dependence of the heat transfer coefficient with the nanoparticle size, in agreement with other computational studies consisting of hydrated small hydrocarbon droplets\^[66] and ZnO particles embedded in tetradecane\^[66].

For nanoparticles with radii smaller than 5 nm, the value of the heat transfer coefficient increases from 5 to 9 times with respect to the value obtained with the slab configuration, as the nanoparticle size decreases. Our results are consistent with available experimental data. Experimental observations\^[49] done on nanoparticles of several averaged sizes (4, 15, 26, 40 and 50 nm in diameter) suspended in aqueous solution and examined by pump-probe spectroscopy measured a variation of the relaxation time from almost 400 ps, for the 50 nm diameter particle, to 10 ps, for the particles with 4 nm in diameter. These experimental results corroborate our computational ones, as an increase on the heat transferred through the interface as the nanoparticle size decreases, led to a smaller interfacial relaxation time $\tau$, shown in table 8.2. These values of $\tau$ were obtained by using each nanoparticle radius and corresponding heat transfer coefficient in equation 6.8. The results from experiment also suggest that, for the smallest nanoparticle, the relaxation time associated with the heat dissipated from the gold to the water is comparable to the time scale for the electron-phonon coupling (a few picoseconds), which is also in line with our results.

Due to the irregular surface structure of these nanoparticles, shown in section 5.3,
it is difficult to determine if this increase on the value of the heat transfer coefficient is caused by the decreasing size of the nanoparticle or by changes in the surface roughness. For this reason, a system containing an embedded perfect gold octahedron with approximately 1 nm radius was assembled. This perfect nanoparticle, with a surface that presented only (1 1 1) planes, was created with the “cluster coordinates generator” \[108\]. The value of the heat transfer coefficient for this perfect particle was found to be smaller than the one for the annealed nanoparticle with similar radius. One of the possible explanations to this reduction could be due to a smaller surface contact area between the gold and the water for the octahedron particle. Results obtained with the “solvent accessible surface area” tool from VMD do not support this hypothesis, as the annealed particle measured a contact area (2224 Å²) similar to the octahedron particle (2228 Å²). The second interpretation of this result, could be due to the difference in the heat propagation through the edges and the surface planes present in the nanoparticle. As the number of edges is smaller and the area of each surface plane is larger in this perfect particle than in the annealed particle (that is, the roughness decreases), this lead us to conclude that heat propagates slower through the surface than through the edges. This conclusion does not seem to agree with the work done by Little\[109\], where he analytically demonstrated that an increase in the microscopic roughness (that is, when the surface roughness is comparable to the phonon wavelength) reduced the heat flow across an interface. The conflict between the results by Little and our own is only apparent, though. Little’s conclusion does not apply to our systems, as in our case the surface roughness of the nanoparticles is smaller than the phonon wavelength. Nevertheless, although only two different surfaces were tested for this nanoparticle size, the value of the heat transfer coefficient is still at least seven times bigger than for a flat surface. Hence, in spite of the fact that the surface configuration seems to affect the value of the heat transfer coefficient, the size of the nanoparticle is a main factor on the change of the heat transfer coefficient.

When the nanoparticle radius is bigger than 5 nm, the heat transfer coefficient calculated in this work approaches the one determined for a flat surface in section 6.3.2. For the two nanoparticles simulated, the value of the heat transfer coefficient is twice the value for the flat surface.

As is verified in figure 8.3, the heat transfer coefficient varies considerably with the nanoparticle size. Extrapolating this variable to an infinite radius equivalent to a slab system, the heat transfer coefficient has the value of 118 MW m⁻² K⁻¹ (figure 8.3(b)), which agrees with the computational value obtained in section 6.3.2.
of 104.5 MW m$^{-2}$ K$^{-1}$ and the experimental value from reference [105] of 105 ± 15 MW m$^{-2}$ K$^{-1}$. As the size of the nanoparticle decreases, the heat transfer coefficient increases from 250 MW m$^{-2}$ K$^{-1}$, for the particle with 7 nm radius, to 890 MW m$^{-2}$ K$^{-1}$ for the smaller nanoparticle with 1 nm in radius. Although of the same order of magnitude, our values for the smaller nanoparticles are bigger than the experimental results obtained with citrate stabilised Pt particles$^{[53]}$ of 10 nm diameter (130 MW m$^{-2}$ K$^{-1}$) and AuPd nanoparticles of 4 nm in diameter and coated with different organic components$^{[54]}$ (145±55 MW m$^{-2}$ K$^{-1}$ and 250±90 MW m$^{-2}$ K$^{-1}$). This difference could be due to the fact that the experimental nanoparticles have an organic coating, which should decrease the heat transferred through the interface. For bigger particles, as is the case of organic-coated Au-core/AuPd-shell nanoparticles with a diameter of 20 nm$^{[54]}$, the experimental value of 230±50 MW m$^{-2}$ K$^{-1}$ is similar to our computational value of 235-250 MW m$^{-2}$ K$^{-1}$ obtained for the bigger nanoparticles. Furthermore, these experimental results lead the authors to conclude that the heat transfer coefficient is insensitive to the nanoparticle coating and diameter. In contrast, this variation of the heat transfer coefficient with the particle size has been pointed out by Lervik et al.$^{[66]}$ and Hu et al.$^{[64]}$. For the first case, the dependence of the heat transfer coefficient with nanoparticle size was studied, by NEMD simulations, in systems of alkane nanodroplets of diameters between 2 and 12 nm embedded in water. Their results showed a strong reduction of the heat transfer coefficient from 250 to 90 MW m$^{-2}$ K$^{-1}$ as the size of the nanodroplet increases$^{[66]}$. As for Hu et al., ZnO particles, with radii between 10 and 30 Å were embedded in tetradecane and heated up with a extremely high heat flux, also under non-equilibrium conditions. Their calculated heat transfer coefficients$^{[64]}$ decreased from 35-40 MW m$^{-2}$ K$^{-1}$ for the smaller particles to 6-12 MW m$^{-2}$ K$^{-1}$ for the bigger nanoparticles. Regarding the dependence of the heat transfer coefficient with the size of the nanoparticle, and as already explained in these two references, this can be due to a surface tension effect. The surface tension and solid free energy increases with the radius of the nanoparticle, which leads to a stiffer interface and, therefore, a lower heat transfer. Another explanation to this increase on the heat transfer coefficient as the nanoparticle size decreases could be the variation of the water density surrounding the nanoparticle. As shown in figure 8.4, the density of water molecules around the nanoparticle increases as its size decreases, an effect also observed by others$^{[75]}$. This could be due to the lower coordination number of the gold atoms close to the surface, which allow a bigger interaction area between the gold atoms and the water. We propose that the increase in the number of water molecules per unit area of the
Figure 8.4: Averaged mass density profile, at steady state, for the non-thermostated water embedding the hot nanoparticles of different radii. The distance \( r - R_{NP} \) represents the corona radius shifted by the radius of the nanoparticle. In the inset, the mass density for the second corona of non-thermostated water (radius of 75 Å), highlighted in the main graph by the rectangle, is plotted versus the inverse of the nanoparticle radius. The orange triangles refer to the nanoparticles computationally created, while the blue square refers to a perfect octahedron gold nanoparticle.

gold surface increases the interaction between the water and the gold and is responsible for the increase in the heat transfer coefficients as the nanoparticle radius decreases.

As pointed out, the experimental results do not seem to verify the dependence of the heat transfer coefficient with the nanoparticle size, a dependence which was found in this work and other computational studies. The reason could be because the organic coating used in the experimental tests was not the same for every nanoparticle, besides the fact that the smaller and bigger nanoparticles differed in composition. Also, the challenges involved on the experimental procedures are still too great to allow results with small uncertainty and comparable conclusions.

In the next section, the influence of the nanoparticle temperature on the heat transfer coefficient will be investigated.
8.2 Dependence of heat flow with the temperature of the nanoparticle

As the results obtained in the previous section confirmed, there is a dependence of the heat transfer coefficient at the interface with the size of the nanoparticle. This raises questions to a possible dependence of the heat transfer coefficient with other parameters, such as the temperature difference imposed at the interface. Besides this information, the study of the temperature profile of systems of hydrated gold nanoparticles set to different temperatures also provides indications on the effects of the use of different laser fluences in media impregnated with radiation absorbers.

In this section, the system of a spherical gold nanoparticle with a diameter of approximately 4 nm is used to explore the relation between the heat transfer coefficient and the nanoparticle temperature. The system conditions used are similar to the ones described in section 8.1.1 for the nanoparticle with 2048 atoms, with the exception of the variation of the temperature \( \langle T_h \rangle \) associated to the nanoparticle’s thermostat. The maximum temperature simulated was of 600 K, as higher temperatures made the nanoparticle decompose. The changes in these conditions and their implications in the heat flow \( Q \), heat transfer coefficient \( H \) and remaining variables are presented in table 8.3. Although peculiar, the decomposition of the nanoparticle at high temperatures was already observed in computational work done in reference [65]. In this reference, gold nanoparticles solvated in octane started to disintegrate when temperatures higher than 1200 K were reached. The reason why our particles disintegrate at lower temperatures could be due to the difference in the potentials used.
Table 8.3: Description of the specific conditions applied to the spherical system of a gold nanoparticle of radius approximately 2 nm embedded in a water box. The two thermostats method was used to change the temperature of the nanoparticle. This allowed to determine the dependence of the heat transfer coefficient with the temperature difference imposed in the system.

<table>
<thead>
<tr>
<th>$\langle T_h \rangle$</th>
<th>$t_{tot}$</th>
<th>$\Delta t_{tiltSS}$</th>
<th>$t_{atSS}$</th>
<th>Heat flow</th>
<th>$\langle r_h \rangle$</th>
<th>$\langle T_h \rangle$</th>
<th>$\langle r_c \rangle$</th>
<th>$\langle T_c \rangle$</th>
<th>$H$</th>
<th>$\Delta T_i$</th>
<th>$\Delta T_{Wa}$</th>
<th>$\frac{\Delta T_i}{\Delta T_{Wa}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>250</td>
<td>$\approx 109.5$</td>
<td>100</td>
<td>$4.61 \times 10^{-7}$</td>
<td>$\approx 398$</td>
<td>$\approx 311$</td>
<td>$\approx 439$</td>
<td>$\approx 50$</td>
<td>$\approx 15$</td>
<td>3.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>250</td>
<td>$\approx 67.5$</td>
<td>100</td>
<td>$7.60 \times 10^{-7}$</td>
<td>$\approx 452$</td>
<td>$\approx 312$</td>
<td>$\approx 459$</td>
<td>$\approx 80$</td>
<td>$\approx 20$</td>
<td>4.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>250</td>
<td>$\approx 85.5$</td>
<td>100</td>
<td>$1.21 \times 10^{-6}$</td>
<td>$\approx 503$</td>
<td>$\approx 313$</td>
<td>$\approx 627$</td>
<td>$\approx 100$</td>
<td>$\approx 30$</td>
<td>3.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>550</td>
<td>250</td>
<td>$\approx 96.5$</td>
<td>100</td>
<td>$1.51 \times 10^{-6}$</td>
<td>$\approx 552$</td>
<td>$\approx 314$</td>
<td>$\approx 624$</td>
<td>$\approx 125$</td>
<td>$\approx 40$</td>
<td>3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>215</td>
<td>$\approx 60.5$</td>
<td>100</td>
<td>$1.58 \times 10^{-6}$</td>
<td>$\approx 630$</td>
<td>$\approx 315$</td>
<td>$\approx 665$</td>
<td>$\approx 150$</td>
<td>$\approx 50$</td>
<td>3.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
8.2.1 Results and discussion

To study the dependence of the heat transfer coefficient on the nanoparticle temperature, we start by analysing the temperature drop at the gold-water interface and within the non-thermostated water (figure 8.5). As expected, both temperature drops increase with the increase of the nanoparticle’s temperature. But contrary to the case where the size of the nanoparticle changed, the ratio between the two temperature drops is constant when the temperature of the nanoparticle increases. Therefore, there is no change on the dominant heat transfer mechanism.

Figure 8.5: (a) Temperature profile at the gold-water interface and (b) temperature drop at the non-thermostated water for the nanoparticle (diameter ≈ 4 nm) set to different temperatures embedded in cold water.
Figure 8.6: Heat transfer coefficient for different temperatures of the gold nanoparticles of diameter \(\approx 4\) nm. The blue line is the heat transfer coefficient value obtained with the slab configuration.

The heat transfer coefficient at the gold-water interface as the temperature of the gold nanoparticle changes was calculated. The values, listed in table 8.3 and plotted in figure 8.6, show an increase of the heat transfer coefficient as the nanoparticle's temperature increases. For an increase in temperature of 1.5 times (equivalent to an increase of 200 K), the heat transfer coefficient also increases by an equivalent factor.

On the other hand, the mass density of the non-thermostated water, plotted in figure 8.7, shows a decrease on the water density surrounding the nanoparticle as the temperature increases. In line with the reasoning from the previous section, this should mean a decrease of the heat transfer coefficient with the increase of the nanoparticle temperature. As pointed out, this is not the case here and the explanation for these contradictory results is still not known. One factor considered was the change on the thermal conductivity of the water with the temperature\(^1\). According to reference [110], the thermal conductivity of water increases non-linearly with the temperature, reaching a plateau around 0.7 W m\(^{-1}\) K for temperatures higher than 360 K. Hence, one could reasonably assume that this increase of the thermal conductivity contributes to an enhanced heat flow through the interface, even when the density of the water surrounding the nanoparticle decreased. However, the change in temperature profile resulting from the deviation of the thermal conductivity suggest that this effect is not significant.

\(^1\)It is worth stating that the determination of the heat transfer coefficient presented in this chapter used the constant value of the thermal conductivity of the water at room temperature, stated in appendix B.
enough to justify the variation of the heat transfer coefficient observed. In addition, this increase of the heat transfer coefficient with the nanoparticle’s temperature also contradicts the computational results from references [62], [63] and [65]. In reference [65], gold nanoparticles (radius of 1.3 nm) embedded in octane were heated up to temperatures ranging from 500 K to 1200 K, and the value of the heat transfer coefficient calculated reduced from 100 to 50 MW m$^{-2}$ K$^{-1}$. When similar simulations were performed in water, the heat transfer coefficient varied from 170 to 150 MW m$^{-2}$ K$^{-1}$, as the nanoparticle’s temperature changed from $\approx 570$ K to $\approx 730$ K. As for references [62] and [63], Luo et al. used equilibrium and non-equilibrium molecular dynamics in Au-SAM-Au junctions to determine the thermal conductance at the Au-SAM interface, for mean temperatures ranging from 50 to 400 K. They verified an increase of the thermal conductance with the increase of the temperature, until a plateau is reached around 150-250 K. The justification provided for this plateau is related with the populations of vibration modes (phonons). The authors verified an increase on the low frequency modes in both components as the temperature increases. Simultaneously, only the organic components presented an increase on the intermediate frequency modes. This latter anharmonicity depressed any further increase on the thermal conductance. In our case, as the system was of gold nanoparticles embedded in water, it is credible to expect that the populations of vibration modes in a gold nanoparticle will be different than on the slab system, and likely to expand for the intermediate frequency range. Taking this assumption into account, the same line of reasoning as in Luo et al. can be used to justify the increase of the heat transfer coefficient at the gold-water interface with the increase of the nanoparticle’s temperature. That is, it is plausible to expect that, for the temperature range studied, the populations of vibration modes of the gold and the water match and grow with the temperature, leading to an increase on the heat transfer through phonon-phonon interaction.

8.3 Summary

In this chapter, we explore the systems of hot gold nanoparticles in water by non-equilibrium molecular dynamics. As a first study, we investigate the effect of the nanoparticle size in the temperature profile and heat propagation in this type of systems. We verify that, as the radius of the nanoparticle increases from 1 to 7 nm, the heat transfer through the interface stops being the dominant heat transfer mechanism,
Figure 8.7: Averaged mass density profile, at steady state, for the non-thermostated water embedding the hot nanoparticle (diameter ≈ 4 nm) set to different temperatures.

as predicted from the results shown in chapter 6. In fact, the temperature drop at the interface reaches similar values to the temperature difference within the water when the nanoparticle radius is around 5-7 nm. This lead us to conclude that, although for smaller nanoparticles the heat flow in the system is limited by the interface, for nanoparticle sizes of 5-7 nm, the rate of heat transfer through the interface approaches the magnitude of the rate of the heat propagated in the water due to conduction.

Our results also show a dependence on the value of the heat transfer coefficient at the bare gold-water interface with the size of the nanoparticle. For the nanoparticles with radii smaller than 5 nm, the value of the heat transfer coefficient is considerably higher than for the nanoparticles with radii of 5-7 nm. Extrapolating its value for a particle with an infinite radius, we obtain a value very close to the one determined in chapter 6 for the slab system. We also investigate if this strong dependence of the heat transfer coefficient as the size of the nanoparticle decreases could be due mainly to surface effects. Our results show that, although the surface of the nanoparticle has a considerable effect on the heat transfer through the interface, the size of the nanoparticle is the main contributor for the variation of the heat transfer coefficient.

In the second part of this chapter, we use the nanoparticle with radius of approximately 2 nm to study the effect of the nanoparticle temperature on the heat transfer coefficient at the interface and on the temperature profile for the case of hydrated gold nanoparticles. Our computational results demonstrate that the temperature drop at the gold-water interface and within the water increases with the same rate as the tem-
temperature of the nanoparticle. This leads us to conclude that there is no change on the dominant heat transfer mechanism as the nanoparticle temperature varies. As for the heat transfer coefficient, we detect an increase of its value proportional to the increase of the nanoparticle temperature.
Chapter 9

Conclusions

The aims of this body of work was to study the possible use of gold nanoparticles as heat sources for biomedical applications. To further understand the use of the mentioned gold nanostructures, computational methods allied to analytical calculations were used. In the next few paragraphs, the main conclusions drawn during the duration of this thesis are presented.

To start this thesis, we decided to computationally create gold nanoparticles, by mimicking the annealing process used experimentally. This annealing process involved rapidly heating the gold nanostructure until it melted, followed by a slower cooling period. Each nanoparticle was also characterised by assessing the local degree of order, at the atomic level, with respect to a perfect FCC structure and by calculating an average value of the nanoparticle’s local order parameter. In chapter 5, the annealing and characterisation results of the particles with radii ranging from approximately 1 to 7 nm were presented. Our results showed that a non-amorphous core was obtained when the cooling period was around a few nanoseconds. Likewise, 0.5 K/ps was the fastest cooling rate that still allowed crystallisation. Slower cooling rates and longer cooling periods allowed the creation of nanoparticles with a higher degree of order, as demonstrated by the values of the local order parameter. None of the created particles was defect free, as each nanoparticle presented twin boundaries. For some of the particles smaller than 3 nm in radius, the twin boundaries even met at a two dimensional pentagon shape, composed by clusters of fifteen faces. For the nanoparticle of around 5 nm in radius, regions of HCP structure were identified in the middle of the FCC crystal structure.

In chapter 6, we analysed the system of gold nanospheres embedded in water by
analytical methods. We started by analytically solving the heat conduction equation for the simple system of a metallic nanosphere embedded in water. We determined the heat flow for the extreme cases of the heat transfer being dominated by the conduction in water and by the heat transfer at the particle-water interface. The ratio of these two heat flows was linearly dependent on the thermal conductivity of the medium and inversely proportional to the radius of the nanoparticle and the heat transfer coefficient at the interface between the two materials. This led us to investigate the value of the heat transfer coefficient for the bare gold-water interface by non-equilibrium molecular dynamics. The value obtained was of 104.5 MW m$^{-2}$ K$^{-1}$, which was shown to be in very good agreement with experimental and computational results. Using this value on the ratio of the heat flows, it was estimated that for nanoparticles sizes up to 5 nm in radius, the overall heat flow should be dominated by the heat transfer at the gold-water interface, while for bigger particles, the heat conduction in the water should limit the overall heat flow in the system of spherical gold nanoparticles embedded in water.

We then proceeded our work by considering the effect of several organic coatings between the gold and the water on the heat transfer at the interface. In chapter 7, non-equilibrium methods were employed to determine the heat transfer coefficient of several organic-coated gold-water interfaces. Independently of the organic coating tested, the value of the heat transfer coefficient decreased relative to that of the bare gold-water interface. For the gold coated with hydrophilic alkanethiols, the heat transfer coefficient was of 78 MW m$^{-2}$ K$^{-1}$, while a smaller value of 41 MW m$^{-2}$ K$^{-1}$ was determined for the hydrophobic case. Consequently, the heat transfer mechanism which limits the overall heat propagation in the system should change for nanoparticle’s radii of 7 and 14 nm for hydrophilic and hydrophobic nanoparticles, respectively. Also, when increasing the length of the alkane chain, our results did not identify a considerable change on the value of the heat transfer coefficient, in agreement with other experimental and computational results. Our results led us to conclude that the organic coating introduced a barrier on the heat transferred at the interface, acting then as a shield of the hot nanoparticle to the surrounding medium. Moreover, the hydrophilicity of the organic coating had a bigger effect on the heat transferred at the interface than the thickness of the organic coating.

Motivated by the results obtained in chapter 6, that is, the dependence of the dominant heat transfer mechanism with the nanoparticle size, systems of hot gold nanoparticles embedded in water were explored by non-equilibrium molecular dynamics. In chapter 8, the effect of the size and temperature of the nanoparticle on the tempera-
ture profile and heat propagation were investigated. Regarding the nanoparticle size, as the nanoparticle radius increased, the dominance of the heat transfer through the interface decreased, as predicted in chapter 6. This was identified by a considerable reduction of the temperature drop at the interface, while the temperature difference within the water was not greatly affected. When the nanoparticle reached a radius of 5-7 nm, the temperature drop at the interface was similar to the one in the water. This led to the conclusion that, for radius of around 5-7 nm, the heat released by the interface approaches the heat conducted in the water. Furthermore, the value of the heat transfer coefficient increased as the nanoparticle size decreased. As the size of the nanoparticle reached radii of 1 nm, this effect was bigger. Although for smaller particles the shape/surface of the nanoparticle can affect the value of the heat transfer coefficient, preliminary results indicated that the size had also an important contribution. As for the effect of the nanoparticle temperature, our computational results showed that the temperature drop at the interface increased at the same rate as the temperature difference within the water. Thus, the dominant heat transfer mechanism was unaffected. As for the heat transfer coefficient, its value increased proportionally with the temperature of the nanoparticle.

In summary, we quantified the heat transfer at the interface between the water and gold (bare and organic-coated), using non-equilibrium molecular dynamics. Our results showed that the organic coating acts as a heat shield between the hot gold and the water. By changing the hydrophilicity of the head group, a change on the heat transfer between the gold and the water was confirmed, while the thickness of the organic layer does not change the heat transfer coefficient significantly. We then associated this nanoscale parameter, the heat transfer coefficient, with a macroscale model. This link allowed us to predict a transition of the dominant heat transfer mechanism at particle’s radii of a few nanometers. We then tested this prediction with computer simulations of hot bare gold nanoparticles embedded in water. Our computational models verified that, as the nanoparticle size increased, the heat transfer through the interface became less dominant, with respect to the heat conduction in water. These models also allowed us to detect a dependence of the heat transfer coefficient at the gold-water interface with the size of the nanoparticle, but not such a remarkable dependence with the nanoparticle temperature. These studies have contributed to the understanding of the impact of nanoscale variables, such as the nanoparticle size and the gold-water
interfaces, in the heat transfer at larger scales. As the models resembled as closely as possible the biological environments and conditions where the gold nanostructures will be used, our findings are important factors to take into account for the use of gold nanostructures for biomedical applications.

9.1 Future work

The work developed so far presented very interesting results and allowed us to draw important conclusions regarding the use of gold nanoparticles as heat sources or scatterers in biological media. Nevertheless, several questions remain open and various conditions can still be explored with non-equilibrium molecular dynamics.

In section 8.2.1, it was suggested that the dependence of the heat transfer coefficient with the temperature of the nanoparticle could be understood by the increased amplitude and coupling between the nanoscale gold and the water phonon spectrum. This work could be extended with the analysis of the populations of vibrational modes on this system. For instance, the approach used in references [62] and [63] to determined the vibration density of states could be the basis for this analysis.

Regarding the use of organic-coated nanoparticles as heat sources, the effect of the density of the alkanethiols on the surface of the nanoparticles and of the alkane termination in the heat propagation of embedded gold nanoparticles is a relevant issue to be addressed by computational methods. For instance, the arrangement and dynamics of the alkanethiols may vary with their densities, which can directly influence the heat propagated to the water.

Also, another issue not explored with the computational model is the time scale needed to heat up a water box, due to the heat released by a hot nanoparticle, to temperatures high enough to induce apoptosis and not necrosis. With the spherical system used, it should be possible to mimic several laser patterns. For instance, a continuous wave laser behaviour could be obtained by controlling the temperature of a hot nanoparticle in a non-thermostated water box. On the other hand, a pulsed laser could be simulated by removing all thermostats from a system of a hot gold nanoparticle embedded in water and allow it to relax. The overall increase in temperature could be evaluated, as well as the time needed to obtain the heat dissipation through the interface and conduction in the medium.
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Appendix A

Implementation of the NEMD methods in the MD code

The entries used on the MD program, DL_POLY_3.09, and the different subroutines created to implement the two thermostats and the heat source and sink methods are now briefly described.

Before choosing which non-equilibrium MD approach to use, it is necessary to declare what kind of system is being simulated. For that, the entry `sysType s` needs to be added to the CONTROL file. If $s$ is 1, then the simulated system is spherical, the gold nanoparticle must be placed in the centre of the water box and the two thermostat method must be used. The nanoparticle is coupled to a thermostat at temperature $T_{hot}$, while the water beyond a distance $\frac{L}{2} - d$ Å (where $L$ is size of the water box and $d$ is described later in section A.3 as the thickness of the slabs or coronae) is kept at a temperature $T_{cold}$. On the other hand, if $s$ is smaller than 1, then the system simulated has a slab geometry, as the parallelepiped systems described in section 4.2.1 and 4.2.2. If $s$ is 0, then the simulated system is composed by two gold slabs separated by a water box, where the identification of the gold slabs assumes that the centre of the simulation box is within the water layer. In this system, the gold slabs are set at different temperatures by either the two thermostats or the heat source and sink method.
A.1 Implementation of the two thermostats method

The two thermostats method uses \textit{ensemble nvt twoThermostats $\tau$ T\textsubscript{cold} T\textsubscript{hot}} entry in the CONTROL file. This entry requires the thermostat fluctuation time $\tau^1$ in picoseconds, and the desired targeted hot and cold temperatures $T\text{\textsubscript{cold}}$ and $T\text{\textsubscript{hot}}$ in Kelvin. The default values are $\tau = 0.1$, $T\text{\textsubscript{cold}} = 300$ and $T\text{\textsubscript{hot}} = 500$.

The two temperatures $T\text{\textsubscript{cold}}$ and $T\text{\textsubscript{hot}}$ are maintained at each of the regions in the system by two Berendsen thermostats. Each targeted temperature is obtained by rescaling, at each time step, the atomic velocities on the specific region by a quantity $\chi_{\text{hot}}$ or $\chi_{\text{cold}}$, determined with equation 4.22. As a precaution, $T\text{\textsubscript{hot}}$ cannot be high enough to cause the disintegration of the nanoparticle, as the system will behave in a non-physical way and the program will not work correctly.

A.2 Implementation of the heat source and sink method

The entry \textit{ensemble nvt SourceSink $\tau$ p} indicates that a non-equilibrium simulation, with heat source and heat sink conditions, is requested. The heat source and sink method implemented in DL\textsubscript{POLY} 3.09 is designed to work with a two gold slab system, where a constant heat flux $q$ between the energy source and the energy sink gold slab is controlled. In order to set the constant heat flux in the system, the user must specify the two input parameters: a relaxation time $\tau$ in picoseconds and a value $p$. The default values are $\tau = 0.1$ and $p = 0.2$. This parameter $p$ has two meanings, depending on its value. If bigger than 100, $p$ is the value of the heat flux in W m$^{-2}$. This value $p$, together with $\tau$ equals to $\Delta t$, can be directly used in equation 4.23 to determine the amount of energy $\Delta E$ added to/removed from the hot/cold gold slab. Once this value of $\Delta E$ is known, equation 4.29 can be used to calculate the rescaling factors $\alpha_\pm$. The $\alpha_\pm$ values are then used to rescale the velocities with equation 4.20. On the other hand, if $p$ is smaller than 100, then it denotes a percentage. This provides a way to determine the energy added and removed from the system, given by a percentage of the initial kinetic energy of all gold atoms, i.e.

\footnote{It is advisable to use a small value for $\tau$ (e.g., 0.1 ps), in order to guarantee a stable temperature of the hot and cold slabs. Like this, it is expected that the system reaches a steady state regime in a reasonable amount of simulation time.}
\[ \Delta E_0 = \frac{p}{100} \frac{fN}{2} k_B T . \] (A.1)

Using \( \Delta E_0 \), it is possible to determine the heat flux associated with this added energy, over a time \( \tau \) (as \( \Delta t \)) and for the area of the system being tested, with equation 4.23. The calculation of \( q \) is done at the initial stage of the simulation, as part of the system’s preparation, in subroutine \textit{getNbSlabs(...)}.

### A.3 Monitoring the evolution of the system

In order to monitor the progress of the heat flow in the system and to assess when the steady state regime is reached, it is necessary to keep track of the evolution of its temperature profile. This required the implementation of monitoring tools in the MD code.

Initially, and depending on the gold geometry, the system is divided into slabs or coronae (described in section A.3.1) and the temperature of each slab/corona is calculated (described in section A.3.2).

#### A.3.1 Division of system into slabs or coronae

The division of system depends on the geometry of the gold structure. For the case of the spherical gold nanoparticles embedded in water, the system is divided in coronae, while for the systems in layers, a slab segmentation is chosen. The thickness of the slabs/coronae can be set from the CONTROL file by the entry \textit{spaceBetSlabs} \( d \), with \( d \) in ångströms. The default value is \( d = 2.0 \). This entry is used by subroutine \textit{getNbSlabs(...)} as a preparation for the system analysis. For the system with gold layers (with or without an organic coating) separated by a layer of water, the number of slabs for the gold layers is determined independently from the rest of the system. For the cases of spherical nanoparticles in water, the coronae are always set from the nanoparticle’s centre to the maximum size of the box.

This subroutine is called before the simulation starts, to determine the number of slabs or coronae that constitute each part of the system for the rest of the simulation. With this procedure and for the case of the slab system, if the system’s size fluctuates during the run, the number of slabs in the system will remain constant, but the thickness of each slab will vary. Nevertheless, as the simulation starts from a relaxed configura-
tion, the thickness of each of the control slabs is not expected to change significantly from the initial input value.

A.3.2 Determination of the temperature per slab or corona

The temperature of each slab or corona in the system is only dependent of the number of atoms present in each section, i.e., the temperature can be determined by

\[ T = \frac{\sum_{i} m_i v_i^2}{(3N + 3M + 6O)k_B}, \]  

(A.2)

where \( T \) is the slab/corona temperature, \( N \) is the number of gold atoms, \( M \) is the number of atomic constituents of the alkanethiols, \( O \) is the number of water molecules in the slab/corona, \( m_i \) and \( v_i \) are the mass and velocity, respectively, of the atom \( i \) present in the slab considered, and \( k_B \) is the Boltzmann constant. For the particular case of water, two methods can be used to evaluate the contribution of the water per section (slab or corona). In the first method, implemented in the DL_POLY code, the number of water molecules is determined by counting the number of oxygen atoms in the section, while the kinetic energy component is determined for all atoms present in the slab. For instance, if a certain water molecule is divided between two slabs/coronae, only the section that has the oxygen atom will take the molecule into account on \( O \), but the kinetic energy will be divided between the slabs/coronae. Since the biggest contribution comes from the oxygen atom, it is expected that this approximation will not introduce a considerable error to the final result. A second method, not implemented in the DL_POLY code, also considers that the number of water molecules is determined by counting the number of oxygen atoms in the section, but in this case the entire water molecule contributes to the kinetic energy component. The down side of this method is that the section’s limits are not respected.

Although not shown here, both these methods yield very similar results for bulk water. When the bulk water conditions are disturbed, as for the water close to a surface, the first method produces fictitious temperature values. For this reason, and when relevant, the first method is avoided in this work.

For a slab system, due to fluctuations in the system, the thickness of each control slab can change during the simulation. Thus, every time the evaluation of the temperatures of the slabs is requested, the limit of each of the slabs is determined.
Appendix B

Values for the material variables

- Thermal conductivity of gold: $k_{\text{Au}} = 320 \text{ W m}^{-1} \text{ K}^{-1}$, from [1]
- Density of gold: $\rho_{\text{Au}} = 19300 \text{ kg m}^{-3}$, from [1]
- Specific heat capacity of gold: $c_{\text{Au}} = 25.42 \text{ J mol}^{-1} \text{ K}^{-1} = 129.058 \text{ J kg}^{-1} \text{ K}^{-1}$, from [1]
- Molar mass of gold: $M_{\text{Au}} = 196.96 \text{ g mol}^{-1}$, from [1]
- Diffusivity of gold: $\alpha_{\text{Au}} = 1.28 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$, obtained from the previous values.
- Thermal conductivity of water: $k_{\text{Wa}} = 0.58 \text{ W m}^{-1} \text{ K}^{-1}$, from [16]
- Density of water: $\rho_{\text{Wa}} = 997.05 \text{ kg m}^{-3}$, from [16]
- Specific heat capacity of water: $c_{\text{Wa}} = 75.338 \text{ J mol}^{-1} \text{ K}^{-1} = 4181.9 \text{ J kg}^{-1} \text{ K}^{-1}$, from [16]
- Diffusivity of water: $\alpha_{\text{Wa}} = 1.46 \times 10^{-7} \text{ m}^2 \text{ s}^{-1}$, from [16]
- Critical temperature of water $T_{\text{cr}} = 647 \text{ K}$, from [42]
- $H^1$ for water: $\sim 100 \text{ W m}^{-2} \text{ K}^{-1}$, from [15].
- Thermal conductivity of water vapour: $k_{\text{WaVap}} = 0.025 \text{ W m}^{-1} \text{ K}^{-1}$, from [16]
- Heat capacity of water vapour (at boiling point): $c_{\text{WaVap}} = 37.47 \text{ J mol}^{-1} \text{ K}^{-1} = 2080.45 \text{ J kg}^{-1} \text{ K}^{-1}$, from [16]

\footnote{The value of $H$ should depend on the two materials and surface state, among other aspects.}
- Density of water vapour (at boiling point): $\rho_{WaVap} = 0.5976 \text{ kg m}^{-3}$, from [16]
- Diffusivity of water vapour: $\alpha_{WaVap} = 2.12 \times 10^{-5} \text{ m}^2 \text{ s}^{-1}$, from [16]

For the DL_POLY potentials:

- For the metallic potentials, the values were mainly obtained from reference [69] and are:
  - $\epsilon = 0.012793 \text{ eV}$
  - $a = 4.0782 \text{ Å}$, from website [1]
  - $c = 34.408$
  - $n = 10$
  - $m = 8$

- For the water-gold potentials, the values were obtained from [45]:
  - $D_0 = 6.68 \times 10^{-2} \text{ eV}$
  - $\beta_O = 1.3 \text{ Å}^{-1}$
  - $r_{e1} = 3.7 \text{ Å}$
  - $\beta_H = 1.3 \text{ Å}^{-1}$
  - $r_{e2} = -1.0 \text{ Å}$
  - $r_{on} = 7 \text{ Å}$
  - $r_{off} = 11 \text{ Å}$

- For the water-water potentials, the parameters were mainly obtained from the website [111], which are based on the original values given in reference [112]:
  - $q_O = -0.8476 \text{ e}$
  - $q_H = 0.4238 \text{ e}$
  - $r_{cut} = 11 \text{ Å}$
  - $d_{O-H} = 1 \text{ Å}$
\[ d_{H-H} = 1.63299 \text{ Å} \]

- For the gold-sulphur potential, the values were obtained from [83]:
  - \( D_e = 0.13798 \text{ eV} \)
  - \( r_{eq} = 2.903 \text{ Å} \)
  - \( S = 8 \)

- For the intra-molecular potentials of the alkanethiols (from here onwards, the united atom carbon is named “X”):
  
  - Charge distribution:
    * C (of carboxylic group): \( q_C = 0.75 \text{ e} \)
    * O (of carbonyl group): \( q_O = -0.55 \text{ e} \)
    * O (of hydroxyl group): \( q_O = -0.61 \text{ e} \)
    * H (of hydroxyl group): \( q_H = 0.44 \text{ e} \)
    * X (bonded to carboxylic group): \( q_X = -0.03 \text{ e} \)
    * X (remaining united atom carbons): \( q_X = 0 \)
    * C (of methyl group): \( q_C = -0.270 \text{ e} \)
    * H (of methyl group): \( q_H = 0.09 \text{ e} \)

  - Bond potentials:
    * C=O: \( k_{bond} = 65.046 \text{ eV and } r_{eq} = 1.22 \text{ Å} \), from [85]
    * C-O: \( k_{bond} = 19.947 \text{ eV and } r_{eq} = 1.4 \text{ Å} \), from [85]
    * O-H: \( k_{bond} = 47.267 \text{ eV and } r_{eq} = 0.96 \text{ Å} \), from [85]
    * C-X (for carboxylic acid): \( k_{bond} = 17.346 \text{ eV and } r_{eq} = 1.522 \text{ Å} \), from [85]
    * X-X: \( k_{bond} = 22.549 \text{ eV and } r_{eq} = 1.54 \text{ Å} \), from [84]
    * S-X: \( k_{bond} = 19.254 \text{ eV and } r_{eq} = 1.81 \text{ Å} \), from [84]
    * C-H (of methyl group): \( k_{bond} = 27.926 \text{ eV and } r_{eq} = 1.111 \text{ Å} \), from [85]
    * C-X (of methyl group): \( k_{bond} = 19.297 \text{ eV and } r_{eq} = 1.528 \text{ Å} \), from [85]

  - Angle potentials:
    * O=C-O: \( k_{angle} = 4.336 \text{ eV and } \theta_{eq} = 123^\circ \), from [85]
    * O=C-X: \( k_{angle} = 6.071 \text{ eV and } \theta_{eq} = 125^\circ \), from [85]
* C-O-H: $k_{\text{angle}} = 4.770 \text{ eV and } \theta_{eq} = 115^\circ$, from [85]
* O-C-X: $k_{\text{angle}} = 4.770 \text{ eV and } \theta_{eq} = 110.5^\circ$, from [85]
* C-X-X (of carboxylic acid): $k_{\text{angle}} = 4.510 \text{ eV and } \theta_{eq} = 108^\circ$, from [85]
* X-X-X: $k_{\text{angle}} = 5.464 \text{ eV and } \theta_{eq} = 109.47^\circ$, from [84]
* X-X-S: $k_{\text{angle}} = 5.421 \text{ eV and } \theta_{eq} = 114.4^\circ$, from [84]
* H-C-X (of methyl group): $k_{\text{angle}} = 3.0008 \text{ eV and } \theta_{eq} = 110.1^\circ$, from [85]
* H-C-H (of methyl group): $k_{\text{angle}} = 3.0788 \text{ eV and } \theta_{eq} = 108.4^\circ$, from [85]
* C-X-X (of methyl group): $k_{\text{angle}} = 5.0302 \text{ eV and } \theta_{eq} = 115^\circ$, from [85]

- Urey-Bradley potentials:
  * O (of carbonyl group) - O (hydroxyl group): $k_{\text{bond}} = 18.213 \text{ eV and } r_{eq} = 2.262 \text{ Å}$, from [85]
  * O (of carbonyl group) - X: $k_{\text{bond}} = 18.213 \text{ eV and } r_{eq} = 2.262 \text{ Å}$, from [85]
  * H (of methyl group) - X: $k_{\text{bond}} = 1.9774 \text{ eV and } r_{eq} = 2.179 \text{ Å}$, from [85]
  * H (of methyl group) - H (of methyl group): $k_{\text{bond}} = 0.4683 \text{ eV and } r_{eq} = 1.802 \text{ Å}$, from [85]

- Torsion potentials:
  * H-O-C-X: $A = 0.088896 \text{ eV, } \delta = 180^\circ \text{ and } m = 2$, from [85]
  * O=C-O-H: $A = 0.088896 \text{ eV, } \delta = 180^\circ \text{ and } m = 2$, from [85]
  * O-C-X-X: $A = 0.002168 \text{ eV, } \delta = 180^\circ \text{ and } m = 6$, from [85]
  * O=C-X-X: $A = 0.002168 \text{ eV, } \delta = 180^\circ \text{ and } m = 6$, from [85]
  * C-X-X-X (of carboxylic acid): $A = 0.008239 \text{ eV, } \delta = 0^\circ \text{ and } m = 3$ from [85]
  * X-X-X-X: $A_0 = -0.023579 \text{ eV, } A_1 = 0.122451 \text{ eV, } A_2 = 0.023579 \text{ eV, } A_3 = 0.272936 \text{ eV}$ and $\phi = 0^\circ$, from [84]
  * X-X-X-S: $A_0 = -0.023579 \text{ eV, } A_1 = 0.122451 \text{ eV, } A_2 = 0.023579 \text{ eV, } A_3 = 0.272936 \text{ eV}$ and $\phi = 0^\circ$, from [84]
  * H-C-X-X (of methyl group): $A = 0.006938 \text{ eV, } \delta = 0^\circ \text{ and } m = 3$ from [85]
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* C-X-X-X (of methyl group): $A = 0.004336$ eV, $\delta = 180^\circ$ and $m = 2$
  from [85]
* C-X-X-X (of methyl group): $A = 0.006505$ eV, $\delta = 0^\circ$ and $m = 4$
  from [85]
* C-X-X-X (of methyl group): $A = 0.004336$ eV, $\delta = 180^\circ$ and $m = 6$
  from [85]

• For the van der Waals interactions, the Lennard-Jones parameters are:
  – Oxygen (SPCE water): $\epsilon = 6.77083 \times 10^{-3}$ eV and $\sigma = 3.166$ Å, from [112]
  – Sulphur: $\epsilon = 0.01723$ eV and $\sigma = 4.25$ Å, from [84]
  – Carbon (united atom): $\epsilon = 0.005117$ eV and $\sigma = 3.905$ Å, from [84]
  – Gold (using approach from [87]): $\epsilon = 0.09086$ eV and $\sigma = 2.65087$ Å
  – Carbon (of carboxylic acid): $\epsilon = 3.03549 \times 10^{-3}$ eV and $\sigma = 3.5636$ Å, from [85]
  – Oxygen (of carbonyl group): $\epsilon = 5.20369 \times 10^{-3}$ eV and $\sigma = 3.029$ Å, from [85]
  – Oxygen (of hydroxyl): $\epsilon = 6.58957 \times 10^{-3}$ eV and $\sigma = 3.1538$ Å, from [85]
  – Hydrogen (of hydroxyl): $\epsilon = 1.99475 \times 10^{-3}$ eV and $\sigma = 0.4$ Å, from [85]
  – Carbon (of methyl group): $\epsilon = 3.382398 \times 10^{-3}$ eV and $\sigma = 3.63487$ Å, from [85]
  – Hydrogen (of methyl group): $\epsilon = 1.040738 \times 10^{-3}$ eV and $\sigma = 2.3876$ Å, from [85]
Appendix C

Order parameter results for defects created in a perfect lattice

In this appendix, snapshots of the defects created in a perfect FCC cubic structure constituted by 2048 atoms of gold are presented. After each defect was created, the system was relaxed, by running it for 10 ps in NVT conditions, without periodic boundary conditions, at 10 K. Following this, the crystal order was evaluated using the local order parameter and the relative order parameter. As a final remark, for the analysis with the relative order parameter, the images shown do not contain the outer layer of atoms in order to facilitate the visualisation of the interior of the particle.

Figure C.1: Order parameter colour scheme for a cubic system constituted by 2048 gold atoms, in a perfect crystal structure, where 5 vacancies were created. (a) and (b) result from the analysis of the system with the local and relative order parameter program, respectively.
Figure C.2: Order parameter colour scheme for a cubic system constituted by 2048 gold atoms, in a perfect crystal structure, where 10 vacancies were created. (a) and (b) represent the system analysed with the local and relative order parameter program, respectively.

Figure C.3: Order parameter colour scheme for a cubic system constituted by 2048 gold atoms, in a perfect crystal structure, where 100 vacancies were created. The system was analysed with (a) the local order parameter and (b) the relative order parameter program.
Appendix D

Results related to the annealing of the nanoparticles

In this appendix, snapshots and graphical results for the nanoparticles created are presented. The simulation conditions are also briefly described in the image captions.
Figure D.1: Part 1/2 - Results for the heating process of the particle with approximately 2 nm diameter (256 atoms). The temperature increased from 200 K to 800 K, with a heating rate of 100K/100ps. All these simulations were run using NVT conditions and without no periodic boundary conditions. The results presented are (a) the atomic configuration at 800 K, after the heating process (at this point, the particle was completely melted), (b) the radial distribution functions and (c) diffusion coefficients at different temperatures.
Figure D.2: Part 2/2 - Results for the cooling process of the particle with approximately 2 nm diameter (256 atoms). The temperature decreased from 800 K to 300 K, with a cooling rate of 10K/100ps. All these simulations were run under NVT conditions and without periodic boundary conditions. The results presented are (a) the radial distribution functions at different temperatures and (b) the atomic configuration at 300 K, after the annealing process.
Figure D.3: Part 1/2 - Results for the heating process of the particle with approximately 2.5 nm diameter (500 atoms). The temperature increased from 200 K to 800 K, with a heating rate of 100K/100ps. All these simulations were run using NVT conditions and without periodic boundary conditions. The results presented are (a) the atomic configuration at 800 K, after the heating process (at this point, the particle was completely melted), (b) the radial distribution functions and (c) diffusion coefficients at different temperatures.
Figure D.4: Part 2/2 - Results for the cooling process of the particle with approximately 2.5 nm diameter (500 atoms). The temperature decreased from 800 K to 300 K, with a cooling rate of 10K/100ps. All these simulations were run under NVT conditions and without periodic boundary conditions. (a) Radial distribution functions while the temperature of the nanoparticle is decreased. (b) Atomic configuration at 300 K, after the annealing process.
Figure D.5: Part 1/2 - Results for the heating process of the particle with approximately 3 nm diameter (864 atoms). The temperature increased from 200 K to 800 K, with a heating rate of 100K/100ps. All these simulations were run using NVT conditions and without periodic boundary conditions. The results presented are (a) the atomic configuration at 800 K, after the heating process (at this point, the particle is completely melted), (b) the radial distribution functions and (c) diffusion coefficients at different temperatures.
Figure D.6: Part 2/2 - Results for the cooling process of the particle with approximately 3 nm diameter (864 atoms). The temperature decreased from 800 K to 300 K, with a cooling rate of 10K/100ps. All these simulations were run under NVT conditions and without periodic boundary conditions. The results presented are (a) the radial distribution functions for different temperatures and (b) the atomic configuration at 300 K, after the annealing process.
Figure D.7: Part 1/2 - Results for the heating process of the particle with approximately 3.5 nm diameter (1372 atoms). The temperature increased from 200 K to 800 K, with a heating rate of 100K/100ps. All these simulations were run using NVT conditions and without periodic boundary conditions. The results presented are (a) the atomic configuration at 800 K, after the heating process (at this point, the particle was completely melted), (b) the radial distribution functions and (c) diffusion coefficients for different temperatures.
Figure D.8: Part 2/2 - Results for the cooling process of the particle with approximately 3.5 nm diameter (1372 atoms). The temperature decreased from 800 K to 300 K, with a cooling rate of 10K/100ps. All these simulations were run under NVT conditions and without periodic boundary conditions. The results presented are (a) the radial distribution functions for different temperatures and (b) the atomic configuration at 300 K, after the annealing process.
Figure D.9: Part 1/5 - Results for the heating process of the particle with approximately 4 nm diameter (2048 atoms). The heating process started at 300 K until 900 K was reached, with 100K/100ps heating rate, under NVT conditions and without periodic boundary conditions. The results presented are the atomic configurations (a) at 800 K and (c) at 900 K, after the heating process. At this point, the particle was completely melted. Also, (b) the radial distribution functions and (d) diffusion coefficients at different temperatures are shown.
Figure D.10: Part 2/5 - Results for different cooling rates of the particle with approximately 4 nm diameter (2048 atoms). Each cooling process started at 900 K and was halted at 200 K. All these simulations were run with NVT conditions and without periodic boundary conditions. The results presented are of the radial distribution functions at different temperatures when the cooling rates were (a) 100K/100ps or 1 K/ps and (c) 50K/100ps or 0.5 K/ps. Also, the atomic configurations at 300 K when the cooling rates were (b) 100K/100ps or 1 K/ps and (d) 50K/100ps or 0.5 K/ps are shown.
Figure D.11: Part 3/5 - Results for different cooling rates used for the particle with approximately 4 nm diameter (2048 atoms). The simulations conditions were described in previous figure. The results presented are of the radial distribution functions at different temperatures when the cooling rates were (a) 20K/100ps or 0.2 K/ps and (c) 10K/100ps or 0.1 K/ps. Also, the atomic configurations at 300 K when the cooling rates were (b) 20K/100ps or 0.2 K/ps and (d) 10K/100ps or 0.1 K/ps are shown.
Figure D.12: Part 4/5 - Results for different cooling rates used for the particle with approximately 4 nm diameter (2048 atoms). For (a) and (b) the cooling process started at 900 K and was halted at 200 K, while for (c) and (d) the cooling process started at 800 K and stopped at 300 K. All the simulations were run with NVT conditions and without periodic boundary conditions. The results presented are of the radial distribution functions at different temperatures when the cooling rates were (a) 5K/100ps or 0.05 K/ps and (c) 100K/100ps or 1 K/ps. Also, the atomic configurations at 300 K when the cooling rates were (b) 5K/100ps or 0.05 K/ps and (d) 100K/100ps or 1 K/ps are shown.
Figure D.13: Part 5/5 - results for several cooling rates of the particle with approximately 4 nm diameter (2048 atoms). Cooling started at 800 K and was halted at 300 K. All simulations ran in NVT conditions and without periodic boundary conditions. The results presented are of the radial distribution functions at different temperatures when the cooling rates were (a) 50K/100ps or 0.5 K/ps and (c) 20K/100ps or 0.2 K/ps. Also, the atomic configurations at 300 K when the cooling rates were (b) 50K/100ps or 0.5 K/ps and (d) 20K/100ps or 0.2 K/ps are shown.
Figure D.14: Part 1/2 - Results for the heating process of the particle with approximately 5.5 nm diameter (5324 atoms). The heating process started at 200 K and finished at 1000 K, with a heating rate of 100K/10ps, under NVT conditions, without periodic boundary conditions. The results presented are (a) the atomic configuration at 1000 K, (b) the radial distribution functions and (c) diffusion coefficients at different temperatures.
Figure D.15: Part 2/2 - Results for different cooling rates for the particle with approximately 5.5 nm diameter (5324 atoms). The cooling processes, which ran in NVT conditions and without periodic boundary conditions, started at 1000 K and were halted at 200 K. The results presented are of the radial distribution functions at different temperatures when the cooling rates were (a) 20K/10ps or 2 K/ps and (c) 20K/50ps or 0.4 K/ps. Also, the atomic configurations at 300 K when the cooling rates were (b) 20K/10ps or 2 K/ps and (d) 20K/50ps or 0.4 K/ps are shown.
Figure D.16: Part 1/2 - Results for the heating process of the particle with approximately 7 nm diameter (10976 atoms). The temperature increased from 200 K to 1000 K, with a heating rate of 100K/10ps. All these simulations were run with NVT conditions and without periodic boundary conditions. The results presented are (a) the atomic configuration at 1000 K, (b) the radial distribution functions and (c) diffusion coefficients at different temperatures.
Figure D.17: Part 2/2 - Results for the cooling process of the particle with approximately 7 nm diameter (10976 atoms). The temperature decreased from 1000 K to 300 K, with a cooling rate of 10K/100ps. All these simulations were run under NVT conditions and without periodic boundary conditions. The results presented are (a) the radial distribution functions at different temperatures and (b) the atomic configuration at 300 K.
Figure D.18: Part 1/3 - Results for the heating process of the particle with approximately 10 nm diameter (32000 atoms). The temperature increased from 200 K to 1400 K, with a heating rate of 100K/20ps. All these simulations were run with NVT conditions and without periodic boundary conditions. The results presented are (a) the atomic configuration at 1400 K, the (b) radial distribution functions and (c) diffusion coefficients at different temperatures.
Figure D.19: Part 2/3 - Results for the cooling process of the particle with approximately 10 nm diameter (32000 atoms). The temperature decreased from 1400 K to 300 K, with a cooling rate of 20K/100ps. All these simulations were run under NVT conditions and without periodic boundary conditions. The results presented are the (a) radial distribution functions at different temperatures and the (b) atomic configuration at 300 K.
Figure D.20: Part 3/3 - Results for the cooling process of the particle with approximately 10 nm diameter (32000 atoms). The temperature decreased from 1400 K to 300 K, with a cooling rate of 10 K/100 ps. All these simulations were run under NVT conditions and with periodic boundary conditions. The results presented are the (a) radial distribution functions at different temperatures and the (b) atomic configuration at 300 K.
Figure D.21: Results for the production of the particle with approximately 14 nm diameter (84895 atoms). After cutting a sphere from a perfect FCC cube, the spherical particle was directly coupled with a heating bath at 900K. From this temperature, it was applied a cooling rate of 10K/10ps until 300K was reached. All these simulations were run under NVT conditions and without periodic boundary conditions. The results presented are the atomic configuration at (a) 900 K and (b) 300 K and (c) the radial distribution functions for different temperatures.
Appendix E

Results related to the abnormality of thirteen atomic neighbours

In this appendix, snapshots of clusters containing atoms surrounded by thirteen neighbours are shown. The effect of low temperatures on the particles that present some atoms with more than twelve neighbours is also displayed. When appropriate, the simulation conditions are briefly described.

For most of the nanoparticles, energy minimisation at 10 K is enough to limit the maximum number of neighbours to twelve. The only exception is the nanoparticle with diameter of approximately 7 nm, where even after a period of time at 10 K, the structure still presents atoms surrounded by more than twelve neighbours. The reason why this happens may be related with the annealing conditions used. For instance, the cooling process did not start at a temperature high enough and/or the cooling rate used was too fast to allow atomic reorganisation.
Figure E.1: Clusters with thirteen neighbours present (a) in particle with approximately 2 nm in diameter and (b) in particle of approximately 7 nm in diameter, at 300 K. Note that the thirteenth neighbour disappears at 10 K. Images obtained with Jmol.

Figure E.2: Cluster with thirteen neighbours present in particle of approximately 7 nm in diameter (a) at 300 K, that still exists at (b) 10 K. Images obtained with Jmol.
Figure E.3: (a) Local order parameter colour scheme and (b) atoms with more than 12 neighbours (indicated by a larger volume), for the atomic configuration, at 10 K, after the particle with approximately 2 nm in diameter (256 atoms) underwent the annealing process with cooling rate of 10K/100ps or 0.1 K/ps. This result, obtained after the particle was annealed to 300 K, translates the minimised energy state achieved after the system was cooled down, for 5 ps, to 10 K in NVT conditions. A box big enough to model an isolated particle was used. In (b), it is verified that at a low temperature there are no atoms with more than twelve neighbours.

Figure E.4: (a) Local order parameter colour scheme and (b) atoms with more than 12 neighbours (indicated by a larger volume), for the atomic configuration, at 10 K, after the particle with approximately 2.5 nm in diameter (500 atoms) underwent the annealing process with cooling rate of 10K/100ps or 0.1 K/ps. This result, obtained after the particle was annealed to 300 K, translates the minimised energy state achieved after the system was cooled down, for 5 ps, to 10 K in NVT conditions. A box big enough to model an isolated particle was used. In (b), it is verified that, at low temperatures, there are no atoms with more than twelve neighbours.
Figure E.5: (a) Local order parameter colour scheme and (b) atoms with more than 12 neighbours (indicated by a larger volume), for the atomic configuration, at 10 K, after the particle with approximately 3.5 nm in diameter (1372 atoms) underwent the annealing process with a cooling rate of 10K/100ps or 0.1 K/ps. This result, obtained after the particle was annealed to 300 K, translates the minimised energy state achieved after the system was cooled down, for 5 ps, to 10 K in NVT conditions. A box big enough to model an isolated particle was used. In (b), at low temperatures, there are no atoms with more than twelve neighbours.

Figure E.6: (a) Local order parameter colour scheme and (b) atoms with more than 12 neighbours (indicated by a larger volume), for the particle with approximately 7 nm in diameter (10976 atoms), after the energy state was minimised, for 10 ps, to 10 K in NVT conditions. Before the energy minimisation, the particle underwent the annealing process, with a cooling rate of 10K/100ps or 0.1 K/ps until 300 K. In (b), it is verified that, at low temperatures, the number of atoms with more than twelve neighbours considerably decreases from 29 to 18 atoms.
Figure E.7: (a) Local order parameter colour scheme and (b) atoms with more than 12 neighbours (indicated by a larger volume), for the atomic configuration, at 10 K, after the particle with approximately 10 nm diameter (32000 atoms) underwent the annealing process, with the cooling rate of 10K/100ps or 0.1 K/ps. This result, obtained after the particle was annealed to 300 K, translates the minimised energy state achieved after the system was cooled down, for 10 ps, to 10 K in NVT conditions. A box big enough to model an isolated particle was used. In (b), it is verified that, at low temperatures, there are no atoms with more than twelve neighbours.

Figure E.8: (a) Local order parameter colour scheme and (b) atoms with more than 12 neighbours (indicated by a larger volume), for the atomic configuration, at 10 K, after the particle with approximately 14 nm diameter (84895 atoms) underwent the annealing process, with the cooling rate of 10K/10ps or 1 K/ps. This result, obtained after the particle was cooled to 300 K, is the minimised energy state achieved after the system was cooled down, for 10 ps, to 10 K in NVT conditions. A box big enough to model an isolated particle was used. In (b), at low temperatures, there are no atoms with more than twelve neighbours.