Phase-dependent effects in bichromatic high-order harmonic generation
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We address high-order harmonic generation with linearly polarized bichromatic fields, concentrating on a modulation in the harmonic yield as a function of the relative phase between the two field components, and on an offset phase shift of this modulation for neighboring cutoff harmonics. These effects have been recently observed in experiments where the relative phase between the two driving fields was controlled. Using the three-step model and the fully numerical solution of the time-dependent Schrödinger equation, we discuss the phase-dependent modulation and show that the offset phase is inherent to a particular set of semiclassical trajectories for the returning electron. These trajectories are identified using classical arguments and isolated by means of the saddle-point method, which allows a detailed investigation of their interference. Thus, by adding a second driving field whose amplitude lies within an adequate parameter range, one is able to single out a set of trajectories according to its behavior with respect to the relative phase. This effect is already present at the single-atom-response level.

PACS number(s): 42.50.Hz, 32.80.Rm, 32.80.Qk, 42.65.Ky

I. INTRODUCTION

The emission spectrum of a gaseous sample exposed to a strong laser field covers a long frequency range with harmonics of roughly the same intensities, the so-called “plateau,” followed by an abrupt decrease in the harmonic yield, the so-called “cutoff” [1]. A very intuitive and successful description of these features is given by the so-called “three-step model” [2–5]: an electron leaves the atom through tunneling or multiphoton ionization, propagates in the continuum and, depending on its emission time, may be driven back by the field and recombine with its parent ion, such that harmonic radiation up to the extreme ultraviolet (XUV) regime is emitted. Within this picture, the cutoff corresponds to the maximum kinetic energy of the electron upon return and is given, for monochromatic fields, by \( \Omega_{\text{max}} = |e_0| + 3.17U_{p} \), where \( |e_0| \) and \( U_{p} \) are the ionization potential and the ponderomotive energy, respectively. This model describes existing experiments in some respect even quantitatively and has also been successfully tested against other theoretical methods, such as the fully numerical solution of the time-dependent Schrödinger equation [6], with strikingly similar spectral and temporal profiles, for monochromatic [7–10], bichromatic [11,12], and short-pulsed laser fields [13]. One of the strongest experimental evidences that the physical picture of semiclassical electron trajectories is correct has been provided recently in Ref. [14]. Therein, the trajectories in question have been isolated using effects related to the propagation of the harmonic radiation in the gaseous medium. These experiments have also shown that one can in principle manipulate the harmonic spectra by exploiting particular characteristics of harmonics correspondingly to specific trajectories, for instance their different sensitivity to propagation and phase matching.

For a similar reason, i.e., the possibility of coherent control of XUV emission, high-order harmonic generation with bichromatic fields has attracted a lot of attention in the past few years, both theoretically [11,12,15–18] and experimentally [19–21]. In fact, by changing the shape of the bichromatic field, one can in principle manipulate the electron motion in the continuum, suppressing or enhancing particular groups of harmonics. Already for the simplest case, namely a linearly polarized laser field, one can strongly influence the harmonic spectra by varying the field amplitudes, and, in the case of commensurate frequencies, the relative phase \( \phi \) between the driving fields. In previous publications, we have shown that the introduction of a second driving field may result in several maximal- and minimal-energy trajectories for the returning electron, which correspond to cutoffs in the emission spectra [11,12], such that the plateau presents a much more complex structure in the bichromatic than in the monochromatic case.

Several parameters determine the prominence of a cutoff in the spectrum: the total field strength at the electron emission time \( t_0 \), the excursion time of the electron in the continuum, and the interference between different semiclassical trajectories. The first parameter is of extreme importance, since the electron leaves the atom with a probability related to the quasistatic ionization rate [22], \( \exp(-C/E(t_0)) \). A very effective way to control the field strength \( |E(t_0)| \) is changing the relative phase between the laser field components of different frequencies. For instance, in [11] we provide an example for which the harmonic yield decreases considerably for a chosen interval of the relative phase where this parameter was particularly weak. Also the interference between the semiclassical trajectories depends very strongly on the relative phase. In principle, slight changes in \( \phi \) may radically alter this interference pattern, so that variations of...
orders of magnitude in the harmonic yield are observed, for isolated groups of harmonics [12].

Experimentally, this phase control has been achieved recently for high-order harmonic generation in helium and argon, using a linearly polarized $\omega - 2\omega$ field of comparable intensities [21]. The intensity of the low-frequency field was kept fixed, whereas the high-frequency field and the relative phase $\phi$ were varied. The wavelength of the low-frequency field was approximately $\lambda = 800$ nm and intensities of the order of $10^{15}$ W/cm$^2$ have been used. In this experiment, the harmonic yield as a function of the relative phase $\phi$, with all other parameters kept constant, exhibits the following main features: (i) The intensity of the cutoff harmonics is modulated. A shift of $2\pi$ in the relative phase between the $\omega$ and $2\omega$ fields corresponds to two periods of the modulation of each harmonic. (ii) The modulation itself shows an offset phase shift as the harmonic order is varied: if the modulation of the $n$th harmonic presents a maximum as a function of $\phi$ for a certain phase $\phi_0$, then this maximum will be slightly shifted, i.e., it will be at $\phi_0 + 2k\phi$ for the $(n + 1)$th harmonic. These effects are present within a relatively broad range of intensity ratios $I_{2\omega}/I_\omega$ [21]. The theoretical modeling of these experiments reproduces these findings reasonably well, however, without providing a physical explanation for either the modulation or its phase shift. In [21], as a first approximation, the cutoff energy was taken as the monochromatic value $\Omega_{\text{max}} = |e_0| + 3.17 U_p$ and the ponderomotive energy was related to the low-frequency field only, such that $U_p$ was chosen as $U_p = I_\omega/4\omega^2$.

In this paper we give a simple explanation of these effects based on the analysis of classical trajectories, within the three-step model and single-atom-response framework. In particular, we isolate the relevant semiclassical trajectories using the saddle-point method, computing the harmonic spectra as the interference between these trajectories. Besides the experimental facts, the conclusions drawn from the classical and semiclassical computations are checked against the results from a fully numerical solution of the time-dependent Schrödinger equation for a one-dimensional model atom with a single bound state, whose energy corresponds to the argon ionization potential. We use atomic units throughout. The paper is outlined as follows: in Sec. II we present our theoretical methods, namely the classical or "simple-man" model (Sec. II A), the saddle-point method (Sec. II B), and the time-dependent Schrödinger equation (Sec. II C). In Sec. III we present and discuss our results and in Sec. IV we state our conclusions.

II. THEORY

A. Classical model

In order to determine the emission and return times and the kinetic energy of the returning electron, we take the numerical solution of the classical equations of motion of an electron in the field

$$\tilde{E}(t) = e\frac{\hbar}{\epsilon} [E_{01}(\sin(\omega t) + E_{02}(2\omega t + \phi)],$$

where $\phi$ denotes the relative phase and $E_{0i}$ the amplitude of

each driving wave. Since all the ensuing motion takes place along the polarization axis, the problem can be treated one dimensionally. At the initial time $t_0$, the electron leaves the atom with zero velocity, propagates in the continuum under the influence of the laser field only, and returns to the site of its release at a later time $t_1$, such that $x(t_1) = 0$. During the process, canonical momentum is conserved. Therefore, the kinetic energy of the electron upon return is given by

$$E_{\text{kin}}(t_1, t_0) = \frac{1}{2} |A(t_1) - A(t_0)|^2,$$

with $A(t)$ being the vector potential, related to the external field by $E(t) = -dA(t)/dt$. This yields a harmonic energy

$$\Omega_n = |e_0| + E_{\text{kin}}(t_1, t_0)$$

by the recombination to the ground state. Following this simple picture, the kinetic energy $E_{\text{kin}}(t_0, t_1)$, the emission time $t_0$, and the return time $t_1$ can be associated to a classical trajectory for the returning electron. The cutoff frequencies are determined by the condition that the kinetic energy is extremal upon return, namely $dE_{\text{kin}}(t_1, t_0)/dt_1 = 0$. The emission and return times are connected by the revisiting condition. We use this model either for a single electron, varying the emission time $t_0$ within a cycle $T = 2\pi/\omega$ of the low-frequency driving field and calculating $E_{\text{kin}}(t_1, t_0)$, which is subsequently plotted as a function of the emission and return times, or we consider an ensemble of electrons whose emission time is varied randomly from 0 to $T$. In this latter case, we select electrons that satisfy the condition $x(t_1) = 0$ within a particular set of harmonic energies, given by Eq. (3), and we look at electron counts as functions of the relative phase $\phi$. The contribution of each single electron is weighed with the quasistatic ionization rate [22,23]

$$\Gamma \sim \left[ \frac{2^{5/2} |e_0|^{3/2}}{E(t_0)} \right]^{3/2} \exp \left[ -\frac{2^{5/2} |e_0|^{3/2}}{3 |E(t_0)|} \right].$$

The first and the second procedures have been used in [11,12] and [24], respectively.

B. Strong-field approximation and saddle-point method

The classical model discussed in Sec. II A provides useful information concerning the cutoff law and the emission and return times for the electron. However, it does not account for the quantum interference between two or more possible trajectories for the returning electron, which lead to well-structured harmonic spectra [25–27]. For this purpose, we use a closely related quantum-mechanical approach: the strong-field approximation (SFA) theory of high-order harmonic generation [3,5,18].

Within the SFA, the $n$th harmonic strength is defined as the Fourier component of the time-dependent dipole [3,5,18]

$$D_n = -i \int_0^T dt \int_1^\infty d\tau \int_0^\infty \frac{F(p_\tau, t, \tau)}{\tau} \exp[-i S(p_\tau, t, \tau)],$$

where $\tau$ denotes the relative phase and $F(p_\tau, t, \tau)$ is the Fourier transform of the electric field.
such that the model atom has a single field-free bound state where \[ \det(\frac{\partial^2 S_n}{\partial t^2}) \]

\[ \text{formed by the second derivatives of the action with respect to } F_s \text{ the dipole matrix element } \]

\[ n \text{ proportional to } " \]

satisfies the condition \( \nabla_p S(p; t, \tau) = 0 \). The harmonic yield is proportional to \( n^4 |D_n|^2 \). The double integral in Eq. (5) can be solved using the saddle-point method (SPM), with the result [25,26]

\[ D_n = \sum \tau^{-3/2}_{s} \left[ \det(\frac{\partial^2 S_s}{\partial t^2}) \right]^{-1/2} F_s \exp[i(n \omega \tau_s - S_s)], \]

where \( \det(\frac{\partial^2 S_s}{\partial t^2}) \) denotes the determinant of the 2\times2 matrix formed by the second derivatives of the action with respect to \( t_0 \) and \( t \) at \( p = p_s \). For hydrogenlike atoms the product of the dipole matrix element \( F_s \) can be approximated by \( (n \omega - |e_0|)^{1/2}/3n^3 \). The sum in Eq. (7) extends over all relevant saddle points which satisfy the conditions [18]

\[ \frac{1}{2} [p_s - A(t_0)]^2 = |e_0|, \]

\[ \frac{1}{2} [p_s - A(t)]^2 - \frac{1}{2} [p_s - A(t_0)]^2 = n \omega. \]

We will show in Sec. III that a good approximation for \( D_n \) can be obtained taking into account only four complex solutions for pairs (\( t, t_0 \)).

C. Time-dependent Schrödinger equation

As our point of reference, we take the one-dimensional time-dependent Schrödinger equation (TDSE) [6] for a single electron subject to a binding potential and a bichromatic field (1). A one-dimensional (1D) model is not so demanding as a full three-dimensional computation and still describes results for linearly polarized fields adequately in qualitative terms [28]. In the velocity gauge, this equation reads

\[ i \frac{d}{dt} |\psi(t)\rangle = \left[ \frac{p^2}{2} + V(x) - pA(t) \right] |\psi(t)\rangle. \]

The quadratic term in \( A(t) \) was removed by a unitary transformation. The binding potential was chosen

\[ V(x) = -1.1 \exp(-x^2/1.21), \]

such that the model atom has a single field-free bound state with energy \( e_0 = -0.58 \) a.u. According to the experimental conditions the lower frequency of the driving field is taken as \( \omega = 0.057 \) a.u. The power spectra are computed from the time-dependent dipole acceleration \( \ddot{x}(t) = \langle \dot{\psi}(t) | -dV(x)/dx + E(t) | \psi(t) \rangle \) [29].

III. RESULTS

A. Upper and lower cutoff branches

For a monochromatic field, the maximum of \( E_{\text{kin}}(t_1, t_0) \) is at the well-known value \( 3.17U_p \), and the semiclassical trajectories originating the cutoff obey a \( T/2 \) periodicity. For bichromatic fields, however, this property is maintained only if the higher frequency is an odd multiple of the lower frequency. This is clear, since, for these types of fields, \( A(t + T/2) = \pm A(t) \). On the other hand, if the ratio between the higher and the lower frequency is even, this symmetry is broken. Since the kinetic energy of the electron depends on \( A(t) \) according to Eq. (2), this results in a splitting of the cutoff energy into an upper and a lower branch named, respectively, \( \Omega_u \) and \( \Omega_l \). This feature can be seen in detail as a function of the field strength ratio \( E_{02}/E_{01} = \eta \), for \( \phi = 0 \), in a previous publication [12]. These branches behave in strikingly different ways with respect to the relative phase \( \phi \). The energy of the upper cutoff branch practically does not vary with this parameter, whereas the lower branch is strongly phase dependent. These features are present for intensity ratios smaller than or of the order of \( I_{2\omega}/I_{\omega} = 1.2 \). For higher intensity ratios there is a much more complicated pattern for the cutoff energies as functions of the phase. For instance, the case of equally strong driving waves has been discussed in [11,12].

An example is shown in Fig. 1, where \( E_{\text{kin}}(t_1, t_0) \) is plotted as a function of the emission and return times, for \( 0 \leq \phi \leq 0.2 \pi \) and \( \eta = 0.32 \). This corresponds to an intensity ratio \( I_{2\omega}/I_{\omega} = 1.2 \). Each point \((t_0, t_1, E_{\text{kin}}(t_0, t_1)) \) in the curves shown fulfills the revisiting condition \( x(t_1) = 0 \), thus characterizing a trajectory for the returning electron. Given an emission time \( t_0 \) on the curve in the lower part of the figure, the return time \( t_1 \) in the corresponding curve in the upper part of the figure is determined by the intersection of the latter curve with a perpendicular line starting from the lower curve at \( t_0 \). The return energy can be read from the ordinate of the graph. The local energy maxima give the cutoffs, and each of these maximal-energy trajectories splits into two, corresponding to a shorter and a longer excursion time for the electron in the continuum. Thus, for a given \( E_{\text{kin}}(t_1, t_0) \), there may be many possible trajectories for the returning electron. Quantum mechanically, the probability amplitudes related to the electron following each of these trajectories interfere. The cutoff branches \( \Omega_u \) and \( \Omega_l \) are marked with thick solid arrows. For this field-strength ratio, the energy of the upper cutoff branch is at roughly \( \Omega_u = 3.8U_p \), whereas \( \Omega_l \) varies from 2.6\( U_p \) to 2.3\( U_p \) for the phase interval in question. In the figure and in the results that follow, the kinetic energy is displayed in units of the ponderomotive energy calculated for the whole field, given by \( U_p = \sum_u U_{p,u} = E_{01}^2/4\omega^2 + E_{02}^2/16\omega^2 \), which clearly varies with the intensity ratio. The ponderomotive energy considered in [21], \( U_{p,u} = E_{01}^2/4\omega^2 \), is slightly smaller in this case. Roughly, the corresponding emission and return times for the
The importance of each set of trajectories in the harmonic spectra can be inferred from the quantum-mechanical computation. The lower branch is considerably more prominent in the spectra, whereas the most energetic cutoff appears only as a small shoulder. Thus, the "cutoff" seen experimentally corresponds to the strongly phase-dependent set of trajectories. Figures 3 and 4 present some of these spectra, for field strengths $E_{01}=0.1$ a.u. and $E_{02}=0.032$ a.u., which are within the experimental parameter range. For these parameters and $0<\phi<0.2\pi$, the upper and lower branches of $\Omega_{\text{max}}$ correspond to the harmonic frequencies $\Omega_0=63\omega$ and $43.1<\Omega<47.4\omega$, respectively. Both cutoff branches are indicated in the figure.

Figures 3(a) and 3(b) present results obtained solving the TDSE (see Sec. II C) and the SFA (see Sec. II B), respectively. Apart from a very good agreement between both results for lower and upper cutoff branches, one observes an energy displacement for the lower branch as $\phi$ is varied, whereas the energy of the upper cutoff branch remains practically unaltered. These results are in perfect agreement with the predictions of Sec. III A obtained using the classical model.
In Fig. 4 we compare the SFA results to the spectra obtained using the saddle-point method. The SPM results are obtained taking only four relevant complex solutions for the times $t_0$ and $t_1$ in Eq. (7) see Fig. 2. The results agree qualitatively with the TDSE and SFA results for $n > 30$. This shows that the main contribution to the harmonic yield near both cutoff branches comes from the four complex trajectories which have been explicitly discussed in Sec. III A.

A more detailed investigation of the field strength $|E(t_0)|$ at the emission time explains part of the features observed in Figs. 3 and 4. Figure 5(a) displays this parameter for the lower and upper branches, for intensity ratios $I_{2\omega}/I_{\omega} = 0.1$ and 0.2. We show only the behavior for $0 \leq \phi \leq \pi$, since the semiclassical trajectories obey a period of $\pi$ with respect to the phase, due to the symmetry $E(t, \phi + \pi) = -E(t - T/2, \phi)$. This property is discussed in detail in [12,30].

From the figure it is clear that for a wide phase interval, namely for $0 \leq \phi \leq 0.8 \pi$, the lower branch presents a considerably larger field at the emission time, such that its prominence in the spectrum is justified. This prominence decreases for the phase interval where both fields are comparable. Another important parameter is the excursion time of the electron in the continuum: the shorter the excursion time, the less
This static rate for quantum-mechanical computation, compared with the quasi-static ionization rate, involves important wave packet spreading. For both cutoff branches, these times are comparable and vary with the relative phase $\phi$. For phases smaller than $\phi=0.4\pi$, the excursion time for the lower branch is slightly shorter than that of the upper branch. For the remaining phases, this pattern is reversed. This can be seen in Fig. 5(b), for the same intensity ratios as in the previous part of the figure. Thus, this does not appear to play a significant role in this case.

C. Modulation and its phase shift

For both lower and upper cutoff branches, the TDSE computation yields a modulation for the harmonic intensities as functions of the relative phase $\phi$, which is periodic in $\pi$. This $\pi$ periodicity is due to the symmetry in $E(t)$ mentioned in Sec. III B.

In order to study the offset phase shift, we investigate this modulation for consecutive harmonics near and slightly beyond the lower and upper cutoff branches. Figure 6(a) shows this variation for harmonics near $\Omega_a$ obtained from the quantum-mechanical computation, compared with the quasistatic rate for $E(t_{0a})$. The obvious coincidence between them indicates that for the upper branch the harmonic yield is determined by the quasistatic ionization rate, i.e., by the probability per unit time that the ‘first step’ takes place. This is related to the fact that these harmonics are mainly determined by a single cutoff trajectory whose energy is almost independent of the relative phase $\phi$. Thus, other mechanisms that may influence the harmonic yield and produce a modulation, such as pronounced interference effects or significant variations in the harmonic intensities due to a shift in the cutoff energy, do not play a significant role.

On the other hand, for the lower cutoff branch the TDSE computation clearly shows a phase shift of the modulation for neighboring harmonics compared to the quasistatic ionization rate, as functions of the relative phase $\phi$, for a driving field as in Fig. 3. Parts (a) and (b) refer to the cutoff branches $\Omega_a$ and $\Omega_l$, respectively. Part (a) displays the harmonics $\Omega = 63\omega$, $\omega = 64\omega$, and $\Omega = 65\omega$, whose energies are slightly larger than $|\epsilon_0| + 3.8U_p$, while part (b) shows the harmonics $\Omega = 52\omega$, $\omega = 53\omega$, and $\Omega = 54\omega$, with energies around $|\epsilon_0| + 3U_p$ (slightly beyond the cutoff $\Omega_l$). The thick lines in the figure give the formula $-2^{5/2}|\epsilon_0|^{3/2}/|E(t_0)|$, related to the quasistatic rate [see Eq. (4)], for $t_0 = t_{0a}$ [part (a)] and $t_0 = t_{0l}$ [part (b)].
lower than or roughly at Ω⊥, there is also a pronounced interference structure superposed to the global behavior, which sometimes disguises this phase shift. This is not surprising since, in this energy region, Ω⊥ splits into two sets of trajectories for the returning electron which are temporally and energetically very close. For energies of the order of |ε0| + 3U, these interference effects are practically absent.

Figure 6(b) also shows that the modulation observed does not follow the quasistatic ionization rate, given by the thick line in the figure. In fact, the modulation observed is a consequence of other physical mechanisms in addition to the tunneling process at the emission time, namely the energy variation of the lower cutoff branch and the interference between trajectories belonging to the lower and upper branches. As already discussed, the phase dependence of Ω⊥ is responsible for the phase shift of the modulation. Another example of its influence on the harmonic yield is a pronounced intensity drop seen in Fig. 6(b), which occurs for φ=0.25π. For this phase, the energy difference between the group of harmonics chosen and the cutoff Ω⊥ is most pronounced.

The offset phase shift is also present within the simpleman model, as described in Sec. II A for an electron ensemble with randomly distributed start times 0≤t0≤T. This confirms the classical origin of this effect since, due to the strong phase dependence of Ω⊥, as φ is varied different amounts of electrons come from Ω⊥ and Ωu. Since electrons with slightly different E_{kin}(t1,t0) are unequally distant in energy from the lower branch, the corresponding electron counts are also expected to be phase shifted with respect to each other. Figure 7 shows these counts as functions of the relative phase for different electron kinetic energies, which include contributions for one or both cutoff branches, depending on the phase in question. A more detailed behavior of Ω⊥ with the phase will be discussed below. In Fig. 7(a) we take into account the ionization rate given by Eq. (4), whereas in Fig. 7(b) we consider a constant ionization rate. The main difference between them is that, in Fig. 7(a), one of the two sets of peaks observed in Fig. 7(b) is strongly suppressed. Thus, |E(t0)| influences the modulation, but not its phase shift, only selecting the trajectories for which the field strengths at the electron start times are particularly strong.

The precise behavior of Ω⊥ and Ωu with respect to the phase as calculated with the simpleman model is shown in Fig. 8 for several intensity ratios. Each point in the figure corresponds to an extremal kinetic energy for the returning electron. Figure 8(a) confirms that the cutoff energies Ωu are very weakly influenced by the phase. The most important feature observed in the figure is the displacement of Ωu towards higher energies for an increasing intensity of the high-frequency wave. This effect has been discussed in a previous paper [12]. On the other hand, for the cutoff Ω⊥, Fig. 8(b) shows a strong energy variation as φ is changed. An interesting feature is the energy minimum mentioned above at 0.25π for intensity ratios of the order of or smaller than I_{2ω}/I_{ω}=0.2. For stronger 2ω fields, the cutoff Ω⊥ splits into two, such that the interpretation of the results concerning the phase-dependent modulation becomes considerably more complicated.

The interference between the lower and upper cutoff branches plays only a secondary role in this modulation being, however, present for phases in the interval 0.5π≤φ≤π, for which E(t0) and E(t0b) are comparable and the excursion time τ_a=t_{1a}-t_{0a} is shorter than that of the lower branch. Some information concerning these interferences can be obtained using the saddle-point method. In Fig. 9 we present the spectra resulting from isolated pairs of trajectories, compared to the results obtained taking into account all four relevant trajectories. Figure 9(a) displays these results for φ=0, clearly showing that the lower cutoff branch is almost entirely determined by the trajectories S_1 and S_2. For φ=0.9π [Fig. 9(b)], on the other hand, one clearly sees an interference pattern in the harmonics of the lower cutoff branch, originated by the trajectories S_3 and S_4.

IV. CONCLUSIONS

We investigate high-order harmonic generation with bichromatic ω−2ω fields, giving a physical interpretation for the phase shift of the modulation observed experimentally for neighboring cutoff harmonics [21]. Using the three-step model and the fully numerical solution of the time-dependent Schrödinger equation, we show that this feature is determined by the phase dependence of a set of semiclassical trajectories for the returning electron. With the introduction of the high-frequency driving wave, the cutoff for the monochromatic case splits into two branches, which exhibit differ-
ent behavior with respect to the relative phase between the two driving fields. While the cutoff energy of the upper branch does not vary considerably with the phase, the cutoff energy of the lower branch is strongly sensitive to this parameter, giving rise to the phase shift of the modulation. Thus, using a two-color field, one can separate and identify a set of semiclassical trajectories already for a single atom, whereas for a monochromatic field, this is only possible using propagation effects of the harmonic radiation in the gaseous sample [14].

Using the saddle-point method, we are also able to make precise statements on how the interference between various trajectories influence the harmonic spectra, and reproduce the full quantum-mechanical results obtained with the TDSE for the harmonics close to the upper and lower cutoff branches with astonishing precision. We show that in the high plateau and cutoff regions, the harmonic intensities are well described by four interfering semiclassical trajectories for the returning electron. In particular, a single trajectory is responsible for the upper cutoff branch, whereas the lower branch is the result of the interference of three different trajectories.

Another noteworthy feature is the difference of orders of magnitude between the harmonic yields of the upper and lower branches. This is a direct consequence of a stronger field at the electron emission time for the cutoff \( \Omega_u \), and therefore an interesting example of how groups of harmonics can be enhanced or suppressed by manipulating \( |E(t_0)| \). Furthermore, the fact that the upper cutoff branch extends to energies higher than \( \Omega_{\text{max}} = |\varepsilon_0| + 3.17 U_p \), but that the lower cutoff branch is more prominent in the spectra sheds some light into several apparently conflicting theoretical and experimental findings for high-order harmonic generation in bichromatic fields. In a large number of theoretical investigations, an extension of the plateau towards higher energies is observed, for \( \omega - 2\omega \) [11,12,16] and \( \omega - 3\omega \) [17] fields, whereas other theoretical and experimental studies yield a shorter [18,19,21] plateau in comparison to the monochromatic cutoff energy \( \Omega_{\text{max}} \). Our results suggest that these studies refer either to the upper or to the lower cutoff branch, so that no contradiction exists. In particular, a double plateau was observed in [18] for a bichromatic driving field of frequencies \( \omega \) and \( 2\omega \), and the result found for the cutoff energy is in very good agreement with \( \Omega_u \).

We also propose an explanation for the phase modulation observed in the harmonic yield for upper and lower cutoff branches. For the upper branch, this modulation is entirely
determined by the quasistatic tunneling rate, whereas for the lower branch, it appears to be the combination of three main physical mechanisms, namely the field strength $|E(t_0)|$ at the emission time of the electron in the continuum, the energy variation of the cutoff energy $\Omega_l$ with the relative phase $\phi$, and the interference between the upper and lower cutoff branches, which plays a role when the fields at the emission time $|E(t_0)|$ and $|E(t_{0b})|$ are comparable for both branches.

Finally, we would like to comment on the cutoff measured in [21] for helium, whose energy was taken near the 15th harmonic of the low-frequency field. This strong reduction in the cutoff energy was related to poor phase-matching conditions [31]. For this gas, however, the ionization potential is roughly $|\varepsilon_0|=0.9$ a.u., which corresponds to approximately $\Omega=15\omega$, with the frequency of the laser used being $\omega=0.057$ a.u. In this frequency region, the atomic internal structure strongly influences the harmonic spectra, such that the application or interpretation of the results in terms of the three-step model is questionable [10,32].
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