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ABSTRACT

Infection with Human Immunodeficiency Virus, type 1 (HIV-1) is associated with a gradual progressive decline in the number of CD4+ T lymphocytes. Effective treatment suppresses viral replication and is accompanied by a concomitant increase in the number of CD4+ T cells. Immune reconstitution of CD4+ T cells in children following treatment is characterised by a sustained increase of naïve cells, a pattern that differs from that seen in adults. The aim of this thesis was to explore how these changes occur. CD4+ T cells in blood samples from HIV-1 infected children were identified, divided into sub-populations and analysed for apoptosis, proliferation, activation and differentiation by flow cytometry. Four CD4+ T cell sub-populations, with varying contributions to the total CD4+ T cell pool were thus identified: (i) recent thymic emigrants (RTEs) made up the largest population yet maintained very low levels of proliferation despite increased viral replication and cellular activation, and were consistently greater in children with undetectable viraemia; (ii) central naïve cells, which were fairly constant in HIV-1 infected children of all ages regardless of CD4 count; (iii) CD31− memory cells that increased as CD4 count fell and (iv) CD31+ memory cells that despite their high level of activation and proliferation remained a small population across age, viral load and CD4 count. Treatment interruption and the resulting increased viraemia and decreased CD4 count were associated with only transient changes to the percentage contribution of each subset, which supports the existence of a setpoint for each subpopulation. This thesis infers the importance of thymic output in maintaining the CD4 count and hence the potential for using RTEs in monitoring response to treatment and sheds light on the role and origin of CD31+ memory cells as a small but highly activated population that may be important in disease pathogenesis.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIDS</td>
<td>Acquired immune deficiency syndrome</td>
</tr>
<tr>
<td>APC</td>
<td>Antigen presenting cell</td>
</tr>
<tr>
<td>BALT</td>
<td>Bronchus-associated lymphoid tissue</td>
</tr>
<tr>
<td>BSA</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>CDC</td>
<td>Centres for Disease Control and Prevention</td>
</tr>
<tr>
<td>cPPPT</td>
<td>Central polypurine tract</td>
</tr>
<tr>
<td>CPZ</td>
<td>Chimpanzee</td>
</tr>
<tr>
<td>CRF</td>
<td>Circulating recombinant form</td>
</tr>
<tr>
<td>DC</td>
<td>Dendritic cell</td>
</tr>
<tr>
<td>DN</td>
<td>Double negative</td>
</tr>
<tr>
<td>DP</td>
<td>Double positive</td>
</tr>
<tr>
<td>EDTA</td>
<td>Ethylenediaminetetraacetic acid</td>
</tr>
<tr>
<td>Env</td>
<td>Envelope</td>
</tr>
<tr>
<td>FCS</td>
<td>Foetal calf serum</td>
</tr>
<tr>
<td>FLICA</td>
<td>Fluorescent inhibitor of caspases</td>
</tr>
<tr>
<td>FSC</td>
<td>Forward scatter</td>
</tr>
<tr>
<td>Gag</td>
<td>Group-specific antigen</td>
</tr>
<tr>
<td>GALT</td>
<td>Gut-associated lymphoid tissue</td>
</tr>
<tr>
<td>Gp</td>
<td>Glycoprotein</td>
</tr>
<tr>
<td>HEV</td>
<td>High endothelial vessel</td>
</tr>
<tr>
<td>HIV</td>
<td>Human immunodeficiency virus</td>
</tr>
<tr>
<td>HR</td>
<td>Heptad repeat</td>
</tr>
<tr>
<td>HSC</td>
<td>Haematopoietic stem cell</td>
</tr>
<tr>
<td>HTLV</td>
<td>Human T-lymphotropic virus</td>
</tr>
<tr>
<td>IL</td>
<td>Interleukin</td>
</tr>
<tr>
<td>IN</td>
<td>Integrase</td>
</tr>
<tr>
<td>IQR</td>
<td>Interquartile range</td>
</tr>
<tr>
<td>IRIS</td>
<td>Immune reconstitution inflammatory syndrome</td>
</tr>
<tr>
<td>LN</td>
<td>Lymph node</td>
</tr>
<tr>
<td>LTR</td>
<td>Long terminal repeat</td>
</tr>
<tr>
<td>MALT</td>
<td>Mucosa-associated lymphoid tissue</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>MFI</td>
<td>Median fluorescence intensity</td>
</tr>
<tr>
<td>MHC</td>
<td>major histocompatibility complex</td>
</tr>
<tr>
<td>mRNA</td>
<td>Messenger RNA</td>
</tr>
<tr>
<td>Nef</td>
<td>Negative regulatory factor</td>
</tr>
<tr>
<td>NKT</td>
<td>Natural killer T</td>
</tr>
<tr>
<td>ORF</td>
<td>Open reading frame</td>
</tr>
<tr>
<td>Pbs</td>
<td>Primer binding site</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>PFA</td>
<td>Paraformaldehyde</td>
</tr>
<tr>
<td>PIC</td>
<td>Pre-integration complex</td>
</tr>
<tr>
<td>Pol</td>
<td>Polymerase</td>
</tr>
<tr>
<td>PPT</td>
<td>Polypurine tract</td>
</tr>
<tr>
<td>Rev</td>
<td>regulator of virion expression</td>
</tr>
<tr>
<td>RNase</td>
<td>Ribonuclease</td>
</tr>
<tr>
<td>Rpm</td>
<td>Revolutions per minute</td>
</tr>
<tr>
<td>RPMI</td>
<td>Roswell Park Memorial Institute</td>
</tr>
<tr>
<td>RT</td>
<td>Reverse transcriptase</td>
</tr>
<tr>
<td>SIV</td>
<td>Simian immunodeficiency virus</td>
</tr>
<tr>
<td>SMM</td>
<td>sooty mangabey monkeys</td>
</tr>
<tr>
<td>SSC</td>
<td>Side scatter</td>
</tr>
<tr>
<td>Tat</td>
<td>Transactivator of transcription</td>
</tr>
<tr>
<td>TCR</td>
<td>T cell receptor</td>
</tr>
<tr>
<td>TE</td>
<td>Tris EDTA</td>
</tr>
<tr>
<td>Tfh</td>
<td>T follicular helper</td>
</tr>
<tr>
<td>TGF</td>
<td>Transforming growth factor</td>
</tr>
<tr>
<td>tRNA</td>
<td>Transfer RNA</td>
</tr>
<tr>
<td>UCHL1</td>
<td>ubiquitin carboxyl-terminal esterase L1</td>
</tr>
<tr>
<td>UNAIDS</td>
<td>Joint United Nations Programme on HIV/AIDS</td>
</tr>
<tr>
<td>Vif</td>
<td>virion infectivity factor</td>
</tr>
<tr>
<td>Vpr</td>
<td>Viral protein R</td>
</tr>
<tr>
<td>Vpu</td>
<td>Viral protein U</td>
</tr>
</tbody>
</table>
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CHAPTER 1
GENERAL INTRODUCTION
1.1 THE HIV EPIDEMIC

The human immunodeficiency virus (HIV) was identified in 1983 and is the causative agent of acquired immunodeficiency syndrome (AIDS) (Chermann et al. 1983). AIDS was first described in 1981 when the U.S. Centers for Disease Control and Prevention (CDC) reported a cluster of *Pneumocystis carinii* (now *Pneumocystis jiroveci*) pneumonia in homosexual men. (CDC 1981) but HIV/AIDS has since become a global epidemic affecting all areas of society and is now the 6th leading cause of death worldwide (WHO 2009).

Since its discovery the prevalence of HIV has increased massively and the joint United Nations programme on HIV/AIDS (UNAIDS) now estimates that there are 33 million (30 million-36 million) people living with HIV infection worldwide. Though the distribution of HIV is global, by far the worst afflicted region is sub-Saharan Africa with over 20 million infected individuals. This region, which is home to only 10% of the world’s population, accounts for 67% of the world disease burden. An even higher proportion of the total AIDS deaths reported annually come from this region, 72% of the two million who died from AIDS in 2007 were in sub-Saharan Africa (UNAIDS 2008). The global prevalence is shown in Figure 1.1.

Though HIV was initially described in homosexual men most infections are transmitted by heterosexual intercourse; contaminated needles and blood products; and from mother to child, during birth, in utero or via breast milk (Hansasuta and Rowland-Jones 2001). Indeed globally, women now account for half of all people living with HIV and in sub-Saharan Africa HIV infected women exceed HIV infected men, making up 60% of the HIV infected population.

Due mostly to perinatal transmission, HIV is also a significant infection in children. The 2008 ‘Report on the global AIDS epidemic’ produced by UNAIDS reported an estimated 2 million (1.9-2.3 million) children, under the age of 15, living with HIV
worldwide (UNAIDS 2008) with almost 90% living in sub-Saharan Africa. However with the advent of effective antenatal screening to identify HIV infected pregnant women, and the use of antiretroviral prophylaxis before birth, caesarean section deliveries and formula feeding, the rate of new infections in children appears to have peaked in 2000-2002 (UNAIDS 2008).

Tremendous progress has been made in the study of HIV infection, ranging from the discovery of the simian origins of the HIV virus, transmission and prevention, entry into the CD4+ T cell host and replication therein, pathogenesis, through to treatment and vaccine development; yet HIV infection remains arguably among the worst pandemics of the modern world.

Figure 1.1 A global view of HIV infection, 2007
The prevalence of HIV infection amongst adults is shown for each country in the world. The darker the shade of red, the higher is the prevalence in that country. The highest prevalences occur in sub-Saharan Africa, specifically Southern Africa and outside of Africa in Russia. Reproduced from UNAIDS Global Report on HIV (UNAIDS 2008)
1.2 CD4$^+$ T CELL IMMUNOLOGY

An understanding of CD4 lymphocyte immunology is important in the study of HIV pathogenesis because CD4$^+$ T cells are the major target for HIV and disturbance to their normal homeostasis is central to disease pathogenesis.

1.2.1 Generation of CD4$^+$ T cells

CD4$^+$ T cells are a sub-class of lymphocytes, which also include B cells and other types of T cells. They are derived from haematopoietic stem cells (HSC), which possess long-term self-renewal capability. Antenatally, lymphocytes are generated from these stem cells in the foetal liver, whereas post-natally, the bone marrow is the major source of haematopoiesis (Abbey and O'Neill 2008), (Kawamoto and Katsura 2009). Some of these HSC possess the capacity to emigrate to the thymus based on their expression of the chemokine receptors 7 and 9 (CCR7 and CCR9) (Krueger et al. 2010), in addition to the stem and progenitor cell markers: KIT (CD117), stem cell antigen 1 (SCA1) and the growth factor receptor tyrosine kinase FLT3 (Rothenberg, Moore, & Yui 2008). The unique microenvironment of the thymus allows the HSC to progress through multiple developmental pathways to develop into a T-cell.

Once in the thymus, the T cell progenitors, characterized as double negative (DN) cells that lack expression of CD4, CD8, and CD3, progress through four main stages, DN1-DN4, although in recent years these stages have been further subdivided. The cells begin by proliferating extensively and switching off genes that would allow differentiation into non-T-cell lineages (Rothenberg, Moore, & Yui 2008). At the DN1-DN2 stage of development, Notch receptors on the thymocyte cell surface interact with their ligands present on stromal cells of the thymus and the ensuing signalling inhibits non-T cell differentiation, which in combination with interleukin-7 (IL-7) driven proliferation commits thymocytes to the T cell lineage (Garcia-Peydro, de Yebenes, & Toribio 2006).
Somatic rearrangement of the genes encoding the T cell receptor (TCR) β, γ and δ chains, which is essential for TCR expression, begins in DN2 cells and is mainly completed during the DN3 stage, committing thymocytes to either the αβ or γδ T-cell lineages. During the DN3 to DN4 transition, αβ T cells undergo selection of their β chain via signalling of the pre-TCR complex, which consists of the TCRβ chain, the pre-Tα chain, CD3ε, CD3γ, and TCRζ. These signals induce allelic exclusion of the β chain and promote the survival, proliferation, and differentiation of DN thymocytes to the double positive (DP) stage of development, where thymocytes express both CD4 and CD8 coreceptors and unique αβ TCRs (Hayday and Pennington 2007), (Taghon and Rothenberg 2008).

Conventional αβ T cells develop from αβ thymocytes, which begin to express both TCR co-receptor proteins, CD4 and CD8 thus are referred to as double positive (DP) thymocytes. DP thymocytes undergo positive and negative selection depending on how strongly they recognise self antigen. Within the thymic cortex thymocytes showing moderate recognition of self peptide-major histocompatibility complex (MHC) complexes are positively selected via TCR signalling that results in RAG gene repression, long-term survival and progression to the thymic medulla for negative selection. Negative selection in the medulla is determined by how strongly or weakly thymocytes recognise self peptide-MHC complexes. Those thymocytes bearing TCRs with no affinity for self peptide-MHC complexes do not receive TCR signalling and die from neglect. Thymocytes with strong affinity for the self peptide-MHC complex are potentially harmful; therefore these undergo programmed cell death, known as apoptosis. Finally thymocytes that recognise self antigen-peptide weakly receive appropriate TCR signalling and continue to differentiate (Starr, Jameson, & Hogquist 2003), (Wagner 2006).

Conventional T cells, which express αβ TCRs, are characterised by a polyclonal repertoire and constitute the majority of T cells. More recently, unconventional subsets of T cells called innate T cells have been described (Sigal 2005). They are generally characterised by a more restricted TCR repertoire. Examples of innate T cells include γδ T cells and natural killer T (NKT) cells. Other characteristics that distinguish
conventional versus innate T cells include differential expression of surface markers, effector functions, and signalling pathway requirements during development (Prince et al. 2009). Innate T cells do not require differentiation and can exert their effector functions immediately (de Vries, Cornain, & Rumke 1974). In contrast conventional αβ T cells exhibit a naïve phenotype and require antigen-mediated activation and differentiation to exert their effector functions.

TCR signals generated by interactions with class II MHC-peptide complexes are required for the CD4 αβ T-cell fate, whereas those generated by class I MHC-peptide complexes are necessary for the CD8 αβ T-cell fate. Accordingly, interaction of DP cells with MHC class I results in loss of CD4 expression and their maturation into CD8 T-cells, while interaction of DP cells with MHC class II results in loss of CD8 expression and their maturation into CD4 T-cells. Differences in strength, duration, and/or the number of TCR signals integrated over time are critical factors in determining the CD4/CD8 T-cell fate decision. A quantitative model for CD4/CD8 lineage commitment, with stronger/longer TCR signals favouring the CD4 lineage and weaker/shorter signals favouring the CD8 lineage is widely accepted (Singer, Adoro, & Park 2008). The difference in TCR signalling strength results in differential expression of transcriptional regulators, which determine CD4/CD8 lineage choice. Accordingly cells can be forced to change from one lineage to the other by artificially blocking or lowering lineage specific transcription factors (Rothenberg 2009). The process of T cell differentiation in the thymus to produce a CD4+ T cell is shown in Figure 1.2.
Intra-thymic T cell differentiation

The diagram shows development of a CD4⁺ T cell from a double negative (DN) cell in the cortex, through the processes of positive selection, where thymocytes in the cortex showing moderate recognition of self peptide-MHC complexes are positively selected via TCR signalling and then progress to the medulla for negative selection, where those thymocytes bearing TCRs with no affinity for self peptide-MHC complexes do not receive TCR signalling and undergo apoptosis. Reproduced from (Savino 2006).

1.2.2 CD4⁺ T cell circulation

The CD4⁺ T cells that survive selection leave the thymus into the peripheral circulation. They are referred to as naïve cells, as they have not encountered their specific antigen. Naïve T cells continuously recirculate, trafficking from blood into secondary lymphoid organs and then back into the circulation.
T cell generation and development occur in primary lymphoid organs: bone marrow and thymus whereas immune responses are initiated in the secondary lymphoid organs, which include the lymph nodes (LN), spleen and mucosal associated lymphoid tissue (MALT). MALT comprises bronchial associated lymphoid tissue (BALT) and gut associated lymphoid tissue (GALT). All secondary lymphoid organs share a similar basic structure, and are organised to trap antigen from sites of infection, facilitate antigen presentation and provide the optimum microenvironment for lymphocyte maturation (Keogan, Wallace, & O'Leary 2006).

Naïve T cells enter secondary lymphoid organs through high endothelial vessels (HEVs) (Mackay, Marston, & Dudler 1990). To move from the HEV into the lymphoid organs a naïve cell undergoes a series of adhesion steps mediated by interactions between proteins on the naïve cell surface and their respective ligands expressed on the endothelial cell surface.

Within the HEV, naïve cells are subject to vascular shear flow pushing them through the vessel, however interactions between the selectin CD62 ligand (CD62L) expressed on the lymphocyte cell surface and peripheral node addressin (PNAd) on HEVs results in weak tethering that allows the cells to “roll” along the endothelial surface (Denucci, Mitchell, & Shimizu 2009).

The rolling cells come to a stop when CCR7, expressed by naïve cells interacts with its ligands, CCL19 and CCL20. The resulting signalling mediates activation of integrins and firm adhesion to the vascular endothelium. The integrin that is activated depends on the lymphoid organ. For example in peripheral LN leukocyte function-associated antigen-1 (LFA-1), also called α1β2 integrin or CD11a/CD18, is important for adhesion to endothelial intercellular adhesion molecule-1 (ICAM-1) whereas within the Peyer’s patches, α4β4 integrin is activated and becomes firmly adherent to mucosal addressin cell adhesion molecule-1 (MAdCAM-1), which is preferentially expressed in this tissue (Denucci, Mitchell, & Shimizu 2009).
The final step is extravasation or transendothelial migration whereby the naïve cell passes either between, paracellular, or directly through the endothelial cells, transcellular, into the lymphoid tissue. This process is thought to be mediated by β1 and β2 integrins, which interact with endothelial junction integrin ligands such as junctional adhesion molecules-B and -A (JAM-B and JAM-A), respectively (Denucci, Mitchell, & Shimizu 2009). Once within the lymphoid tissue naïve cells home to T cell areas. They spend 12 to 24 hours in T cell areas but typically spend less than a half hour in the circulation before homing to another lymphoid organ (von Andrian and Mempel 2003), (Ebert, Schaelri, & Moser 2005).

T cells leave the lymphoid organs and return to the blood stream either in lymph via efferent lymphatic vessels from lymph nodes and Peyer’s patches, which ultimately merge into the blood stream; or directly back into the blood stream from the spleen. Naïve lymphocytes can live for several months by circulating continuously, receiving survival signals through low affinity TCR engagement by self peptide-MHC and through IL-7 receptor (Cyster 2003).

1.2.3 CD4⁺ T cell function

CD4⁺ T cells are stimulated to differentiate upon activation by antigen. This occurs when the peptide specific for the TCR is presented by MHC class II molecules on antigen presenting cells (APC). Naïve cells by continually trafficking through T cell areas in lymphoid organs have access to the highest concentration of MHC II molecules, present on dendritic cells (Weiss and Samelson 2003).

When a T cell recognises foreign antigen bound to MHC II it forms a tight synapse with the APC at the point of the interaction. Formation of the synapse is associated with rapid clustering of more TCR molecules binding to antigen-MHC II on the APC and the accumulation of intracellular signalling molecules within the immunological synapse. The TCRs form complexes with CD3 molecules. TCR/CD3 triggering is aided by
numerous co-stimulatory molecules that bind to complementary molecules present on the APC. Triggering culminates in an intracellular signalling cascade that results in differential gene expression and naïve cell proliferation (Weiss and Samelson 2003).

The differentiation pathway that a naive CD4$^+$ T cell embarks on is determined by the strength of TCR signalling. Strength of signalling is affected by the following: the length of contact between the TCR and the MHC bound antigen; the number of TCRs engaged and therefore the antigen density; the frequency of specific antigen presenting cells and the presence of co-stimulatory molecules such as CD27 and CD28 which act to lower the signalling threshold. They form part of the TCR complex and are involved in signalling. Upon TCR ligation, co-stimulatory molecules are upregulated and act to enhance cell expansion. In the absence of co-stimulatory molecules, T cells that have received low level TCR input do not survive. Loss of co-stimulatory molecules is irreversible and indicates T cell terminal effector differentiation. Depending on the strength of the signalling, TCR triggering can produce three actions. Weak signalling results in anergic cells that undergo apoptosis. Intermediate signalling produces long lived memory cells. Strong signalling produces short lived effector cells (Hendriks et al. 2000), (Sallusto, Geginat, & Lanzavecchia 2004), (Lanzavecchia and Sallusto 2005).

Effector CD4$^+$ T cells lack CCR7, which is required for lymph node homing and CD27, which is involved in T cell activation, and instead express a diverse range of homing molecules that allow them to migrate to the site of the antigen, such as the gut or skin. Once the antigen has been eliminated most of the effector cells undergo apoptosis and die but a small fraction remain as long lived memory cells (Sprent and Surh 2002).

APCs induce naïve CD4$^+$ T cells to differentiate into effector cells, where the effector subtype is determined by which cytokines are released by the APCs. Similarly, the effector subtypes are defined by their pattern of cytokine production, which determines their specific functional capabilities. In general CD4$^+$ effector cells, and their cytokine products, are involved in regulating other cells of the immune system. The effector subtypes that are currently recognised, Th1, Th2, TReg and Th17, the cytokines that
induce their production, their specific functions and their characteristic effector molecule profiles are briefly described in (Table 1.1). In addition to these effectors, transforming growth factor beta (TGF-β)-producing Th3 cells, IL-10-producing TR1 cells, IL-9-producing Th9 cells and T follicular helper (Tfh) cells have also been proposed as separate lineages. However, they do not have distinct cytokine release profiles because Tregs also produce TGF-β, and all Th cells are capable of producing IL-10 under certain circumstances, whereas IL-9 was originally described as a Th2 cytokine, and Th9 cells are developmentally related to Th2 cells (Zhu, Yamane, & Paul 2010).

<table>
<thead>
<tr>
<th>Subtype</th>
<th>Inducers</th>
<th>Function</th>
<th>Effectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Th1</td>
<td>IL-12 and IFN-γ</td>
<td>mediate cellular immune response to intracellular pathogens (enhancing microbicidal activity by macrophages and cytotoxic cells) and induce delayed-type hypersensitivity responses</td>
<td>IL-2, IFN-γ, TNF-α and TNF-β (lymphotoxin)</td>
</tr>
<tr>
<td>Th2</td>
<td>IL-2 and IL-4</td>
<td>mediate humoral immunity against helminths and other extracellular pathogens; play a role in allergic reactions, help B cells to develop into antibody producing cells and recruit neutrophils, eosinophils, and basophils to sites of infection and inflammation</td>
<td>IL-4, IL-5, IL-9 and IL-13</td>
</tr>
<tr>
<td>Th17</td>
<td>TGF-β, IL-6, IL-21 and IL-23</td>
<td>induction of tissue inflammation and immune responses against extracellular bacteria and fungi</td>
<td>IL-17</td>
</tr>
<tr>
<td>TReg</td>
<td>IL-10</td>
<td>maintain self antigen tolerance by down-regulating immune response to self and non-self antigens by controlling activation and function of CD4+ T cells, CD8+ T cells and APCs</td>
<td>TGF-β</td>
</tr>
</tbody>
</table>

Table 1.1 CD4+ T cell effector subtypes

The effector lineages known to be derived from naïve CD4+ T cells in the periphery are listed in their table with the cytokines required to induce their production, their functions and the characteristic cytokine profiles that define them.
Immunological memory refers to the ability of clones of differentiated antigen-specific CD4+ T cells to persist for considerable time after their specific antigen is no longer present. Memory cells differ from naïve cells by undergoing expansion faster than naïve cells in response to specific antigen. Their time to division is faster and therefore they are able to rapidly produce a much larger response of effector cells.

Memory cells can be distinguished from naïve cells in a number of ways. They are usually larger, more sensitive to antigenic stimulation and less dependent on co-stimulation. CD4 memory and naïve cells also have differential expression of several surface proteins including CD45RA and CD45RO. CD45RA and CD45RO are the high and low molecular weight isoforms respectively of the leukocyte common antigen, CD45. CD45 is a protein tyrosine phosphatase, essential for TCR signal transduction (Hermiston, Xu, & Weiss 2003). CD45RA is expressed on naïve cells and CD45RO on memory cells, therefore their expression is mostly reciprocal (Terry, Brown, & Beverley 1988) though there is frequently a tiny fraction of antigen primed cells, less than 1% of CD4+ T cells, that co-express CD45RA and CD45RO (Hamann et al. 1996).

Two functional subsets of memory cells are recognised, central memory cells (T_{CM}) and effector memory cells (T_{EM}) (Sallusto et al. 2000). Central memory cells are a pre-effector cell type. They constitute most of the memory T cells present in peripheral blood. When they encounter their cognate antigen, the interaction causes them to upregulate certain chemokine receptors including CCR7, which enables them to home to T cell areas in secondary lymphoid organs. Based on their dominant chemokine profile of either CXCR3 or CCR4 they can be divided into preTh1 and preTh2 respectively. Within the lymphoid organ preTh1 proliferate and differentiate into Th1 effector memory cells, and preTh2 differentiate into Th2 effector memory cells.

Effector memory cells tend to express activation markers and therefore in this respect closely resemble effector cells. Like effector cells, they are short lived and do not express CCR7, migrating instead preferentially from blood to peripheral tissues to provide a rapid response to pathogens at their point of entry. There they exhibit
cytolytic activity or secrete Th1 or Th2 type cytokines. They have short telomeres and don’t express telomerase so have reduced capacity to divide. The differentiation pathway undertaken by naïve cells to produce effector and memory cells is summarised in Figure 1.3.

![Diagram of T cell differentiation](image)

**Figure 1.3 Differentiation pathway of CD4⁺ T cells**
The diagram shows how the strength of TCR signalling determines the differentiation of T cells. Adapted from (Sallusto, Geginat, & Lanzavecchia 2004).

### 1.2.4 Numbers of CD4⁺ T cells during aging
Throughout aging the proportion of CD4⁺ T cells in the lymphocyte pool remains more or less the same. In healthy children (0-18 years) CD4⁺ T cells make up around 30%-60% of the total lymphocyte count (Shearer et al. 2003) and in healthy adults 32%-61%
of lymphocytes are CD4+ cells. In adults this translates to a median absolute count of 885 cells/µl of blood (493 - 1666) (95% reference range in parenthesis) (Santagostino 1999). However in children the normal range for absolute cell counts decreases with age. Up to 2 years of age the median CD4 count is around 2000 cells/µl and from 12-18 years it is around 800 cells/µl (Shearer et al 2003). Body size increases with age and so does the total circulating blood volume. Therefore even though the concentration of CD4+ T cells decreases the total body number of CD4+ T cells increases for the first 5 years and then remains fairly constant at around 3 x 10^{11} cells (Hazenberg et al. 2004).

The composition of the CD4+ T cell pool also changes with aging. At birth over 90% of CD4+ T cells in cord blood express CD45RA, which is expressed by naïve cells (Persaud et al. 2000). With increasing age, and therefore greater exposure to antigen, more naïve cells differentiate into effector and memory CD4+ cell types. Thus the concentration of naïve cells drops steeply within the first 8-12 years of life (Shearer et al 2003). However, the total body number of naïve cells has been demonstrated to increase for the first five years (Hazenberg et al 2004). Measurement of CD45RO expression has shown that though the proportion of memory cells varies greatly amongst individuals, by age 18 years it has increased from less than 5% at birth to around 40% (Shearer et al 2003). From age 18 onwards, the proportion of memory CD4+ T cells increases slightly with age but this increase is only statistically significant after age 70 years (Naylor et al. 2005). A regression model of the absolute counts and relative frequencies of CD4+ T cells and CD45RA+ and CD45RO− subsets is shown in Figure 1.4.
Figure 1.4 Age associated changes to CD4⁺ T cell population and naive and memory subsets

The graphs show a continuous exponential regression model of absolute size of the CD4⁺ T cell pool as well as relative frequencies of the memory (CD3⁺CD4⁺CD45RO⁺) and naïve subset (CD3⁺CD4⁺CD45RA⁺). The left y-axis shows the absolute cell count [cells/μL] of the considered population (green) and the right y-axis shows the relative frequencies, as a % of CD4⁺ T cells (red). The thickest curve indicates the predicted value, the middle width curve indicates the upper and lower limit of a 90% confidence level of the predicted value and the thin curve a 95% confidence interval. Reproduced from (Huenecke, Behl, & Zimmerman 2008).
1.2.5 Maintenance of the CD4⁺ T cell pool

Turnover reflects the rate at which cells within a population are replaced. T cell turnover is a function of cell production, which is a combination of thymic export and peripheral proliferation, and cell loss, through death or change of phenotype. Turnover is dynamic so both input and loss occur simultaneously. If the rate of input and output are equal, the size of the population remains constant. This is referred to as steady-state replacement. As mentioned previously the total body number of CD4⁺ T cells increases for the first 5 years of life and thereafter is relatively constant. This would suggest that initially processes of input exceed output but after 5 years of age, input and output from the total T cell pool are balanced. If the rates of input and loss to the system are high a slight increase or decrease in either produces an exaggerated effect on the population size.

The rates of proliferation and disappearance have been estimated in vivo using isotope labelling techniques to measure DNA synthesis and loss (Macallan et al. 1998), (Neese et al. 2001). Briefly, subjects are either given an intravenous infusion of deuterated glucose ([6,6⁻²H₂]glucose) or an oral dose of deuterated water (²H₂O). Therefore DNA synthesised during the labelling period will incorporate deuterium, which is heavier than the common hydrogen isotope because its nucleus contains a neutron. Blood is sampled during and after the labelling period, then the cell population of interest is isolated, the genomic DNA is extracted and further processed to isolate the deoxyribonucleosides. The deoxyribonucleosides are subjected to gas chromatography-mass spectrometry to measure the heavy isotope enrichment. The ratio of the heavy to common isotope provides the fraction of newly synthesised DNA and therefore new cells during the period. Thus the rate of accumulation and subsequent decay of the label from a sample of DNA from the cell population of interest can be used to calculate proliferation and disappearance from the population. Measurements have been made in healthy young adults for naïve and memory T cells (Macallan et al. 2003), for T cell memory subsets (Macallan et al. 2004), in the elderly for naïve and memory T cells (Wallace et al. 2004) and also in HIV infected adults (Hellerstein et al. 1999). Unfortunately it has not been possible to similarly determine rates of turnover in young children.
From eight healthy adults the average rates of proliferation and disappearance for naïve (CD45RA+ and memory (CD45RO+) CD4+ T cells were estimated to be 0.6%/day and 7.3%/day, and 2.7%/day and 7.4%/day, respectively (Macallan et al 2003). In healthy adults there is no net change in the CD4+ T cell population size with time, yet for both naïve and memory cells, the rate of disappearance from the population exceeds the rate of proliferation. At present there are two key explanations for this discrepancy. Mohri argued that this reflects the presence of a significant input from the thymus (Mohri et al. 1998). However, the large discrepancy in rates implies that thymic production must contribute 10 times more cells than peripheral proliferation. This does not appear to be compatible with studies showing that the contribution of peripheral proliferation is increasingly important with age and exceeds the contribution of thymic production in the maintenance of the naïve CD4+ T cell pool, even in young children (Kohler et al. 2005), (Berzins, Boyd, & Miller 1998), (Hazenberg et al 2004), (Bains et al. 2009). In terms of absolute numbers, this argument requires the export of some $10^{10}$ cells per day by the thymus. Thymic export is difficult to measure explicitly, however, current estimates are of the order of $10^{8}$ T cells per day (Haynes et al. 2000). A second explanation is to recognise that the interpretation of in vivo labelling studies is confounded by heterogeneity within the T cell population (Asquith et al. 2002). Label is made available to the entire population of cells, thus it is possible to estimate an average rate of proliferation for the entire population. However, only the rate of disappearance of labelled cells is measured hence the estimate is biased towards the rate of loss of rapidly proliferating cells. It is expected that recent proliferation would correlate with a higher probability of death therefore rates of proliferation, rather than disappearance, may likely give a better estimate of average population turnover (Bains et al 2009).

The mechanisms governing T cell homeostasis are poorly understood but it is observed that under steady state conditions both the naïve and memory CD4+ T cell compartments slowly turnover, in a seemingly antigen independent manner (Macallan et al 2004). Interestingly, the rates of turnover do not appear to be changed from early adulthood (mean age 26) to old age (mean age 76) (Wallace, 2004). Naïve CD4+ T cells have an inter-division time of approximately 1 year, which is significantly longer than
the shorter-lived memory population; the inter-division time is identified as 15 and 48 days for $T_{EM}$ memory CD4$^+$ T cells, CD45RO$^+$CCR7$^-$, and $T_{CM}$ memory CD4$^+$ T cells, respectively. The rate of turnover of $T_{EM}$ is more than double that of $T_{CM}$ which would suggest that $T_{EM}$ cells are short-lived and require a higher rate of replacement to maintain their numbers.

However, the rate of CD4$^+$ T cell turnover appears to change during HIV infection. Stable isotope studies in HIV-1 infected and uninfected adults have shown that the half-life of CD4$^+$ T cells in HIV infection is one-third as long as in uninfected controls and is not compensated for by increased production. The HIV-1 infected subjects commencing HAART was associated with an increased rate of production of CD4$^+$ T cells but not a longer half-life of circulating cells. These results suggest that HIV associated CD4$^+$ lymphopenia may be due to shortened survival time and failure to increase the production of circulating CD4$^+$ T cells.

The heterogeneity in the average rate of replacement of cells within the sub-populations of CD4$^+$ T cells likely reflects the different mechanisms that maintain naïve T cell diversity and are responsible for the long-term survival of T cell memory. It has been shown that survival of the naïve T cell compartment is dependent upon contact with IL-7 (Tan et al. 2001) as well as low affinity recognition of self-peptide MHC molecules (Takeda et al. 1996) (Tanchot et al. 1997), whereas, CD4$^+$ memory is largely maintained by a combination of IL-7 and IL-15 and does not appear to require IL-2, TCR signalling or co-stimulatory molecules such as CD28. Adoptive transfer of naive cells into T cell deficient hosts have been useful for studying the process of homeostatic division and investigating the importance of the size of the T cell niche and space available. However, the dividing cells rapidly convert to memory phenotype and it is therefore thought that this is a better model of lymphopenia-induced proliferation than the homeostatic mechanisms that drive division during steady-state (Min et al. 2003) (Surh and Sprent 2008). The processes that maintain the number of CD4$^+$ T cells are summarised in Figure 1.5.
Cells being lost from the naïve pool are an additional source of input to the memory population by undergoing immune activation and differentiating into memory cells, thus the rate of activation within this naïve pool will in part determine the rate of appearance of new cells into the memory pool.

Figure 1.5 Maintenance of the number of CD4⁺ T cells
Processes that contribute to maintenance of the CD4⁺ T cell concentration are shown.

1.3 HIV VIROLOGY

1.3.1 Classification of HIV
HIV belongs to the retrovirus family, a group of viruses with a plus sense RNA genome, which replicate through a DNA intermediate with the help of a viral RNA-dependent DNA polymerase. The earliest retroviruses studied were isolated from birds and were associated with tumours in the host animal. The first human retrovirus, human T cell Lymphotropic virus (HTLV), was discovered in 1980 by Gallo et al. (Poiesz et al. 1980). There are currently 5 known human retroviruses, HTLV-I, HTLV-II, HTLV-V, HIV-1, and HIV-2. Both HIV type 1 (HIV-1) and HIV type 2 (HIV-2) cause AIDS.
However HIV-1, on which this work is focussed, is the more virulent type and accounts for 90% of the entire global disease burden.

Initially retroviruses were divided into three genera based on their pathogenesis: oncoviruses, spumaviruses and lentiviruses (Buchschacher 2001). Oncoviruses are associated with tumourigenesis in both animals and humans. The human retroviruses, HTLV-I, HTLV-II and HTLV-V, are oncoviruses associated with adult T cell leukaemia. Although other oncogenic viruses, such as Epstein-Barr Virus (EBV), which can cause Hodgkin's disease, Burkitt's lymphoma and nasopharyngeal carcinomas are known, they differ from oncoviruses in that they cause cancer indirectly via immunosuppression whereas oncoviruses cause cancer directly by inserting viral oncogenes into the host genome or enhancing oncogenes already present in the host genome (Butel 2000).

Spumaviruses, also called foamy viruses because they produce a foamy appearance in cultured cells, are highly cytopathic in vitro. However there is currently no evidence of pathogenesis in humans or animals though infections are common in both (Switzer et al. 2005).

The last retrovirus genus, ‘lentivirus’, literally means ‘slow virus’; and these viruses were so called because the course of infection was characterized by a long interval between initial infection and the onset of serious symptoms. HIV is the only human member of lentivirus group. Other members are the animal immunodeficiency viruses such as the simian immunodeficiency viruses (SIV), which infect monkeys and chimpanzees.

Based on phylogenetic analysis of the nucleotide sequence of the env gene HIV-1 strains have been divided into three groups: M, N and O. M is the most prevalent, globally it accounts for over 95% of HIV-1 isolates. Currently Group M is further subdivided into nine clades A, B, C, D, F, G, H, J and K (including the sub-subtypes
A1, A2, A3, A4, F1 and F2). The most prevalent are clades B (found predominantly in North America and Europe), A and D (found mainly in Africa), and C (found mainly in Africa and Asia). Recombination between and within the clades produces recombinant strains called circulating recombinant forms (CRFs). 18% of the global HIV burden is due to CRFs most of which are recombinations with clade A viruses (Taylor et al. 2008).

1.3.2 Origin of HIV

Disputes about the origins of HIV were finally settled at the turn of this century and it is now generally agreed that HIV arose from its close Lentivirus relative, Simian Immunodeficiency Virus (SIV), by cross species transmission (zoonotic transmission) (Sharp et al. 2001). In nature, SIV infection is common in many catarrhini, old world monkeys and apes, such as the African green monkey, sooty mangabeys and chimpanzees though some catarrhini simians such as macaques are not natural reservoirs. In contrast new world monkeys, platyrrhini, do not seem to be natural reservoirs of SIV. Within their natural hosts, SIV viruses are generally not pathogenic but have been shown to be pathogenic in other species. When macaques are inoculated with SIV from sooty mangabey monkeys a pathogenic infection is observed (Lewis et al. 1992). Isolates of SIV have been shown to infect human CD4+ T cells, monocytes and macrophages, as does HIV itself (Grimm et al. 2003).

HIV-1 and HIV-2 probably arose from different SIV lineages since each is more closely related to a particular SIV than to each other. Thus it is believed that SIV from chimpanzees (SIV_{CPZ}) in southern Cameroon and SIV from sooty mangabey monkeys (SIV_{SMM}) in west-central Africa were responsible for the introduction of HIV-1 and HIV-2 respectively, into the human population. The differing simian origins of HIV-1 and HIV-2 were elucidated by reconstructing the phylogenetic relationships among the many strains of HIV-1 and HIV-2, as well as related SIV strains. A simplified phylogenetic relationship trees for primate lentiviruses (derived from pol sequences), which place the two HIV types in different SIV lineages is shown in Figure 1.6.
There was some controversy in the 1990s that SIV was introduced from its primate host into the human population in east-central Africa during the 1950s by an oral polio vaccine that was contaminated with SIV<sub>CPZ</sub>. This was mostly discredited because molecular clock analysis, which uses models of HIV-1 sequence evolution, place the HIV-1 group M ancestor earlier than 1940 with 95% certainty. It is more widely accepted that SIV entered the human population from the practice of hunting and eating monkeys as bushmeat in central Africa. In this region primate species including chimpanzees and sooty mangabey monkeys are routinely killed for food. It is thus very plausible that during the butchering or perhaps eating of poorly cooked bush meat people were exposed to blood or other primate secretions (Sharp et al 2001).

![Phylogenetic relationship tree of primate lentiviruses](image)

**Figure 1.6** Phylogenetic relationship tree of primate lentiviruses
Diagram shows interspersion of the HIV-1 and HIV-2 groups around SIV<sub>CPZ</sub>. Horizontal distances indicate genetic separation between strains. CPZ= chimpanzee, SMM= sooty mangabey monkey. Adapted from (Sharp et al 2001).

### 1.3.3 Structure of HIV

The structure of the HIV virus (Turner and Summers 1999) consists of a nucleic acid core, encapsulated by a capsid consisting of 2,000 copies of the viral protein, p24 as shown in Figure 1.7. Enclosed within the capsid are the enzymes integrase and reverse transcriptase and other viral proteins. Around the capsid is another protein casing called
the matrix. The viral enzyme protease is present within the matrix. Around the matrix is an envelope derived from the host cell plasma membrane, acquired when the virus buds through the cell membrane. Embedded in the envelope are the viral glycoproteins, gp120 and gp41. The core contains two copies of the single stranded RNA genome, arranged as a dimer.

Figure 1.7 Structure of an HIV virion
The diagram shows the organisation of the HIV virion. The lipid membrane, also known as the envelope, is derived from the host cell plasma membrane. Reproduced from (CDC 2008)

Compared to other viruses the HIV-1 genome is relatively small. Shown schematically in Figure 1.8 it is approximately 9 kilobases (kb) and contains only 3 open reading frames (ORFs), which are common to all retroviruses: gag, pol and env. These ORFs are flanked by long terminal repeats (LTRs), sequences of repeated nucleotides generated during reverse transcription and found at the ends of viral DNA (the provirus). They regulate synthesis of viral RNA.
Gag (group specific antigen) encodes the precursor protein, gag, which is cleaved to give the internal major structural proteins of the virus: matrix, capsid, nucleocapsid and p6 proteins. Pol (polymerase) encodes the viral enzymes protease, reverse transcriptase and integrase. Env (envelope) encodes the precursor (gp160) of the viral envelope proteins gp41, also called transmembrane protein, and gp120, also called surface protein 14.

In addition to these, HIV also expresses the regulatory genes tat and rev that are essential for viral replication, and the accessory genes vif, vpr, vpu and nef. The accessory genes function to make the host biology promote the virus life cycle and are important in determining the virulence of the virus (Nielsen, Pedersen, & Kjems 2005).

![Figure 1.8 Schematic representation of the HIV-1 genome](image)

Schematic representation of the HIV-1 provirus. Gag, group specific antigen; Gag-Pol, group specific antigen-polymerase; Env, envelope; Tat, trans-activator of transcription; Rev, regulator of expression of virion proteins; Nef, negative effector; Vif, virion infectivity factor; Vpr, viral protein r; Vpu, viral protein u; LTR, long terminal repeat. Reproduced from (Nielsen, Pedersen, & Kjems 2005).

### 1.3.4 HIV life cycle

First, HIV must enter the body. This can occur in infected sexual secretions at epithelial surfaces lining the genital tracts or it can be introduced directly into the bloodstream by
blood transfusions, contaminated needles and during childbirth. Infection is far more likely if HIV is introduced directly into the blood stream than from exposure of epithelial surfaces to infected sexual secretions. Either way the virus can be carried as free virions in blood or lymph or bound to dendritic cells until it reaches a target cell, where the complex HIV replication cycle then occurs.

1.3.4.1 Viral entry and uncoating

Entry into target cell is via binding of the viral glycoprotein gp120 to CD4 on the host cell surface (Dalgleish et al. 1984), (Klatzmann et al. 1984). As was shown in Figure 1.7, gp120 is the surface subunit and is bound to the transmembrane protein gp41 in a trimeric arrangement, 3 pairs of gp120-gp41 structures together. Gp41 contains two amphipathic helical domains, heptad repeat-1 and heptad repeat-2 (HR1 and HR2), and a fusion peptide. Binding to CD4 causes a conformational change in the structure of gp120, which exposes the co-receptor binding sites. Co-receptor binding results in a conformational change to gp41 allowing HR2 and HR1 to interact with each other to form a stable six helix bundle structure. This produces a fusion pore and HIV enters the cytoplasm leaving the viral envelope at the cell surface behind (Jones, Korte, & Blumenthal 1998).

Evidence that CD4 alone is not sufficient for viral fusion came from attempts to infect murine cells expressing human CD4; although HIV was bound the cells did not become infected (Ashorn, Berger, & Moss 1990). Additionally HIV isolates derived from T cells could not infect monocytes or macrophages and vice versa, suggesting the existence of multiple co-factors that must be cell type specific (Gartner et al. 1986). The first co-receptor identified was CCR5, previously known as fusin, which is used preferentially by T cell line-tropic HIV isolates (Feng et al. 1996). Subsequently the co-receptor used by macrophage-tropic isolates was found to be C-X-C motif chemokine receptor four (CXCR4), previously known as CCKR5 (Alkhatib et al. 1996). The chemokine receptor used as a co-receptor by a virus is determined by the V3 loop of its gp120 but most commonly, CCR5 and CXCR4 are used (Markovic and Clouse 2004). CCR5 is the co-receptor used by primary isolates at the beginning of HIV-1 infection and individuals with a 32-base pair deletion in the CCR5 gene (Δ32) have been shown
to be highly resistant to infection by primary HIV-1 isolates (Kostrikis et al. 1999). During later stages of HIV infection mutations by viral isolates allow them to use CXCR4 as a co-receptor (Bahbouhi, Landay, & Al-Harthi 2004).

The requirement for CD4 and a co-receptor limits the tropism of HIV to thymocytes, CD4+ T lymphocytes, macrophages, CCR5+ dendritic cells and glial cells of the nervous system (Poveda et al. 2006). For successful entry, multiple receptors and co-receptors must be recruited therefore CD4+ T cells are the main target cells for HIV because they are more abundant and have a higher surface density of CD4 and chemokine co-receptors. Amongst CD4+ T cells more memory than naïve cells are infected (Spina, Prince, & Richman 1997). This may be partly explained by their differential co-receptor expressions. Expression of CCR5, which is used by most virus isolates, is largely restricted to memory cells. CXCR4, which is used by viral isolates in advanced infection, is expressed on both naive and memory cells but more so on naive cells (Mo et al. 1998).

Retroviruses show a cell cycle restriction to infection (Yamashita and Emerman 2006). Most can only infect dividing cells and those that can infect non-dividing cells, cells in G₀, usually do so with reduced efficiency. HIV and the other lentiviruses show the least restriction. Cells in G₀ are in a distinct quiescent phase outside of the cell cycle. They are neither dividing nor preparing to divide and cell cycle machinery is removed. HIV can infect with equal efficiency into dividing cells and terminally differentiated non-dividing cells. Naïve unactivated quiescent cells in the periphery can also be infected but at lower efficiency. This may also explain why more memory than naïve cells are infected and also allows the establishment of major viral reservoirs such as non-activated CD4+ T cells and terminally differentiated macrophages. For infection to be productive, resulting in the generation of new virions, the host cell needs to be activated because viral production has been shown to require the same cytokine signalling that is elicited from the IL-2 receptor following TCR triggering (Oswald-Richter et al. 2004).
Successful interaction between the virus and a suitable cell allows the virus to enter the cell, disassemble the capsid, referred to as uncoating, thereby exposing viral RNA and enzymes. Although, uncoating is the least understood part of the HIV replication cycle, it is known to occur in activated cells but not resting cells because lysate from activated cells can trigger uncoating but lysate from resting cells cannot. This also suggests the involvement of host cellular factors in the uncoating process. A cellular kinase, peptidyl-prolyl isomerase Pin1, that specifically recognizes a capsid protein motif and phosphorylates its’ serine residue has been shown to be required for the disassembly of the HIV-1 capsid (Misumi et al. 2010).

1.3.4.2 Reverse transcription

After uncoating the RNA genome, HIV is reverse transcribed by viral reverse transcriptase (RT) (Freed and Mouland 2006) (Castro et al. 2006). RT is a holoenzyme consisting of 2 protein subunits, DNA polymerase and RNase H. The DNA polymerase subunit is an RNA dependent DNA polymerase that catalyses the addition of deoxynucleotides complementary to the RNA strand to form the nascent DNA strand. RNase H is a ribonuclease that catalyses the hydrolytic cleavage of the 3’-O-P-bond of RNA in a DNA/RNA duplex. As mentioned in section 1.3.3 each HIV virion contains 2 complementary RNA molecules, the plus strand and the minus strand, also called the positive sense strand and the negative sense strand respectively. The plus strand is the coding strand, which means it is identical to viral messenger RNA (mRNA) and can be directly translated into protein. The minus strand is non-coding.

RT, like all DNA polymerases, requires a primer with a free 3’-hydroxyl to initiate DNA synthesis. On the plus strand, where reverse transcription begins, the primer is a host cell transfer-RNA (tRNA) molecule, added to the virus during assembly of the viral particle. The tRNA molecule anneals to an 18 nucleotide sequence close to the 5’ end of the plus strand, called the primer binding site (pbs). The DNA polymerase subunit of RT catalyses the addition of a deoxynucleotide to the 3’ end of the tRNA primer and from here synthesis of a complementary DNA strand proceeds to the 5’ end of the plus strand RNA (Litvak et al. 1994). The RNase H subunit then catalyses the degradation of the RNA strand where it was hybridised to the nascent DNA strand. The
short DNA strand produced, called the minus-strand strong stop DNA, then moves from the 5’ to the 3’ end of the plus strand, a step referred to as the first strand transfer. Here its 3’end acts as the primer for the synthesis of the complete minus DNA strand. The tRNA primer is then removed by RNase H (Freed and Mouland 2006).

During DNA minus strand synthesis when the RNA plus strand was hydrolysed by RNase H action small fragments remained. These small fragments of plus strand RNA are used as primers for the synthesis of the DNA plus strand. They anneal to purine rich sequences on the RNA minus strand, the polypurine tract (PPT) and the central PPT (cPPT). Removal of the tRNA allows RT to move to the minus strand where it adds deoxynucleotides to the 3’ end of the RNA primers (Freed 2001). The template switching, where RT moves from one RNA strand to the other is one of the mechanisms that generate genetic diversity in HIV viruses (Basu et al. 2008). If the two RNA molecules in a virion are not identical then template switching results in a novel recombinant DNA genome made of sequences from both RNAs. The process of reverse transcription is summarised in Figure 1.9.
Synthesis of the first DNA strand, the minus strand, is initiated from the primer binding site (PBS) on the RNA plus strand, utilising a tRNA as a primer. Synthesis of the second DNA strand, the plus strand, is initiated from the central polypurine tract (cPPT) using RNA fragments generated from hydrolysis of the RNA plus strand during DNA minus strand synthesis. Adapted from (Freed 2001).

1.3.4.3 Proviral integration and transcription

The new viral DNA, known as the provirus, is then imported into the nucleus as part of the pre-integration complex (PIC). The PIC consists of viral and cellular proteins required for integration. The integration of the provirus into the host genome is mediated by the viral enzyme integrase (IN) (Delelis et al. 2008). First IN cleaves off nucleotides from the 3’ ends of both strands of the provirus. Then at the integration site
IN cleaves the host DNA in a staggered manner and the 3’ ends of the provirus join to the cleaved ends of the host DNA. Host cell repair enzymes then fill in the gaps between the viral DNA and the host DNA.

The provirus can lie latent and the infected cell continues to function, or in the presence of certain transcription factors including NF-κB, the virus can become active and replicate. In the latter case, replication begins with transcription of viral DNA, which starts at the long terminal repeat (LTR) with the binding of the viral protein, Tat, to an RNA element, the transactivation response region, and results in the production of over 30 viral RNAs (Wu and Marsh 2003). They are divided into unspliced, partially spliced and small multi-spliced RNAs. The unspliced full-length viral RNA is exported from the nucleus under the direction of the viral protein, Rev, which binds to the Rev responsive element in the viral RNA and is destined to be packaged into progeny virions as genomic RNA. The spliced RNAs are translated in the cytoplasm. Translation of the partially spliced RNAs results in the synthesis of the structural proteins, the Gag polyprotein precursor, the Gag-Pol polyprotein precursor, the Env glycoprotein precursor, gp160. Translation of the small multispliced RNAs results in the synthesis of tat and rev as well as the accessory proteins Nef Vif, Vpr and Vpu.

1.3.4.4 Virion assembly and budding

The next two steps, assembly of the viral particle and budding from the cell membrane, occur simultaneously beginning with the transportation of viral proteins and viral genomic RNA via the golgi apparatus, to the plasma membrane. Within the golgi apparatus the Env glycoprotein precursor, gp160, is cleaved into gp120 and gp41 by a host protease. At the cytoplasmic side of the plasma membrane assembly is directed by Gag. The Gag protein is divided into functional domains, each with an associated activity that is required for efficient generation of immature viral particles. The N-terminal matrix domain, directs Gag to the plasma membrane, the central capsid domain determines particle morphology, the nucleocapsid domain binds RNA, enabling the packaging of the viral genome, and the C-terminal domain, p6, is required for the separation of the viral envelope from the host cell membrane, releasing new virions into the extracellular space (Bieniasz 2009). Maturation of the viral particles requires the
action of viral protease, which catalyses a series of cleavage reactions in gag resulting in morphological and structural changes that render the virions infectious. A pictorial representation of the steps of the HIV replication cycle and their cellular locations are shown in Figure 1.10.

1.3.4.5 Innate restriction factors against HIV

The HIV replication cycle is subject to the effects of innate restriction factors, proteins produced by host cells that target intracelluar HIV-1 replication, which may be important in the development of novel therapeutic agents against HIV infection. The restriction factors, which operate at different stages of the HIV-1 life cycle, include Apolipoprotein B mRNA-editing enzyme 3G (APOBEC3G), which inhibits reverse transcription by catalysing the deamination of viral minus strand cytidines to uracil, bone marrow stromal cell antigen 2 (BST-2), which limits the release of viral particles possibly by tethering them to the cell membrane and tripartite motif protein 5 alpha (Trim5α), which blocks reverse transcription and nuclear import of the HIV provirus possibly by binding to incoming virion cores and prematurely uncoating them. Restriction factors, however, do not operate unopposed because HIV encodes proteins, Vif, Vpu and Tat, which counteract their effects (Strebel, Luban, & Jeang 2009).
The diagram shows the steps in the replication of an HIV virion from cell entry through to release of the new virions. Reproduced from (Monini et al. 2004)

1.4 PATHOGENESIS OF HIV INFECTION

1.4.1 The clinical course of HIV-1 infection

HIV infection is a chronic viral infection, characterised by a decline in the CD4 count and other immune dysregulation. The immunodeficiency allows for the opportunistic infections and neoplastic changes that ultimately result in death. The course of HIV infection and the associated changes in plasma viraemia and CD4 count are summarised in Figure 1.11.
HIV infection in most individuals begins with an acute phase of high-level viraemia within 2 months of infection. During this period viral replication is rampant resulting in the dissemination and seeding of virus in all peripheral lymphoid organs as well as in mucosal-associated lymphoid tissue. The rampant viral replication is reflected by a high viral load that can reach millions of copies of virus per millilitre of plasma. Therefore the acute phase is the most infectious phase. The acute phase ends as the viral load decreases and plateaus to a set point, as the immune system mounts an anti-viral response. This set point is very important because high viral set points are associated with rapid disease progression to AIDS (Sterling et al. 2001), even though there is no standard method for calculating the viral load set point. The viral load set point is determined by host factors such as gender, age, race, other diseases, and human genetic variation as well as viral factors such as co-infection with multiple HIV subtypes, which
is associated with an increased set point (Streeck and Nixon 2010). During the acute phase there is also a marked drop in the numbers of circulating CD4\(^+\) T cells but they rebound, though still below normal values, as the viral load declines. Most patients experience cold and flu-like symptoms such as fever, lymphadenopathy, fatigue, malaise and myalgia during this period (Vergis and Mellors 2000), (Hicks, Gay, & Ferrari 2007).

The immune response is characterised by a rapid increase in the concentration of CD8\(^+\) T cells and the release of antibodies against HIV-1 into the bloodstream. Activated HIV-1 specific CD8\(^+\) T cells kill HIV-1 infected cells but are unable to entirely contain viral replication and eradicate HIV. The decline in viral load down to the set point is associated with a decline in CTL number and activity, which may partly explain why HIV is not eradicated (Miedema et al. 1994). In addition HIV continually mutates to generate virus that escapes from control by HIV-1 specific CD8\(^+\) T cells. Anti-HIV-1 antibodies appear to have little impact on viral replication but their presence in the plasma is utilised for diagnosis. Enzyme linked immunosorbent assays (ELISA) specific for HIV-1 antibodies are used to diagnose HIV-1 infection after seroconversion (Morris 2002).

The second phase of infection, clinical latency, is an asymptomatic chronic phase, which without treatment is associated with a gradual decrease in CD4 count, and little change in viral load from the set point established during primary infection. This phase is of extremely variable length, some individuals remain asymptomatic for over 10 years without treatment and others progress rapidly to full blown AIDS within a few years (Vergis and Mellors 2000), (Jaffar et al. 2004). Though little decrease in CD4 count is seen during this phase the rate of CD4 attrition is actually high but is adequately compensated by rapid replacement of the cells. Kinetic measurements with deuterated glucose have shown that in HIV infected individuals over 50% of the new cells produced/day were short lived compared to 30% in HIV negative subjects (Hellerstein et al 1999).
The last phase of infection, AIDS, is associated with a steep increase of the viral load and rapid decline in CD4 count. During this final phase of infection, the immune system fails and the body becomes progressively more susceptible to opportunistic infections and neoplasms, which ultimately result in death. Typical AIDS defining opportunistic infections include *candida, mycobacterium* species and *Pneumocystis carinii*. The most common cancers seen in HIV-1 infected individuals include Kaposi’s sarcoma and B cell lymphomas (Libman 1992), (Vergis and Mellors 2000).

The pathogenesis of HIV-1 is complex and determined by both viral and host factors. Multiple modes of pathogenesis have been proposed and studied. Pathogenesis is more complicated than CD4 depletion resulting in compromised immunity because non CD4\(^+\) T cell populations are also depleted. B cell function and numbers have been shown to be compromised in HIV infection independently of CD4\(^+\) T cell impairment (Moir and Fauci 2008). Additionally virally induced CD4 depletion by SIV in the natural host monkey has been observed without progression to AIDS (Milush et al. 2007). This thesis however is confined to CD4\(^+\) T cell depletion and recovery, and the next sections describe possible causes of the CD4 depletion observed in HIV infection, focussing on the dynamic between CD4\(^+\) T cells and HIV.

1.4.2 **Direct elimination of HIV-1 infected cells by HIV and CTLs**

In the 1980s several groups demonstrated the cytopathic effect of HIV replication on CD4\(^+\) T cells in culture, when productively infected cells were lysed (Fenyo, Albert, & Asjo 1989), (De Rossi et al. 1986), (Fisher et al. 1985). The amino terminal end of the viral protein gp41 on its’ own can lyse up to 40% of cells in culture (Mobley et al. 1992). *In vivo* only infection of activated cells is cytopathic whereas infection of quiescent cells by HIV results in a non-replicated latent infection (Briant et al. 1996). However latently infected cells present viral antigens on their cell surface so can be killed by CTLs (Riviere et al. 1989), (Grant, Smaill, & Rosenthal 1993) and complement and antibody mediated lysis (Gregersen et al. 1990).
1.4.3 Indirect elimination of HIV uninfected CD4+ T cells via apoptosis

Direct killing of CD4+ T cells by HIV lytic infection and CTLs may mostly explain the initial loss of CD4+ T cells during the acute phase of HIV infection. However, by the chronic phase the number of HIV-1 specific CTLs is markedly reduced and neither lytic infection nor CTLs can account for the depletion of uninfected cells in HIV-1 infection. Then crosslinking of gp120 on the surface of CD4+ T cells was demonstrated to induce their death by apoptosis (Banda et al. 1992). Additionally apoptosis was shown to occur predominantly not in infected CD4+ T cells but in the bystander uninfected CD4+ T cells hence the term the ‘bystander effect’ (Finkel et al. 1995). Other studies also reported increased apoptosis in HIV infected people compared to uninfected controls (Laurent-Crawford et al. 1991), (Patki, Georges, & Lederman 1997). It has been demonstrated in vitro that PBMCs from HIV-1 infected patients are more likely to undergo spontaneous apoptosis than similarly treated peripheral blood mononuclear cells (PBMCs) from uninfected adult controls. In both the controls and the infected individuals cells in synthesis phase (S phase), the phase of the cell cycle when DNA is replicated, were more likely to undergo apoptosis than other cells (in G0-G1) but the CD4 cells from infected individuals were more likely to enter S phase (Patki et al. 2000).

Increased apoptosis has been found to be associated with disease progression (Gougeon et al. 1996). Individuals with the lowest CD4 counts (0-99 cells/µl) have higher levels of apoptosis in PBMCs than individuals with higher CD4 counts (Patki, Georges, & Lederman 1997). Children who are long term non progressors (LTNPs), those who have survived with HIV for over 5 years, without significant anti-retroviral therapy (ART), were shown to have characteristically low frequencies of apoptotic CD4 and CD8 cells and less mitochondrial membrane disruption (Moretti et al. 2000). Expression of CD95, a death receptor on the surface of cells that leads to programmed cell death (apoptosis), has been shown to be strongly increased in both CD45RO+ and CD45RA+ T cells of HIV-1-infected children (Baumler et al. 1996). Similar apoptotic changes, increased activation of the cyclin B complex are found in HIV and pathogenic SIV infection (Paiardini et al. 2006).
1.4.4 Increased activation induced cell death during HIV infection

In 1991 Jean Claude Ameisen and André Capron proposed that the increased apoptosis in HIV-1 infection might be mediated by activation on the basis that thymocytes undergo apoptosis in response to activation during selection in the thymus (Ameisen and Capron 1991). They showed that only CD4+ T cells from HIV infected individuals underwent apoptosis after mitogen stimulation \textit{in vitro} compared to CD4+ T cells from uninfected controls (Groux et al. 1992). Studies by other groups also found that apoptosis of CD4+ T cells \textit{in vitro} was increased by activation with IL-12 (Meyaard et al. 1992), (Estaquier et al. 1995). These findings were echoed in a murine (Saha, Yuen, & Wong 1994) and a primate model of HIV infection (Wallace et al. 1999).

Numerous studies using different markers of activation such as CD25, CD38 and HLA-DR have demonstrated that in both adult and paediatric HIV infections, the proportion of activated cells within the CD4 pool is increased (Lees et al. 1993), (Mahalingam et al. 1993), (Plaeger-Marshall et al. 1994). Immune activation has been shown to correlate with CD4 count (Sousa et al. 2002) and disease progression (Carbone et al. 2000).

Increased activation is a plausible cause of CD4 depletion via apoptosis. As explained in section 1.2.3 activation of the TCR, depending on signal strength, can lead to anergy and therefore cell death, or differentiation from long lived cells into short lived effectors that are prone to activation induced cell death. Additionally activated cells are at greater risk of productive HIV infection (Williams and Greene 2007). All of these would deplete CD4+ T cells, however HIV viral antigens would only be recognised by the TCRs of HIV-1 specific CD4+ T cell and they make up a small fraction of the T cell repertoire. Therefore if HIV antigen recognition by HIV specific CD4+ T cells alone was the cause of CD4+ T cell activation it would be insufficient to cause the massive T cell loss.

HIV has however been shown to increase expression of co-stimulatory molecules and as explained previously co-stimulatory molecules lower the threshold required for immune activation. A mechanism by which chronic expression of co-stimulatory molecules
might cause CD4 depletion has been shown in mice that constitutively express CD70. CD70 is the ligand for the co-stimulatory molecule CD27 and is present on B cells (Tesselaar et al. 2003). In these mice all TCR stimulation was accompanied by co-stimulatory CD27-CD70 signalling and they showed a progressive fall in naïve T cells with a concomitant increase in effector-memory cells. This ultimately resulted in the depletion of naïve cells from the lymph nodes and spleen with the mice succumbing to the opportunistic infection *Pneumocystis carinii*. Correspondingly in humans, expression of proliferation markers, markers of terminal differentiation and effector memory cells has been shown to be higher in HIV-1 infected individuals than in healthy controls; whereas the proportion of naïve cells is reduced compared to healthy controls (Jordan et al. 2006).

Initially it was assumed that HIV replication and antigens were inducing non-specific activation but studies showing no relationship between CD4 depletion and viral load would imply that this was unlikely (Albuquerque et al. 2007). A significant proportion of individuals on HAART achieve suppression of viral replication yet still have low CD4 counts (Albuquerque et al 2007). HIV infected children with a low CD4 count (less than 15% of total lymphocyte count) have been shown to have a greater proportion of memory CD4+ cells than uninfected controls, and this result was independent of viral load. In addition the proportion of naïve cells (CD45RAhi+CD62L+) was much lower regardless of viral load. For those children with good CD4 counts (more than 25%) they showed a proportion of CD4 memory cells similar to healthy controls regardless of their viral load. This was also true for the proportion of CD45RAhi+CD62L+ cells. The proportion of activated cells increased as CD4 percentage fell regardless of each viral load (Resino et al. 2006).

A similar observation has been made in adults. When symptomatic HIV-1 infected adults were compared to asymptomatic long term non-progressors with equally high viral loads, the asymptomatic long term non progressors had significantly lower levels of CD4+ T cell activation and proliferation, as measured by HLA-DR and Ki67 expression respectively (Choudhary et al. 2007).
In SIV infection within the natural host there is usually persistently high viral load and viral replication but little cell activation or cell depletion (Kornfeld et al. 2005). This would suggest that viral replication does not directly cause immune activation. However if a foreign host is infected, for example Asian rhesus macaques infected with SIV<sub>SM</sub>, increased immune activation is detected. This model shows a very similar pathogenesis to human AIDS. Both have an initial acute period of high viraemia which is then partly controlled by CD8<sup>+</sup> cells followed by a longer asymptomatic phase characterised by persistent viral replication and slow but gradual CD4 depletion. In this pathogenic model as in HIV there was an increase in immune activation. In these monkeys, as in HIV infected individuals, lower levels of viraemia are associated with a slower disease course.

These data in children, adults and monkeys would suggest that some other antigens, not HIV, are acting to lower the required threshold for cell activation and thus triggering non-specific wide spread immune activation.

1.4.5 CD4<sup>+</sup> T cell depletion in the gut

As mentioned earlier CCR5 using viruses predominate during the early stages of HIV infection and CCR5 expression is restricted to memory cells yet Zauders<sup>et al</sup> were able to demonstrate that it was the decrease in the concentration of CCR5<sup>−</sup> cells, not CCR5<sup>+</sup> cells, whose concentration remained unchanged, that accounted for the decline in CD4<sup>+</sup> T cell count during the primary phase of infection and also that it is was the concentration of circulating CCR5<sup>−</sup> cells that increased after treatment with antiretroviral therapy. They noted that after initiation of antiretroviral therapy during primary phase infection the concentration of non-proliferating (Ki67<sup>−</sup>) CCR5<sup>−</sup> cells increased which would suggest that the increase in cell number was due to the release of cells previously sequestered within lymphoid tissue. They also noted that the proportion of CCR5<sup>+</sup> cells that expressed Ki67, and therefore were proliferating, was increased yet there was no significant increase in the number of CCR5<sup>+</sup> cells (Zaunders et al. 2001), which begs the questions, what is the fate of newly produced CCR5<sup>+</sup> cells in the circulation?
Previously CD4+ T cells in GALT, which have a predominantly memory phenotype, had been shown to be depleted during primary HIV infection compared to uninfected individuals (Lim et al. 1993) and it had been established that SIV infection of rhesus macaques resulted in profound and selective depletion of CD4+ T cells in the intestines within days of infection (Veazey et al. 1998). α4β7 is the integrin required for gut homing and Krzysiek et al have shown that the concentration of α4β7+CCR5+ cells is much lower in HIV infection than in healthy controls. Additionally they found that the low concentration of α4β7+CCR5+ cells was not improved after initiating anti-retroviral therapy (Krzysiek et al. 2001). Taken together these data might suggest that CCR5+ cells proliferate and migrate to the gut to replace CCR5+ cells being lost here.

Indeed more recently, Brenchley et al demonstrated that the first CD4+ T cell subset depleted from the gut in HIV infection are CCR5+ memory cells in the GI tract mucosa. Comparing CD4+ T cell depletion in peripheral blood, mesenteric lymph nodes, inguinal lymph nodes, and the jejunum, within 17 days after SIV infection of macaques, Brenchley et al observed that the percentage of CD4+ T cells within gut mucosa dropped from over 40% down to less than 1%. In 50 HIV infected persons flow cytometric analysis of gut biopsies showed much lower percentages of CCR5+ CD4+ T cells compared to healthy controls (Brenchley et al. 2004).

In SIV infected rhesus macaques gut memory cells were subsequently shown to be productively infected during the acute phase of high viral replication and viraemias by Li et al. and therefore likely depleted by direct killing (lytic infection) despite their predominant resting state (Ki67−). As discussed previously the viral replication peaks during the acute phase and declines in part due to elimination of infected cells in the periphery by virus-specific CTLs. However CTL responses in the colon are minimal and Li et al propose that the CD4+ T-cell depletion markedly reduces the size of the population of susceptible cells available for infection and hence peak viraemia declines. They also show that productive infection alone would be unlikely to explain the massive depletion of CD4+ T cells from the gut because at the peak of viral production only 7%
of cells were actually infected. By demonstrating increased levels of caspase 3, Fas and Fas ligand, Li et al provide evidence for the depletion of uninfected memory cells from the colon by bystander apoptosis (Li et al. 2005).

1.4.6 Bacterial translocation and activation of circulating CD4+ T cells

The gut is a unique immune environment; only a thin epithelium separates GALT immune cells within the lamina propria from high numbers of bacteria and microbial products within the gut lumen. Gut lymphocytes need to be able to respond swiftly against pathogenic bacteria and ignore innocuous food allergens and commensal organisms. Inappropriate responses to commensal organisms in the gut result in atrophy of the gut mucosa as seen in inflammatory bowel disease (Scharl and Rogler 2010). TRegs may be important in limiting the activation of GALT T cells by harmless organisms and their products. Additionally gut cells are predominantly resting and proliferate poorly in response to activating cytokines (Zeitz et al. 1994). Depletion of CD4+ T cells from the gut may enable microbial translocation, the passage of microbes and microbial products into the body and systemic circulation. Bacterial translocation occurs in many other conditions including inflammatory bowel disease, where it is associated with systemic immune activation. Therefore it has been hypothesised that the profound depletion of CD4+ T cells from the gut in HIV infection causes a breakdown of the mucosal barrier thus increasing susceptibility to microbial translocation from the GI tract to the systemic circulation (Douek 2007).

The endotoxins, lipopolysaccharide (LPS) and lipoooligosaccharide (LOS), found within the outer membrane of gram negative bacteria, are potent inducers of inflammation and immune activation (Heumann and Roger 2002). Detection of LPS within the plasma indicates bacteraemia hence measuring plasma LPS can be used as a measure of bacterial translocation. Plasma LPS levels were measured in people without HIV and people at various stages of HIV infection, acute, chronic and advanced disease. Plasma LPS was significantly higher in HIV-1 infected individuals in the chronic and AIDS phases of infection than in uninfected controls and individuals with acute phase HIV infection. The median plasma LPS level in patients with chronic or advanced disease
was 75 pg/ml (Brenchley et al. 2006). 14 pg/ml is sufficient to produce systemic immune activation therefore the level of LPS measured in HIV infection could account for the increased immune activation characteristic of HIV infection (Douek 2007).

Plasma LPS levels in monkeys with pathogenic SIV can be dramatically reduced by administering antibiotics that target microbes in the GI tract (Brenchley et al 2006). This finding supports the gut as the likely source of LPS in HIV infection. However this was associated with only a modest decrease in the measures of LPS-mediated *in vivo* monocyte stimulation. SIV infection in macaques is pathogenic and plasma LPS levels in infected macaques are significantly higher than in uninfected macaques. However there is no difference in plasma LPS levels between SIV infected and uninfected sooty mangabeys, the natural host (Brenchley et al 2006).

LPS triggered immune activation is transduced via surface CD14 and soluble CD14 (sCD14) therefore sCD14 increases when monocytes are stimulated by LPS (Heumann and Roger 2002). HIV infected individuals at all stages of infection show significantly higher levels of sCD14 compared to uninfected controls. In HIV infected individuals starting HAART, after 48 weeks plasma LPS was inversely correlated to CD4⁺ T cell count (Brenchley et al 2006). This suggests that one of the mechanisms underlying the increase in CD4 count observed in HAART could be decreased bacterial translocation. However this requires further substantiation, for example, by determining whether HIV infected individuals, not receiving HAART, experience increased CD4 counts when bacterial translocation is blocked or reduced, perhaps by administering antibiotics that target gut microbes.

More recently depletion of CD4⁺ T cells has been shown to occur in non-pathogenic SIV infection in sooty mangabey and African green monkeys but is not associated with increased mucosal or systemic immune activation. There was also no significant difference in depletion kinetics between non-pathogenic infection is sooty managabeys and pathogenic infection in Rhesus macaques. Though non-pathogenic SIV infection in sooty mangabey is not associated with increased systemic immune activation, a
transient increase in activated proliferating PBMCs has been shown to occur early in infection. In 2 out of 5 monkeys followed up there was also a transient increase in plasma LPS levels (Gordon et al. 2007). These results suggest that CD4 depletion on its own may not be enough to compromise the mucosal barrier thus permitting microbial translocation or that sooty mangabeys may be able to adjust to the depletion of CD4+ T cells from gut mucosa and re-establish the barrier against microbial translocation with decreased number of cells.

As discussed previously CCR5+ CD4+ T cells are depleted from the gut in HIV infection however within peripheral blood Brenchley et al found no difference between the percentages of circulating CCR5+ CD4+ T cells in HIV infected and uninfected individuals and that the concentration of HIV-1 infected CCR5+ memory cells in the gut was over a 100 fold greater than the concentration of HIV-1 infected CCR5+ memory cells in peripheral blood (Brenchley et al 2004). This difference between the rates of infection, and the possible resulting difference in death rates, could partly explain why depletion of CCR5+ CD4+ T cells appears to be restricted to the gut. Compared to the gut where they account for 40-80% of all CD4+ T cells, only 10-30% of circulating CD4+ T cells were found to express CCR5. Memory CD4+ T cells in GALT are quite distinct from other populations of memory cells. As has mentioned previously they are predominantly resting (Ki67-) and additionally it has demonstrated in non-human primates that they do not undergo proliferation in response to antigen (Zeitz et al 1994).

As mentioned in previous sections, apart from proliferation of existing memory cells, naïve cell activation and differentiation into memory cells contributes to the number of memory cells. As gut memory cells poorly proliferate and low frequencies of naïve cells are present in the gut, homeostatic mechanisms available to attempt to compensate for the dramatic depletion of memory cells from the gut could hypothetically be limited to immigration of peripheral blood memory cells that express α4β7 and therefore have gut homing potential. This could be another potential mechanism contributing to CD4+ T cell depletion from peripheral blood. The question remains though, why administration of antiretroviral therapy is associated with an increase of CD4+ T cells in the periphery but not in the gut?
Additionally the loss of memory cells from peripheral blood could be offset by increased activation driven differentiation of naïve cells into memory cells because in adults the composition of the CD4+ T cell pool in peripheral blood is 70-90% naïve and 10-30% memory cells as compared to 20-60% naïve and 40-80% memory in the gut (Centlivre et al. 2007). Thus in the gut, activation driven differentiation of a small naïve cell population would be unable to keep up with the rapid depletion of memory cells.

1.4.7 Role of CD4+ T regulatory cells in HIV pathogenesis

As described previously immune activation is usually controlled by Tregs. Tregs could have either or both of two opposing roles in HIV infection. They could be deleterious by inhibiting antiviral T cell responses which could lead to viral persistence and more rapid disease progression. Tregs could be advantageous by suppressing non-specific immune activation and thus slowing down disease progression by limiting viral replication and activation-associated immunopathology (Hartigan-O’Connor, Abel, & McCune 2007). However the role of Tregs in HIV infection is poorly understood in part due to different research groups producing conflicting results, which are affected by the poor consensus in identifying Tregs.

There is a general consensus that Tregs are increased in tissues of HIV infected individuals and pathogenic SIV infected monkeys and that Treg tissue numbers are proportional to viral load. However there is conflicting data about the numbers of circulating Tregs (Chougnet and Shearer 2007). The role of Tregs in HIV remains elusive.

1.5 HIV INFECTION IN CHILDREN

There are significant differences between adult and paediatric HIV infection in part due to differences between the immature immune systems in children and the more mature
systems in adults. There are also separate distinct difficulties in diagnosis and management that are specific to children.

1.5.1 Transmission

It is estimated that 90% of paediatric HIV infection occurs by vertical transmission from mother to child (UNAIDS 2002). HIV infection can occur in utero during foetal development. HIV has been detected in both foetal tissue and amniotic fluid indicating passage of infected cells or virus across the placenta (Sprecher et al. 1986). The next time point for infection is the intrapartum period, during birth. Then after birth in the postpartum period the child can be infected by exposure to virus or infected cells during breast-feeding (Sprecher et al. 1986). Most neonates (65%) are infected in the peripartum period during and after delivery (Sprecher et al. 1986).

1.5.2 Diagnosis

HIV is more difficult to diagnose in children than in adults. ELISAs specific for anti-HIV-1 IgG antibodies are commonly used for diagnosing infection in adults. However, they are not suitable for diagnosing HIV-1 infection in infants as maternally derived antibodies continue to circulate for up to 12 or 18 months after birth. PCR detection of HIV DNA can detect 25-30% of infected newborns and the rest can be detected by 1 month of age (Read 2007). Testing infants born to HIV infected mothers should therefore begin within 48 hours of birth, repeated at 1 to 2 weeks and then at 1, 2, and 6 months, although guidelines vary amongst hospitals. Additionally, infants with a single positive PCR test results should have it confirmed by follow-up PCR and viral isolation. Vertically transmitted HIV-1 infection can only be excluded in those infants with PCR test results that remain negative through 6 months of age (Luzuriaga and Sullivan 1998).

1.5.3 Clinical course of paediatric HIV-1 infection and pathogenesis

HIV infection is more aggressive and rapid in vertically infected children. As a result the death rate in HIV-infected children is higher than in HIV-infected adults. Before the
advent of HAART an estimated 23% of infected children developed AIDS before the age of 1 year, and nearly 40% by 4 years. 10% died before age 1 year and 28% before age 5 years (European Collaborative Study 1994).

From birth, viral load increases rapidly and peaks at 1-2 months (median values at 1 and 2 months, 318,000 and 256,000 copies/ ml respectively) then slowly declines to a median of 34,000 copies/ ml at 24 months (Shearer et al. 1997). This is a higher peak and a slower decline than seen in adults. Prognostic indicators of disease progression such as viral load and CD4 count are less reliable in children; in the first several months of life viral load cannot be used to distinguish infants with rapid disease progression from those with slower disease progression (Luzuriaga and Sullivan 1998). This is because in children, the high plasma viraemia observed in the primary infection phase usually continues for much longer than in adults yet during this time they can sometimes maintain a CD4 count within normal levels for their age groups. During this time the turnover of CD4+ T cells is very high with the thymus generating CD4+ cells to replace the high numbers being lost (Krogstad et al. 1999). This feeds viral replication as the emergence of new cells presents a greater number of potential targets to the virus.

Deficiencies in the immature immune system may account for the high viral loads and progression seen in children. Mature cellular and humoral responses, especially functional cytotoxic T lymphocytes (CTLs) are mostly lacking in the young infant (Buseyne and Riviere 1993) (Luzuriaga et al. 1993). CD4+ T cells responses are also poorer in infants. They are characterized by lower frequencies of antigen-specific T cells and a reduced magnitude of the response i.e. smaller clonal expansion compared to adults. Antigen presentation in infants is also poorer. In contrast to adult DCs, infant DCs express lower levels of MHC and adhesion molecules, their ability to produce IL-12, which is required to stimulate naïve CD4+ T cell differentiation, is lower. Therefore the adaptive immune response in infants is compromised and may in part explain the high viraemia in this age group.
In some aspects the rapid disease progression in paediatric HIV infection is surprising. As previously discussed, the early events in HIV infection include a profound loss of activated memory cells from GALT. However children, especially infants, are less antigen-experienced than adults and have lower frequencies of memory cells in lymph nodes and peripheral blood, as discussed previously, and thus have fewer suitable targets for HIV infection. Studies of neonatal macaques infected with SIV have shed light on this paradox. In common with human neonates, peripheral blood and lymphoid T cells in macaques neonates are mainly naïve however examination of intestinal lamina propria from macaque neonates, even on the day of birth, revealed that most, 40-90% of the CD4+ T cells were activated memory cells (defined by CD45RO and CD95 expression in macaques) and within 21 days of infection with SIV the vast majority of were found to have been selectively eliminated by direct viral infection (Wang et al. 2007) (Veazey et al. 2003). This result is in contrast to the adult gut where the majority of directly infected and eliminated memory cells were in the resting state.

1.6 TREATING HIV INFECTION

There is currently no cure or vaccine for HIV. Treatment mainly consists of antiretroviral drugs that delay the progression to full-blown AIDS.

1.6.1 Anti-retroviral drugs

The first anti-retroviral (ARV) zidovudine, formerly azidothymidine (AZT), became available over 20 years ago. AZT is a nucleoside reverse transcriptase inhibitor (NRTI) based on the structure of deoxythymidine. During reverse transcription, the reverse transcriptase enzyme incorporates nucleotides, which are phosphorylated nucleosides, at the 3’ hydroxyl (OH) end of the primer being used to synthesise the viral DNA. In human cells, DNA polymerase normally removes misincorporated bases. However, reverse transcriptase does not show proofreading nuclease activity so cannot remove misincorporated bases, which allows nucleoside analogues like AZT to function. Unlike deoxythymidine, AZT lacks the 3’ OH required for DNA strand elongation. Like a
normal nucleoside, AZT is phosphorylated by host cellular kinases to produce the nucleotide, deoxythymidine triphosphate, and then incorporated by reverse transcriptase. Chain elongation is terminated because there is no 3’ OH and RT cannot remove the AZT base (Furman and Barry 1988). Many other drugs which were analogues of other nucleosides such as lamivudine and didanosine were produced.

The next class of drug discovered were non-nucleoside reverse transcriptase inhibitors (NNRTIs). NNRTIs are a group of structurally diverse compounds that prevent viral replication by allosteric inhibition of the reverse transcriptase enzyme. The allosteric inhibition is mediated by the NNRTI interacting with a hydrophobic binding pocket near to but distinct from the enzyme’s active site, which is where nucleotide analogues bind. This may lead to conformational changes in the active site and inhibit the enzyme’s flexibility and consequently its activity (Wainberg 2003).

Protease inhibitors were discovered in 1996. They block the action of viral protease (PR). PR is responsible for cleaving precursor molecules to produce structural proteins of the mature virion core therefore protease inhibitors are an effective form of anti viral therapy because new virions synthesised do not mature and are not infective. PR inhibitors like saquinavir mimic the enzyme’s peptide substrate (Flexner 1998).

The 3 classes of anti-retrovirals described thus far interfere with viral replication and production. Only one class of drugs, fusion inhibitors, prevent viral entry into the cell. As described previously in section 1.3.4 during entry HIV attaches to the host cell membrane via the gp120-CD4 interaction which is mediated by gp41. The helices, HR1 and HR2, of gp41 pack together to form a fusion pore. Fusion inhibitors mimic the helical domains, and inhibit fusion by interacting with their complementary domain on gp41. Enfuvirtide (T20), the only approved fusion, is an analogue of HR2. It competes with HR2 for binding with HR1 thus preventing formation of the fusion pore (Lazzarin 2005).
The newest class of ARVs, integrase inhibitors has only one approved member. Raltegravir, approved by the FDA in October 2007, is the first commercially available drug in this class. The drug interferes with integration of the provirus into the host cell genome by inhibiting the strand-transfer step of integration by blocking the active site of integrase, inhibiting the action of the viral enzyme, integrase (Cocohoba and Dong 2008).

1.6.2 Non-antiretroviral agents

Given in combination with antiretroviral drugs, other agents have a small role in the management of HIV infection by acting upon host factors rather than the HIV virus. The most prominent of these is maraviroc, a CCR5 inhibitor. It works by binding to a hydrophobic pocket in the transmembrane helices of CCR5, separate from the site of gp120 binding, thus altering the conformation of the extracellular loops bound to by gp120 (Tilton and Doms 2009).

The association between immune activation and rapid disease progression led to the supposition that agents that suppress inflammation and immune activation could be beneficial against HIV infection. Use of cyclooxygenase type 2 inhibitors has been associated with decreased expression of markers of immune activation, particularly in patients with viraemia (Kvale et al. 2006). Use of corticosteroids as an adjunct to HAART have shown no added advantage over HAART alone (Wallis et al. 2003). Additionally long term use of corticosteroids is associated with significant toxicities specifically bone necrosis and Cushing’s disease.

Other drugs have been given to boost CD4+ T cell division. Treatment with IL-7, which is required for T cell development and naïve cell survival, can enhance CD4+ T cell numbers therefore IL-7 was considered as a possible adjunct to anti-retroviral drugs. However IL-7 stimulates HIV replication in vitro as demonstrated in thymic organ cultures, enhances HIV entry into cells through CXCRR4 and chronically elevated levels of IL-7 up-regulate Fas (or CD95) expression (Capitini, Chisti, & Mackall 2009). Treatment with intermittent cycles of IL-2 leads to significant and sustained increases in
CD4 T cell counts by increasing the survival but not proliferation of CD4+ T cells. However the effect is limited to central memory and naïve cells that express the IL-2R (CD25). These cells have high levels of FoxP3 (Read et al. 2008). Though only weak suppressive effects have been detected the wisdom of selectively expanding what is potentially a population of Tregs is questionable. It could be associated with decreased non-specific immune activation and/or decreased HIV-specific responses.

1.6.3 Highly Active Anti-retroviral Therapy

Used in isolation ARVs are effective at reducing viral replication. However this does not last long as HIV rapidly develops resistance to all anti-retroviral agents, highly active anti-retroviral therapy (HAART) circumvents this problem. HAART is the description given to the most effective anti-retroviral drug regime. It consists of at least 3 drugs belonging to at least 2 of the ARV classes. A typical regimen would be two NRTIs plus either a protease inhibitor or an NNRTI.

Within 2 weeks of instituting HAART viral loads drops in the vast majority of individuals and a slower increase in CD4 count is seen. This is sustained during further treatment. The increase in the CD4 count is associated with the alleviation of clinical symptoms. HAART does not cure HIV but if strictly adhered to it keeps the plasma viral load below the limit of detection by conventional PCR, 50 copies/ml, and the CD4 count remains close to normal. If it is stopped the viral load soon rebounds.

Most individuals on HAART regimens have to take several pills multiple times a day without end. The regimes are further complicated by meal restrictions and other issues. Also ARVs are associated with hepatotoxicity, renal toxicity and many unpleasant side effects like lipodystrophy, dyslipidaemia, insulin resistance and increased risk of cardiovascular disease. Therefore it is not surprising adherence is a significant problem especially amongst children, drug users, individuals with psychiatric disease and inadequate social support. Poor adherence results in the emergence of drug resistant HIV mutant strains. Then the regimen is no longer effective and must be changed.
However there is a very limited number of ARVs available thus there are few options available for patients who have failed multiple regimes.

If HAART is commenced in a severely immunosuppressed individual immune reconstitution inflammatory syndrome (IRIS) can occur. IRIS occurs when anti-retroviral therapy restores immune responses in an individual who are currently or recently infected with a pathogen. It usually results in inflammation of tissues infected with the pathogen. As IRIS is characterised by increased numbers of circulating IFNγ producing T cells it is considered to be the result of a protective but excessive immune response that is inadequately regulated. The major risk factor for IRIS is initiating antiretroviral treatment when the CD4+ T cell count is very low (<100 cells/μl) (French 2009).

Since the introduction of HAART, countries where it is widely available, have seen a decline in the incidence of HIV related morbidity and mortality.

1.7 RESPONSE OF HIV INFECTION TO THERAPY

1.7.1 Response in adults

In adults effective treatment with HAART produces an initial quick rise in CD45RO+ memory cells in the first few months followed by a slower second phase increase in CD45RA+ cells (Pakker et al. 1998), (Notermans et al. 1999). These findings are, however, dependent upon the stage of HIV infection when treatment was initiated. If HAART is initiated very early after seroconversion or before, the rate and size of recovery of naïve cells appears the same as memory cells. This rapid phase, both for memory and for naïve cells, is believed to be due to release of sequestered cells. However, for both early and late treated people, after at least 3-6 months on therapy, the rates of their naïve cell recovery become almost parallel. So by this time the method of CD4 replacement may be similar.
1.7.2 Response in Children

Initially treating children was very difficult as available antiretroviral medicines were initially developed for adults, and most standard fixed-dose combinations were inappropriate for children. This challenge, however, was overcome as a result of increased availability of paediatric regimens (Bowen, Palasanthiran, & Sohn 2008).

One of the first studies of HAART in children, 2-16 months of age reported that the drugs were well tolerated without clinically important adverse events and reported marked reductions, up to 2.5 logs compared with baseline levels, in plasma HIV-1 RNA levels during the first 14 to 28 days of therapy (Luzuriaga et al. 1997). However rates of viral suppression below the limit of detection among children have tended to be lower than among adults (Pavia 2008).

Numerous studies have reported increases in absolute CD4 count and percentage and other changes in CD4 subsets in children receiving HAART (Gibb et al. 2000), (van Rossum et al. 2001), (Hainaut et al. 2003), (Rosenblatt et al. 2005), (Newell et al. 2006), (Zanchetta et al. 2006). The study by Hainault et al looked at the effect of age on immune reconstitution (Hainaut et al 2003). Over the 12 months of their study they recorded a progressive increase in CD4+ cells (as a percentage of all lymphocytes). They observed also an increase in memory cells CD4+ cells (as a percentage of all lymphocytes) for the first 3 months and an increase in naïve cells (as a percentage of all lymphocytes) that continued for the whole 12 months of the study. Similar findings over a longer period, 48 months, were made by Zanchetta et al (Zanchetta et al 2006). Figure 1.12 from Gibb et al illustrates these changes (Gibb et al 2000). Significantly higher recovery rates of naive, memory and total CD4+ T cells were observed in children below the age of 3 years as compared with older children and were 10-40 fold higher than reported in adults (Cohen Stuart et al. 1998).
Figure 1.12 Changes to percentage of CD4$^+$ T cells and subsets in children receiving HAART

The graph reproduced from (de Rossi A. et al. 2002) shows the rise in the percentage of CD4$^+$ T cells and CD45RA CD4$^+$ T cells in children with time after initiating HAART. There was also a small initial increase in CD45RO CD4$^+$ T cells.

A significant question in the management of paediatric HIV infection has been when to start treatment. Children who are younger at the start of treatment have been found to achieve a close to normal naïve cell count faster than older children but by the end of the study the older children had achieved the same immune recovery (Zanchetta et al 2006). This finding is echoed in work by van Rossum et al (van Rossum et al 2001) and in Newell et al (Newell et al 2006) where there was no statistically significant difference in the likelihood of attaining a 20% increase in CD4 count by children who initiated therapy below 5 months compared to those who initiated after 5 years of age. These results would suggest that efficacy of HAART in children is not affected by age at initiation of treatment. However it does not indicate whether children who start treatment at an older age are immunologically disadvantaged in the long term. Additionally any immunological advantage conferred by early treatment must be weighed against the associated risks of long term toxicities including lipid, glucose and bone metabolism, the known difficulties of maintaining suppression in children, the risk of resistance mutations and the possibility of running out of effective agents before the child reaches adulthood (Pavia 2008). A recent study in adults followed people starting
HAART over 9 years and assessed the effect on survival of early initiation of HAART (CD4 count≥500 cells/mm3) versus late initiation (CD4 count<500 cells/mm3). The authors found there was an increased in the risk of death of 94% in the late treatment group (Kitahata et al. 2009). In a similar study, infants 6-12 weeks old were assigned to start HAART immediately or to start after the CD4+ T cell percentage fell below 20% (or 25% if the child was younger than 1 year), most of this group initiated treatment after 40 weeks follow up. Reductions in infant mortality and HIV progression of 76% and 75% respectively were demonstrated in the early start group over the deferred start group (Violari et al. 2008).

In conclusion HIV is a devastating infection with a complicated pathogenesis involving depletion of CD4+ T cells, especially memory cells initially from the gut which compromises the mucosal barrier against bacterial translocation. The ensuing bacterial translocation into the circulation, results in increased non-specific activation of circulating CD4 cells, especially memory cells. The activated cells differentiate into shorter lived cells, which are more susceptible to apoptosis. However the process of HIV infection in children may differ from adults because initially they have a much smaller proportion of memory cells and greater thymic potential. This thesis sought to further elucidate the processes of CD4+ T cell depletion and recovery in HIV-1 infected children by achieving the following aims:

- Investigate the changes to CD4+ T cell sub-populations during paediatric HIV-1 infection and the role played by cellular activation, differentiation, proliferation and apoptosis and viral replication in these changes.
- Investigate the effect of planned treatment interruption on CD4+ T cell sub-populations and the cellular processing controlling their numbers compared to continuous treatment with anti-retrovirals
- investigate the effect of planned treatment interruption on HIV latency and replication
CHAPTER 2
MATERIALS & METHODS
2.1 MATERIALS

2.1.1 Chemicals and solvents
All chemicals and solvents were obtained from Sigma Aldrich (Dorset, UK), except where otherwise stated, and were of analytical grade or above. All water used for buffer preparation was purified and deionised using a Millipore water purification system (Millipore R010, followed by Milli-Q Plus) (Millipore Ltd., Watford, UK) to ultrapure (Grade I).

2.1.2 Tissue culture materials (including plastics)
Sterile foetal calf serum (FCS) and Roswell Park Memorial Institute (RPMI) cell culture medium were purchased from Invitrogen (Paisley, UK). FCS was heat inactivated for 1 min at 60 °C in a waterbath. Sterile tissue culture flasks and plates were obtained from Nunc (Roskilde, Denmark). Polypropylene centrifuge tubes were obtained from Corning, (Amsterdam, Holland), and disposable serological pipettes from VWR International (Leicestershire, UK).

2.1.3 qPCR reagents
Nuclease free water and Magnesium chloride were obtained from Sigma Aldrich (Dorset, UK). Two Taq enzyme systems were used, the Brilliant II QPCR mastermix (Stratagene, Cedar Creek, Texas) and the Quantitect QPCR mastermix (Qiagen Inc., Hiden, Germany). Human placental DNA and tRNA carrier were obtained from Sigma Aldrich (Dorset, UK). The 8e5 cell line DNA extract was a kind gift of Dr Paul Grant (UCH Diagnostic Virology Services).

2.1.4 qPCR probes and primers
All probes and primers were obtained from Eurofins MWG Operon, Ebersberg, Germany. The nucleotide sequences are provided in Table 2.1. The PDH nucleotide sequences were kindly provided by UCH Diagnostic Virology Services, who use PDH,
the housekeeping gene in their in-house semi-quantitative HIV DNA assay. The Gag nucleotide sequences were as described in (Douek et al. 2002).

<table>
<thead>
<tr>
<th>OLIGONUCLEOTIDE</th>
<th>SEQUENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LTR forward primer</strong></td>
<td>5’-GCC TCA ATA AAG CTT GCC TTG A-3’</td>
</tr>
<tr>
<td><strong>LTR reverse primer</strong></td>
<td>5’-GGC GCC ACT GCT AGA GAT TTT-3’</td>
</tr>
<tr>
<td><strong>LTR probe</strong></td>
<td>5’-FAM TGT GAC TCT GGT AAC TAG AGA TCC CTC AGA C TAMRA-3’</td>
</tr>
<tr>
<td><strong>Pol forward primer</strong></td>
<td>5’-GCC TCA ATA AAG CTT GCC TTG A-3’</td>
</tr>
<tr>
<td><strong>Pol reverse primer</strong></td>
<td>5’-GGGCCGCACTGCTAGAGA-3’</td>
</tr>
<tr>
<td><strong>Pol probe</strong></td>
<td>5’-FAM CCAGAGTCACACAACAGACGGG CACA TAMRA-3’</td>
</tr>
<tr>
<td><strong>Gag forward primer</strong></td>
<td>5’-GGT GCG AGA GCG TCA GTA TTA AG-3'</td>
</tr>
<tr>
<td><strong>Gag reverse primer</strong></td>
<td>5’-AGC TCC CTG CTT GCC CAT A-3’</td>
</tr>
<tr>
<td><strong>Gag probe</strong></td>
<td>5’-FAM AAA ATT CGG TTA AGG CCA GGG GGA AAG AA TAMRA-3’</td>
</tr>
<tr>
<td><strong>PDH forward primer</strong></td>
<td>5’-TGA AAG TTA TAC AAA ATT GAG GTC ACT GTT-3’</td>
</tr>
<tr>
<td><strong>PDH reverse primer</strong></td>
<td>5’-TCC ACA GCC CTC GAC TAA CC-3’</td>
</tr>
<tr>
<td><strong>PDH probe</strong></td>
<td>5’-JOE CCC CCA GAT ACA CTT AAG GGA TCA ACT CTT AAT TGT TAMRA-3’</td>
</tr>
</tbody>
</table>

Table 2.1 nucleotide sequences of probes and primers
2.1.5 Antibodies

The monoclonal antibodies specific to the protein of interest used for flow cytometry are shown in Table 2.2. Each antibody was conjugated to one of the fluorochromes fluorescein isothiocyanate (FITC), phycoerythrin (PE) peridinin chlorophyll protein (PerCP), tandem dye phycoerythrin:cyanine (Pe-Cy5) or allophycocyanin (APC).
<table>
<thead>
<tr>
<th>HUMAN TARGET MOLECULE</th>
<th>MOUSE ISOTYPE</th>
<th>CONJUGATE</th>
<th>SOURCE</th>
<th>DILUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR7</td>
<td>IgG2a</td>
<td>PE</td>
<td>R&amp;D</td>
<td>1/50</td>
</tr>
<tr>
<td>CD31</td>
<td>IgG1</td>
<td>PE</td>
<td>Insight Biotechnology</td>
<td>1/100</td>
</tr>
<tr>
<td>CD38</td>
<td>IgG1</td>
<td>FITC</td>
<td>Insight Biotechnology</td>
<td>1/100</td>
</tr>
<tr>
<td>CD4</td>
<td>IgG1κ</td>
<td>PE</td>
<td>Insight Biotechnology</td>
<td>1/200</td>
</tr>
<tr>
<td>CD4</td>
<td>IgG1κ</td>
<td>PE-Cy5</td>
<td>Insight Biotechnology</td>
<td>1/100</td>
</tr>
<tr>
<td>CD4</td>
<td>IgG1</td>
<td>PerCP</td>
<td>Becton Dickinson</td>
<td>1/25</td>
</tr>
<tr>
<td>CD45RA</td>
<td>IgG2b</td>
<td>APC</td>
<td>Caltag</td>
<td>1/200</td>
</tr>
<tr>
<td>CD45RA</td>
<td>IgG1κ</td>
<td>FITC</td>
<td>Insight Biotechnology</td>
<td>1/100</td>
</tr>
<tr>
<td>CD45RA</td>
<td>IgG1</td>
<td>PE-Cy5</td>
<td>Insight Biotechnology</td>
<td>1/100</td>
</tr>
<tr>
<td>CD69</td>
<td>IgG1</td>
<td>FITC</td>
<td>Insight Biotechnology</td>
<td>1/100</td>
</tr>
<tr>
<td>HLA-DR</td>
<td>IgG1</td>
<td>FITC</td>
<td>Caltag</td>
<td>1/100</td>
</tr>
<tr>
<td>HLA-DR</td>
<td>IgG1</td>
<td>PE</td>
<td>Insight Biotechnology</td>
<td>1/100</td>
</tr>
<tr>
<td>CD45RO</td>
<td>IgG1</td>
<td>FITC</td>
<td>Insight Biotechnology</td>
<td>1/100</td>
</tr>
<tr>
<td>CD3</td>
<td>IgG1</td>
<td>PE</td>
<td>Becton Dickinson</td>
<td>1/50</td>
</tr>
<tr>
<td>Ki67</td>
<td>IgG1</td>
<td>FITC</td>
<td>Becton Dickinson</td>
<td>1/25</td>
</tr>
</tbody>
</table>

Table 2.2 Antibodies used in flow cytometric analysis

The source, isotype, fluorochrome conjugation and the dilution utilised are shown for each antibody.
2.1.6  Patient samples

2.1.6.1  UK samples

Whole blood samples were collected from HIV-1 infected children attending Great Ormond Street Hospital (GOSH), according to GOSH/UCL local research ethics council (LREC) standards and with parental consent before collection. 900 μl was collected from these children, and larger volumes (4-10ml) from healthy adult volunteers recruited within ICH. Venepuncture was performed either by myself or another appropriately trained person using a butterfly needle and syringe. The blood was collected into ethylenediaminetetraacetic acid (EDTA) to prevent coagulation.

2.1.6.2  PENTA 11 trial

6 ml whole blood in EDTA from HIV-1 infected children in London and Italy recruited to the PENTA 11 trial according to the EU Directive on Clinical Trials 2001/20.

Samples were then stored at room temperature, before being processed within 24 hrs after collection except samples for apoptosis investigation which were processed immediately unless otherwise stated.

2.1.7  Buffer preparation

Buffers and solutions used were prepared as described in Table 2.3.

<table>
<thead>
<tr>
<th>Buffer</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>FACS Buffer</td>
<td>0.2% bovine serum albumin (BSA), 0.02% sodium azide in phosphate buffered saline (PBS)</td>
</tr>
<tr>
<td>Perm Buffer</td>
<td>1% FCS, 0.1% sodium azide, 0.1% saponin in PBS</td>
</tr>
<tr>
<td>MACS Buffer</td>
<td>0.5% BSA, 2mM EDTA, 0.09% sodium azide in PBS. Passed through a 0.22μm filter membrane (Nalgene)</td>
</tr>
<tr>
<td>PFA</td>
<td>4% (PFA) in PBS dissolved by heating at 65°C for 45 min</td>
</tr>
</tbody>
</table>

Table 2.3 Composition of buffers used

The table describes the composition and preparation conditions of buffers used in the study.
2.2 METHODS

2.2.1 PBMCs

2.2.1.1 PBMC isolation
Lymphoprep centrifugation gradient medium purchased from *Axis-Shield (Dundee, UK)* was used to separate PBMCs according to manufacturer’s instructions. Briefly, blood was diluted with an equal volume of PBS then carefully layered over an equal volume of lymphoprep before being centrifuged in a Sorvall legend RT for 20 min at 800 x g without brake. The buffy coat containing the PBMCs was removed by pipette to a polypropylene centrifuge tube. The cells were then washed twice in RPMI at 300 x g for 5 minutes. The RPMI was then removed, and the cell pellet either used immediately or stored for future use, as described below.

2.2.1.2 PBMC storage
PBMCs intended for future use were cryopreserved, by resuspending the pellet in a solution of 90% (v/v) fetal calf serum and 10% (v/v) dimethyl sulfoxide. The suspension was aliquoted into volumes of 1ml into cryotubes and stored at -80°C.

2.2.1.3 PBMC preparation for experiments
Both fresh and frozen PBMCs were used. Frozen PBMCs were prepared for use by quick thawing in a water bath at 37°C. Each aliquot was shaken in the water bath until almost no ice remained. The tube was then transferred to a sterile flow cabinet. Initially, approximately 1ml FCS was slowly added drop by drop until no ice remained. The cell suspension was transferred to a polypropylene centrifuge tube and washed by adding 10ml warmed RPMI, before centrifugation at 300 x g for 10 minutes at room temperature. The supernatant was removed, taking care not to disturb the pellet, then this wash step was repeated with a further 10ml RPMI. Cells were then resuspended in FACS buffer (Table 2.3.). Cell pellets that could not be resuspended were assumed to be dead and excluded from further experimentation. Successfully resuspended cell pellets were further evaluated for cell death by a trypan blue exclusion assay.
2.2.1.4 Cell counting and trypan blue exclusion assay

Trypan blue was added to a small aliquot of the cell suspension to a final concentration of 0.02% then 10 µl of the cell suspension applied to an improved Neubauer haemocytometer (Hawksley, Sussex). The principle of the trypan blue exclusion assay is that viable cells, which have an intact cell membrane, are impermeable to the negatively charged blue dye. Therefore, the cells which are dyed by the trypan blue are counted as non-viable. The haemocytometer was viewed under the 10X objective of a microscope and appeared as shown in Figure 2.1. Using a hand tally counter, the total number of cells and the number of blue cells in the 5 areas, marked by red squares in Figure 2.1, are counted.

![Improved Neubauer haemocytometer](image)

Figure 2.1 Improved Neubauer haemocytometer
The improved Neubauer haemocytometer as viewed under a microscope 10X field is shown. The 5 counting chambers used to determine the average number of cells per chamber are marked in red.

To obtain the concentration of the cell suspension the total count from the 5 squares is divided by 5 to yield the average number of cells per counting chamber, which is multiplied by 2 to adjust for the 1:1 dilution in trypan blue. The volume of the counting chamber is 0.0001 ml therefore the product multiplied by $10^4$ is the concentration of the cell suspension. Combining these elements together produces the equation for determining cell concentration shown in Figure 2.2.
Then using the total cell count and the number of cells stained blue in the 5 counting chambers, the percentage viability was determined using the equation shown in Figure 2.3 (Fernandez-Botran and Vetvicka 2001).

\[
\text{Cell concentration (cells/ml)} = \frac{\text{Total count}}{5} \times 2 \times 10^4
\]

**Figure 2.2 Cell concentration equation**

\[
\% \text{ viable cells} = \frac{\text{number of viable cells (unstained)}}{\text{total number of cells}} \times 100
\]

**Figure 2.3 Cell viability equation**

If the viability was less than 95% the sample was rejected and discarded because the median viability using this method of PMBC separation, freezing and thawing has been shown to have a median viability of 95% when samples are thawed after up to 12 years of storage (Kleeberger et al. 1999) additionally CD4$^+$ T cell function has been shown to be deteriorate below a PBMC viability of 90% as measured by IFN$\gamma$ response to varicella zoster virus challenge (Smith et al. 2007).

### 2.2.1.5 Red blood cell lysis

In order to retrieve PBMCs from the whole blood samples, the red blood cell lysis method was used, as the sample volumes were too small to perform density gradient PBMC separation. Unless otherwise stated FACS lysing solution (Becton Dickinson, Oxford UK), which is a hypotonic solution of diethylene glycol, heparin, citrate buffer and formaldehyde, pH 7.2, was used as the lysis reagent. Hypotonic lysis of RBCs relies on osmosis thus when RBCs are placed in a hypotonic solution there is a net influx of water into the cells and the resulting osmotic pressure is sufficient to lyse the cells (Bird
White blood cells are not lysed because their cell membranes remain constant during volume changes (Schmid-Schonbein, Shih, & Chien 1980).

FACS Lysing solution was diluted 10-fold with distilled water, warmed to room temperature and 1 ml added per every 100 µl whole blood. The solution was mixed and incubated at room temperature for 20 min. Then the lysed red blood cells were removed by washing twice with 1 ml of FACS Buffer at 300 xg for 5 min and discarding the supernatant each time. The cell pellet was then resuspended in 100 µl of 4% PFA (Table 2.3)

2.2.2 Immunofluorescence methods

2.2.2.1 Antibody titration

To maximise the ratio of specific to non-specific binding all antibodies were titrated alongside a mouse immunoglobulin of the same isotype as the antibody and conjugated to the same fluorochrome. This served as a negative controls for nonspecific binding. A 2-fold dilution series of the antibody was prepared using FACS buffer, starting at the concentration recommended by the manufacturer. Then 2µl of each concentration was added to 100,000 PBMCs suspended in 100 µl of FACS buffer. At each concentration of antibody the mean fluorescence intensity (MFI) of the negative and positive cell populations on a histogram were noted. The ideal concentration chosen was a concentration where the maximum difference in MFI between the positive and negative populations was achieved. (McCarthy 2007) and the MFI of the negative population exceeds the MFI of the isotype control. The titrations of three antibodies were repeated on whole blood samples to ensure that titration results between PBMCs and whole blood were the same. As an example the titration curve for CD4-PECy5 is shown (Figure 2.4) where the optimal concentration was 2%.
Figure 2.4 CD4-PECy5 antibody titration
The CD4-PECy5 antibody and isotype control were titrated over a 2-fold dilution series from 4% to 0.25% (v/v). The MFI at each concentration were plotted on a graph.

2.2.2.2 Extracellular immunostaining
Extracellular staining for targets on the cell surface was carried out as previously described (Milson et al. 1986) but briefly 100 µl of whole blood or 10⁶ PBMCs suspended in 100µl FACS Buffer from each patient, as available, was incubated for 30 min, either at room temperature for whole blood or at 4 °C for PBMCs, with a combination of 3-4 antibodies added as described in Table 2.2. Two washes were then performed with FACS Buffer to remove unbound antibody as well as lysed red blood cells in the case of whole blood immunostaining. After decanting the supernatant, cell pellets were fixed by resuspending in 100 µl of 4% paraformaldehyde.

2.2.2.3 Intracellular immunostaining
Intracellular staining for the nuclear target Ki67 was carried out as previously described (Jacob, Favre, & Bensa 1991). Briefly following extracellular staining cells were permeabilized with Perm buffer then incubated with the anti-Ki67 antibody for 30 minutes. Perm Buffer contains saponin therefore it was chosen as it does not destroy the cell or affect membrane expression of surface antigens. The excess antibody was...
removed by washing with Perm buffer then FACS buffer both at 300 xg for 5 min. Finally cells were fixed with 4% paraformaldehyde

2.2.2.4 Flow cytometry

All flow cytometry was carried out on a Facs Calibre (Becton Dickinson) or Cyan (Dako). The electronic standardisation of the instrument was performed similarly to methods described previously (Loken, Green, & Wells 2000). First a suspension of unstained PBMCs were run on the flow cytometer whilst observing the forward scatter (FSC) and side scatter (SSC) dot plot. The gain setting on the FSC amplifier and the voltage on the SSC were adjusted in order to visualise a clearly define lymphocyte population on the FSC/SSC dot plot (see chapter 3, Figure 3.3).

With the unstained cells still flowing through the flow cytometer an electronic gate was drawn around the lymphocyte population and applied to histograms of FL1, FL2, FL3 and also FL4 if 4 fluorescent channels were to be used. Then the voltage for each fluorescent channel was adjusted such that almost all the signal from the unstained cells appeared in the first decade of fluorescence (again see chapter 3, Figure 3.3).

Compensating for the overlap of emission spectra for different fluorescent dyes is a very important part of flow cytometric analysis because without correction cells labelled with only one fluorochrome, for example, FITC may be detected by both the FL1 (FITC) and the FL2 (PE) detector. To perform spectral compensation cells labelled with only antibody-fluorescent conjugate are acquired on the cytometer for each antibody to be used. Then taking each antibody one at a time the compensation network is set such that when singly stained cells are viewed in another fluorescent channel they record the same fluorescence as unlabelled cells. For example cells labelled with CD4-PE should appear in the first decade on a histogram of FITC expression. When compensation is correctly applied the MFI of the FITC fluorescence of CD4⁻ and CD4⁺ cells are equal. Post-acquisition compensation and analysis were performed with Summit v. 4.3 (Dako).
Although running unstained cells is an appropriate control that provides a measure of non-specific binding when determining the threshold of unstained and stained cells for an antibody, isotype controls can be also be useful when using antibodies that yield a more continuous rather than discrete populations. Therefore in addition to the unstained cells appropriate isotype controls were also acquired.

After mixing, all test samples were run on the flow cytometer and a minimum of 10,000 lymphocytes were acquired and saved for each sample. Data files were then analysed using Summit v. 4.3 (Dako) software.

During analysis the hyperviscosity of plasma from HIV infected individuals combined with the high prevalence of nucleated red blood cells mean that it was sometimes difficult to identify a lymphocyte population based on light scatter because of the contamination of PBMCs by nucleated red blood cells, which failed to lyse. Where this occurred back-gating on CD4 was used to identify the position of lymphocytes.

Antibody expression by each population of interest was expressed as percentage of population positive for the antibody except for CD38 where in addition to percentage positive, to indicate the intensity of CD38 staining, the shift in mean fluorescence intensity (ΔMFI) was calculated compared to cells stained with the isotype control.

Flow cytometric data was shown on histograms and colour density dot plots.

### 2.2.3 Cell stimulation assay

Phorbol myristate acetate (PMA) in combination with ionomycin has been shown to induce cellular proliferation. PMA activates the serine and threonine-specific intracellular enzyme, protein kinase C, and ionomycin, a divalent cation ionophore draws calcium into the cell to initiate replication (Balk, Morisi, & Gunther 1984). Therefore to stimulate lymphocytes, fresh whole blood was divided between 2 wells in
a sterile tissue culture plates within a sterile flow cabinet. To one aliquot PMA and ionomycin were added to a final concentration of 25 ng/ml and 1 µg/ml respectively. Both aliquots were then thoroughly mixed and incubated in a Heraeus HERAcell incubator (Thermo Fisher Scientific, Loughborough, UK) programmed to 37 °C and 5% CO₂ for 4 hours.

2.2.4 Apoptotic cell detection

2.2.4.1 Selection of assay method
Several factors had to be taken into consideration when selecting an appropriate method for detecting apoptotic cells in this study. A flow cytometric method was required due to the small volume of blood available. Additionally the agent would need to be specific for apoptotic cells and exclude cells dying by necrosis. Activation of the caspase pathway is specific to apoptosis and does not occur in death by necrosis. HIV is a dangerous pathogen thus all samples must be fixed before acquired on flow cytometers thus the assay chosen had to be amenable to fixing. This precluded the use of annexin V, 7AAD and propidium iodide. Therefore apoptosis was measured by flow cytometry using the Vybrant FAM poly caspase kit (Invitrogen). The active agent is a green fluorescent inhibitor of caspases (FLICA), which binds irreversibly to the cysteine group on active caspases.

2.2.4.2 Optimisation of protocol
The protocol supplied by the manufacturer was designed for cultured cells therefore had to be adapted for this study. A 150X stock solution of FLICA reagent was prepared according to manufacturer’s instruction by adding 50 µl of DMSO (supplied in the kit) to the lyophilized FLICA reagent and mixing. The stock solution was divided in 5 aliquots of 10 µl and then stored at -20 °C. To prepare the 30X FLICA reagent working solution, after thawing at room temperature 40 µl of PBS was added to an aliquot of 150X FLICA and mixed. 30X FLICA solution was added to aliquots of whole blood to produce the following dilutions 1/30 (recommended by manufacturer) 1/50, or 1/100. After mixing, the blood was incubated for 60 min at room temperature. The red cells were then lysed as described in section 2.2.1. Using 2 ml of the apoptosis wash buffer
supplied with the kit, lysed red cells were removed by washing at 300 xg for 5 min then the remaining PBMCs were fixed using 60 µl of the formaldehyde solution provided with the kit.

To generate a positive control, camptothecin, a potent inhibitor of topoisomerase I, which is required for DNA synthesis was used to induce apoptosis. Fresh whole blood was aliquoted into two wells of a tissue culture plate. Camptothecin was added to one well to give a final concentration of 10 µM. The blood was placed in an incubator for 4 hours at 37 °C, 5% CO₂. The non-induced and camptothecin blood were then divided into 4 aliquots. Each aliquot was incubated for a further hour with no FLICA or with FLICA at one of the following dilutions, 1/30, 1/50 and 1/100.

Use of FACS Lyse solution was associated with non-specific binding of FLICA therefore a hypotonic ammonium chloride lysis buffer without fixative, Pharm Lyse (Becton Dickinson, Oxford, UK) was used according to manufacturer’s instructions. As before 30X FLICA was added to 100 µl whole blood at a concentration of 1/50 (v/v) and incubated for 1 hour at room temperature. Then 1 ml of Pharm Lyse was added, the sample vortexed and incubated at room temperature for 15 min. The sample was washed with 2 ml of apoptosis wash buffer at 200 xg for 5 min and the supernatant carefully pipetted off. The wash step was repeated and then the remaining cells fixed. However this method of red blood cell lysis was not robust especially when used on HIV infected blood samples. Incomplete lysis frequently occurred. Thus it was decided not to remove the red blood cells but instead to titrate the volume of FLICA reagent for whole blood unlysed.

2 µl of 30X FLICA reagent was added to 100 µl of whole blood and incubated at room temperature for 1 hour. The wash buffer and fixative supplied with the kit were used to wash off the excess FLICA, which diffuses out of the cell, and to fix the cells as described previously. The stained cells were then suspended in 500 µl PBS and passed through a 40 µm cell strainer to avoid clogging the flow cytometer. The flow cytometers used only allowed parameters to be saved for 10 million cells, which included only
1000-5000 CD4\(^+\) cells. Thus to allow for at least 10,000 CD4\(^+\) T cells to be acquired the threshold was changed from FSC to CD4 expression thus only CD4\(^+\) cells would be considered as an event/cell.

### 2.2.5 Isolation of naïve and memory CD4\(^+\) T cells

CD4\(^+\) T cells were isolated from PBMCs using the Miltenyi CD4\(^+\) T Cell Isolation Kit II (Miltenyi Biotech, Bergisch Gladbach, Germany) according to manufacturer’s instructions except that PBMCs were incubated with antibody cocktail for 60 min instead of 30 min.

PBMCs were thawed as described in 2.2.1.3 then centrifuged at 300 x g for 10 min at 4 °C. The supernatant was completely removed. The pellet was resuspended in 40 µl MACS Buffer and 12 µl of biotin-antibody cocktail was added. The solution was mixed well and incubated for 30 min at 4 °C. After adding 30 µl MACS Buffer and 23 µl anti-biotin microbeads and mixing, cells were washed with another 600 µl buffer at 300 x g for 10 min. The supernatant was completely removed and the pellet resuspended in 500 µl buffer.

An MS column (Miltenyi Biotech, Bergisch Gladbach, Germany) was rinsed with 500 µl buffer and placed within the magnetic field of a MACS separator (Miltenyi Biotech, Bergisch Gladbach, Germany). Then the PBMC cell suspension was applied to the column. The effluent that dripped through the column, which contains the purified CD4\(^+\) T cells was collected in a propylene centrifuge tube. The column was then washed three times with 500 ul buffer and the entire effluent collected in the same tube.

Following this naïve and memory CD4\(^+\) T cells were isolated using the Miltenyi CD45RO microbeads (Miltenyi Biotech) according to manufacturer’s instructions. The CD4\(^+\) cell suspension obtained previously was centrifuged at 300 x g for 10 min. The supernatant was completely removed and the CD4\(^+\) cell pellet resuspended in 80 µl MACS Buffer. 20 µl CD45RO microbeads were added. The cell suspension was mixed
and incubated for 30 min at 4 °C. The cells were washed with 2 ml buffer at 300 x g for 10 min. The supernatant was completely removed and the pellet resuspended in 500 µl buffer.

MS column (Miltenyi Biotech, Bergisch Gladbach, Germany) was rinsed with 500 µl buffer and placed within the magnetic field of a MACS separator (Miltenyi Biotech, Bergisch Gladbach, Germany). Then the CD4⁺ T cell suspension was applied to the column. The effluent that dripped through the column, which contains the purified CD45RO⁻CD4⁺ T cells was collected in a propylene centrifuge tube. The column was then washed three times with 500 µl buffer and the entire effluent collected in the same tube. The column was then removed from the magnet and bound cells, CD45RO⁺CD4⁺, flushed out with 1 ml buffer into a polypropylene tube.

2.2.6 DNA extraction
Cells were spun down for 10 min at 1400 rotations per minute (rpm). The supernatant was decanted and the cells resuspended in 200 µl of supernatant and brought up to room temperature. Whole genomic DNA was then extracted using the QIAamp DNA blood minikit (Qiagen, Hiden, Germany) according to manufacturer’s instructions. The kit makes use of the broad spectrum serine protease, proteinase K, to break down the cells exposing nucleic acid and to denature nucleases which would otherwise degrade the nucleic acid. Buffers then stabilise nucleic acids and enhance selective DNA adsorption to the QIAamp membrane. RNA does not adhere to the membrane.

DNA purity was assessed using a Nanodrop 2000 spectrophotometer.

2.2.7 Real-time PCR conditions
Two different enzyme formulations were available, QuantiTect (Qiagen) and Brilliant II QPCR Mastermix (Stratagene). The thermal cycling conditions for each are shown in
Table 2.4. All amplifications were conducted with a Mx3000P spectrofluorometric thermal cycler (Stratagene) using a two temperature cycling regime.

<table>
<thead>
<tr>
<th>QPCR MASTERMIX</th>
<th>QuantiTect</th>
<th>Brilliant II</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHASE</td>
<td>CONDITIONS</td>
<td></td>
</tr>
<tr>
<td>Activation</td>
<td>95°C, 10 min</td>
<td>95°C, 10 min</td>
</tr>
<tr>
<td>Denaturation</td>
<td>95°C, 10 s</td>
<td>95°C, 15 s</td>
</tr>
<tr>
<td>Annealing and elongation</td>
<td>65°C, 1 min</td>
<td>60°C, 1 min</td>
</tr>
</tbody>
</table>

50 cycles of:

Table 2.4 qPCR reaction conditions
The thermal cycling conditions used for the QuantiTect and Brialliant II enzyme formulations.

The final HIV DNA qPCR assay for quantifying HIV DNA in DNA extracted from samples of naïve and memory CD4+ T cells was as follows. qPCR reactions were performed in a total reaction volume of 25 µl, containing 12.5 µl 2X Qiagen Quantitect QPCR Mastermix (no-ROX) (Qiagen Inc., Hiden, Germany), 0.5 µl distilled water, 9 µl template, 0.5 µl gag probe and 0.5 µl PDH probe at 10 pmol/µl (equivalent to effective concentration of 200 nM), 0.5 µl gag primers at 20 pmol/µl (equivalent to effective concentration of 400 nM) and the PDH primers at 3 pmol/µl (equivalent to effective concentration of 120 nM).

The templates were test DNA samples, Tris EDTA (TE) (Qiagen Inc., Hiden, Germany) for the non-template controls and 8E5 DNA extract diluted in transfer RNA carrier (Sigma–Aldrich, Dorset, UK) for the standards used for calibration of copy and cell number. The 8E5 DNA standards were prepared using 30 ng/µl transfer RNA carrier to produce a 3-fold dilution series of 8E5 DNA extract from 3000 copies/µl down to 4.1 copies/µl. Thermal cycling conditions are shown in Table 2.4.
2.2.8 Statistical analysis

Statistical analyses were performed using GraphPad InStat software (version 3.06; GraphPad). All tests for statistical significance were two-tailed and \( p \) values <0.05 were considered significant. Where \( p \) values and coefficients required rounding they were rounded off to the nearest 2 significant figures. The population characteristics of both cohorts are described by their medians and interquartile ranges (IQR) as data was non-parametric. The difference in the distribution of a parameter such as percentage of a subset between 2 groups such as HIV-1 infected children and uninfected adults was tested for statistical significance using the Mann-Whitney test (or Kruskal-Wallis if more than 2 groups were compared) as data was non-parametric. Associations between 2 continuous variables were tested for statistical significance using the Spearman’s rank correlation test. To visualise the association, the variables were plotted against each other and GraphPad set to fit the appropriate regression line (and its associated 95% confidence interval).
CHAPTER 3
CHARACTERISING CD4\(^+\) T CELLS FROM CHILDREN WITH HIV
3.1 INTRODUCTION

3.1.1 Identifying CD4$^+$ T cells by flow cytometry

As discussed in chapter one, HIV infection and treatment with HAART are associated with changes to the balance of CD4$^+$ T cell subsets. Since the conception of flow cytometry most laboratories in the developed world and increasingly in the developing world use flow cytometry to quickly and accurately study and quantify these sub-populations in large numbers of samples, while requiring only very small sample volumes. To accurately assess these sub-populations, red blood cells are excluded either through red cell lysis leaving all the populations of peripheral blood leukocytes (PBLs) or by density gradient centrifugation which removes red blood cells (RBCs) and frequently polymorphonuclear cells thus only the peripheral blood mononuclear cells (PBMCs) composed of lymphocytes and monocytes remain (Patel, Ford, & Rickwood 1998), (McCarthy 2001).

Flow cytometry identifies cell populations through differentiation of their size, granularity and antigenic expression (Carter and Ormerod 2000). Lymphocytes, of which CD4$^+$ T cells are a subset, can be distinguished from other leukocytes by their smaller size and lack of granularity. CD4$^+$ T cells express a wide range of extracellular, cytoplasmic and nuclear proteins, which can be used to differentiate them from other lymphocytes. Expression of CD3, an integral part of the T cell receptor distinguishes T cells from B cells and natural killer cells. Use of antibodies specific for CD4 and CD8 enables discrimination between CD4$^+$ T cells and CD8$^+$ T cells. Monocytes and macrophages also express CD4 but the density of CD4 molecules on the cell surface is so much lower on these cells than on CD4$^+$ T cells that they can be distinguished from one another (Stewart, Fujimoto, & Levy 1986).

3.1.2 Distinguishing between naïve and memory CD4$^+$ T cells

CD4$^+$ T cells can be divided into numerous functional subsets with differing expression of surface and intracellular proteins. A commonly used functional division of CD4$^+$ T
cells is into naïve and memory cells which can themselves be further subdivided into several populations.

As mentioned in chapter one, different isoforms of the leucocyte common antigen, CD45, can be used to identify different subsets of CD4$^+$ T cells. CD45 is a high molecular weight glycoprotein expressed on leucocytes and immature RBCs. CD45 has a cytoplasmic tail and an extracellular domain. The cytoplasmic region is extremely conserved among mammals, showing 95% homology in the species analyzed. In contrast, the expression of the extracellular domain is highly variable, showing only 35% homology. The variation in the extracellular domain means that CD45 exists as various isoforms with molecular weight ranging from 180 kDa to 240 kDa. Variation in the extracellular domain is produced by alternative splicing of exons 4, 5, and 6, also called A, B and C, which can generate at least eight different isoforms, protein expression of five of these have been detected in humans (Hermiston, Xu, & Weiss 2003). The structure of the highest, CD45RABC, and lowest, CD45RO, molecular weight isoforms are shown in Figure 3.1.
Peripheral blood T cells express four isoforms of CD45 with the following molecular weights, 180, 190, 200 and 220 kDa. The monoclonal antibody CD45RA binds to the high molecular weight isoforms and the monoclonal antibody CD45RO binds to the low, 180 kDa molecular weight isoform (Terry, Brown, & Beverley 1988), (Rogers et al. 1992). Akbar et al demonstrated that upon activation of T cells expressing the high molecular weight isoforms (CD45RO−, ubiquitin carboxyl-terminal esterase L1− (UCHL1−)), up to 40% of the cells co-express both high (CD45RA+) and low (CD45RO+, UCHL1+) molecular weight isoforms of CD45 by day 3, and by day 7 CD45RA+ UCHL1− cells fell from 90 to less than 21 % whereas CD45RA+ UCHL1+ cells rose from 2 to 93%. This change was unidirectional as stimulated CD45RA−UCHL1+ cells remain CD45RA−UCHL1+ during 7 days in culture (Akbar et al. 1988).
When CD45RA⁺ T cells were challenged with alloantigen by culturing with allogeneic non-T cells in a mixed lymphocyte reaction, two populations were found: a population of small un-activated lymphocytes that remained CD45RA⁺ UCHL1⁻ and a population of large activated blast cells, the majority of which expressed UCHL1. When these two populations were separated and re-challenged with the same alloantigen, UCHL1⁺ T cells showed 7 to 20-fold more proliferation than the CD45R⁺ population as determined by [³H] thymidine incorporation (Akbar et al 1988).

Taken together these results suggest that on T cells the high molecular weight form of CD45, CD45RA is expressed on naïve cells, that activation of naïve cells results in the acquisition of a memory phenotype, which is characterised by acquisition of the low molecular weight form of CD45, UCHL1, now known as CD45RO, and loss of CD45RA expression and that memory cells do not regain expression of CD45RA. However Rothstein et al. subsequently demonstrated that cyclic re-stimulation of polyclonal CD45RA⁺ cell lines derived from peripheral blood CD4⁺CD45RA⁺ cells could produce CD45RO⁺ cells that regained CD45RA expression after re-stimulation, whilst still retaining CD45RO expression (Rothstein et al. 1991). This was also demonstrated in T cells and NK cells in culture (Warren and Skipsey 1991). Arlettaz et al also showed in bone marrow transplant recipients that reacquisition of CD45RA expression by CD45RA⁻CD45RO⁺ cells occurs without loss of CD45RO expression (Arlettaz et al. 1999). In a similar study a population of CD4⁺ CD45RA⁺ cells from patients who had received haematopoietic cell transplants were shown to display effector function and phenotype, and the authors suggested that the CD45RA antigen should not be used alone to define naïve CD4⁺ T cells when monitoring T cell reconstitution (Fallen et al. 2003). However it has been shown that when CD45RA⁺ and CD45RO⁺ CD4⁺ T cells are sorted from the peripheral blood of both individuals allergic and non-allergic to house dust mite, in all the individuals tested, the larger polyclonal response was seen in the CD45RO⁺ population (Richards et al. 1997).

3.1.3 Sub-populations of memory CD4⁺ T cells

Although CD4⁺ T cells are very heterogeneous, in terms of their phenotype and functional capabilities, two memory cell subsets are commonly recognised, central memory and effector memory cells (Sallusto et al 2000). Central memory cells, which
are longer lived are important in HIV infection because long lived resting memory cells are the major stable reservoir of latent HIV virus (Chun et al. 1997), (Chomont et al. 2009). Central and effector memory cells were originally thought to be distinguishable by differential expression of the lymphoid homing cysteine chemokine receptor, CCR7, which is restricted to central memory cells (Sallusto et al. 1999), however, there is contrasting evidence that most cytokine-secreting T cells, which have an effector phenotype, are CCR7+ and may be capable of lymphoid homing (Kim et al. 2001).

Other phenotypic markers that may distinguish between central and effector memory cells have been proposed including CD27. CD27 is a lymphocyte specific member of the TNF receptor family that regulates T cell survival through interaction with its ligand CD70. CD27 can be constitutively expressed on T cells but its expression is upregulated following T cell activation. It is preferentially expressed on CD45RA+ CD4+ T cells (Sugita et al. 1992), (Croft 2009). Upon TCR ligation, CD27 expression is transiently increased and then irreversibly lost after repeated antigenic stimulation. CD27− memory cell populations contain a high frequency of differentiated T-helper cells that secrete considerable amounts of cytokines (Hintzen et al. 1994), (Hamann et al. 1999). Thus central memory cells are believed to express CD27, whilst effector memory cells lack CD27 expression (Sallusto et al 1999).

Another co-stimulatory molecule that has been proposed to divide memory cells into functionally different populations is CD28. As mentioned in chapter one, co-stimulatory molecules act to reduce the threshold for TCR activation thus when CD28 is present CD4+ T cells respond more rapidly to lower levels of TCR occupancy. Upon engagement of CD28, membrane and intracellular kinase-rich raft microdomains cluster at the sites of TCR ligation (Viola et al. 1999). CD28 is not absolutely essential for CD4+ effector/memory T-cell development, as these cells can be generated in reduced numbers in CD28− mice (Dooms and Abbas 2006). Memory cells display differential expression of CD28 and those lacking CD28 expression have been shown to be terminally differentiated with shorter telomeres (Appay et al. 2002), (Appay 2004).
Analysing CD4+ T cells using a combination of the phenotypic markers thus far described including, CD45RA, CCR7, CD27 and CD28 yields several populations. CD45RA+ cells are fairly homogenous in that the majority (>90%) are CCR7+CD27+CD28+. Central memory cells are also CCR7+CD27+CD28+ Based on these markers three populations of effector memory cells are defined, CCR7−CD27−CD28+, CCR7−CD27+CD28+ and CCR7−CD27−CD28−, of which the latter are the most terminally differentiated (Okada et al. 2008).

3.1.4 Recent thymic emigrants

An increase in naïve cell numbers has been observed in children receiving ART (Hainaut et al 2003), (Gibb et al 2000), which could be due to increased thymic output, increased division of existing naïve cells in the periphery and/or decreased loss of naïve cells from the periphery. Therefore it is important in understanding HAART associated naïve cell increases to be able to quantify thymic output or identify naïve cells that have newly emerged from the thymus, denoted as recent thymic emigrants (RTEs).

Initially thymic output was estimated by real-time PCR quantification of TCR excision circles (TRECs). T cells in the thymus undergo a rearrangement of V, D and J gene segments to produce a large variety of TCRs. In the process, the intervening chromosomal DNA is excised resulting in the formation of small circular episomes, called TRECs. As TRECs are generated during thymic T cell gene rearrangement, and as episomal DNA is not replicated during cell division, TRECs were previously considered as a surrogate measurement for thymic activity and the entry of newly formed T cells into the T cell pool (Kong et al. 1999). However, this was confounded by the discovery that altered rates of proliferation within the naïve pool will affect the TREC count (Hazenberg et al. 2000) because a decrease in TREC count could be accounted for both either decreased thymic output or the diluting effect of increased CD4+ T cell proliferation.

Until recently it did not appear to be possible to distinguish phenotypically between RTEs and long-lived naïve cells in the periphery. However a seminal study using the
platelet endothelial cell adhesion molecule-1 (PECAM-1), also known as CD31, identified two populations of CD45RA⁺ CD4⁺ T cells with disparate TREC content. TREC s were found to be highly enriched in the CD31⁺ population and barely present in the CD31⁻ population. Furthermore, the CD45RA⁺CD31⁺ cell population was shown to diminish with increasing age. In addition the low production of effector cytokines by CD45RA⁺CD31⁺ cells indicates the suitability of using co-expression of CD31 and CD45RA as a marker of RTEs (Kimmig et al. 2002).

Kimmig et al. put forward a model of naïve CD4⁺ T cell homeostasis based on an *in vitro* study that showed loss of CD31 after TCR triggering. They suggested that naïve cells can be divided into two groups: RTEs that express CD31 and central naïve cells that do not express CD31. In this model, activation of either of these groups within the periphery by foreign antigen leads to their differentiation into CD45RO⁺ (memory) CD4⁺ T cells. However RTEs when presented with self antigen undergo homeostatic proliferation and lose CD31 expression and differentiate into central naïve cells. Although this work was concerned only with naïve cells, a subsequent study added to this evidence by demonstrating the progressive loss of CD31 and gain of CD45RO expression by CD31⁺ cells, by showing that telomere length was longest in CD45RO⁺CD31⁺, then CD45RO⁻CD31⁺, CD45RO⁺CD31⁻ and least in CD45RO⁺CD31⁻ cells. They also showed telomerase activity was much higher in CD45RO⁻CD31⁺ than CD45RO⁻CD31⁻ cells (Junge et al. 2007).

### 3.1.5 Activated CD4⁺ T cells

Activation, proliferation and apoptosis were discussed in chapter one as important processes maintaining and regulating the number of CD4⁺ T cells. The expression of numerous proteins have been characterised as evidence of these processes occurring.

Activation of CD4⁺ T cells results in a wide variety of cellular changes including the induction of specific gene expressions. The change in expression levels of these gene products can be used to identify changes in the activation state of a CD4⁺ T cell. One of the earliest molecules to be expressed is CD69, also known as activation inducer
molecule, very early activation antigen, MLR-3 and Leu-23. CD69, which is a glycoprotein that serves as a co-stimulatory molecule for T cell proliferation, can be found on the cell surface within 2 hours of activation and can persist for at least 3 days CD69 expression can be induced by activating T cells through the CD3/TCR complex, CD2 or CD28 and also by stimulation with phytohaemagglutinin (PHA) or phorbol myristate acetate (PMA) (Ziegler, Ramsdell, & Alderson 1994), (Marzio, Mauel, & Betz-Corradin 1999). Conversion from a naïve (CD45RA⁺) to a memory phenotype (CD45RO⁺) has been shown to be associated with activation, as determined by increased CD69 expression, and proliferation, as determined by bromodeoxyuridine incorporation (Johannisson and Festin 1995). When naïve cells are activated by interferon-alpha (INF-α) they do not undergo division but express CD69, therefore CD69 is most likely an activation specific not a proliferation specific protein (Tough et al. 1999). In patients with rheumatoid arthritis and chronic inflammatory disease unstimulated peripheral blood T lymphocytes do not express CD69 but high percentages of CD69⁺ T cells have been found in unstimulated synovial fluid from rheumatoid arthritis patients and in the liver of patients with chronic inflammatory liver diseases (Marzio, Mauel, & Betz-Corradin 1999).

Another commonly used marker of T cell activation is nicotinamide adenine dinucleotide glycohydrolases/adenosine diphosphate ribosyl cyclase (NADase/ADPRC) enzyme, CD38. CD38 is a transmembrane glycoprotein within the extracellular domain, and is expressed by T cells, B cells, dendritic cells and granulocytes. CD38 exerts its functions in T cells by cell surface association with the TCR/CD3 complex and can produce cell activation and proliferation, transcription of cytokine genes, apoptosis and tyrosine phosphorylation of intracellular proteins. Although resting T cells express CD38, the density of their expression is increased after activation (Malavasi et al. 2006).

Expression of HLA-DR has been detected on activated T cells (Schendel and Johnson 1985). HLA-DR is an MHC class II cell surface receptor encoded by the human leukocyte antigen (HLA) complex on chromosome 6 (Kaufman et al. 1984). The heterodimeric HLA-DR molecule and the specific peptide dimerise to act as a ligand for
TCRs on T cells specific for both the MHC and the antigen. As the primary function of HLA-DR is to present antigen to CD4+ T cells it is typically found on APCs such as macrophages, B cells and dendritic cells (Murphy, Travers, & Walport 2008). It is not expressed on resting T cells but has been shown to be expressed on T cells activated by alloantigen in a mixed leukocyte reaction (Evans et al. 1978), (Fu et al. 1978). It has been suggested that the functional role of HLA-DR molecules expressed on activated CD4+ T cells may be to deliver intracellular signals to opposing CD4+ T cells (Altomonte, Pucillo, & Maio 1999).

3.1.6 Proliferating CD4+ T cells
Numerous methods to quantify cellular proliferation or the growth fraction of a population have been described. In chapter one the results of in vivo isotope labelling studies which provided a measure of the rate of cell division were discussed. However studies utilising the two most commonly used methods, heavy water and deuterated glucose (Macallan et al 1998), (Neese et al 2001) have produced conflicting results. The lack of consensus likely reflects the inability of these assays to distinguish between mature cells dividing in the periphery and thymocytes that divided and were exported during the labeling period (Bains et al 2009). Additionally such methods require the use of large volumes of blood incompatible with paediatric studies such as those described in this thesis.

In vitro methods based on various principles are available. Cell division requires the synthesis of cellular DNA during S-phase therefore assays have been developed that measure DNA synthesis. Most commonly cells are cultured in media containing labelled nucleoside analogues such as tritiated thymidine (3H-thymidine) and bromodeoxyuridine (BrdU), which are then incorporated into the DNA of dividing cells. Such methods provide a measure of the DNA synthesis taking place during the period of exposure to the label but not prior to this when the majority of proliferation may have taken place (Lyons and Parish 1994). Therefore quantifying 3H-thymidine may well underestimate the growth fraction.
The quantity of an intracellular protein will halve when a cell divides therefore detecting the dilution of an intracellular protein that has been labelled with fluorescent dye can be used to measure the rate of cell division over time. Carboxyfluorescein diacetate succinimidyl ester (CFSE) represents an improvement on this method. CFSE is an intracellular fluorescent label that is divided equally between daughter cells upon cell division. Compared to assays utilizing nucleotide analogues, CFSE allows the division history of different populations in culture to be quantified and compared.

The proliferation assays thus far discussed are *in vitro* techniques, in that the cells are cultured and therefore no longer represent normal physiology. *Ex vivo* detection assays allow the quantification of the proportion of cells proliferating during the physiological condition by detecting metabolites or cell cycle proteins, such as Ki67, that are associated with cellular proliferation.

The Ki67 protein was characterised in 1983 (Gerdes et al. 1983). Gerdes *et al* found that a monoclonal antibody generated by immunising mice with nuclei of a Hodgkin lymphoma cell line was specific for a nuclear structure present exclusively in proliferating cells. Ki67 was present in the nuclei of cells in the G1, S, and G2 phases of the cell division cycle as well as in mitosis but cells in the G0 phase (quiescent or resting cells) did not express Ki67 (Scholzen and Gerdes 2000). Therefore unlike other methods which require cells to be in S phase at the time of processing, Ki67 assays can identify cells at all stages of proliferation. However, there are limitations to the Ki67 assay, such as the incorrect identification of quiescent cells which have undergone S phase, as actively proliferating. Furthermore, Ki67-based assays can only estimate the growth fraction but not the intermitotic time or rate of cell proliferation which would also be relevant to any study of cell population kinetics. Additionally the functional role of Ki67 within the cell cycle, if indeed it does perform a role in cell cycle regulation or progression, remains unknown.
3.1.7 Apoptosis

In chapter one, apoptosis, programmed cell death, was described as a means of T cell loss, thus investigating changes to the proportion of cells undergoing apoptosis is important to understanding and characterising CD4 depletion and restoration during HIV infection. Many methods to investigate apoptosis have been developed, however the major limitation is the insensitivity of some assays to distinguish between apoptosis and necrosis. Necrosis, which is cell death due to severe damage, differs significantly from apoptosis; it is characterised by osmotic dysregulation, cell swelling and lysis unlike apoptosis, which is characterised by chromatin condensation and internucleosomal DNA fragmentation, together with cell shrinkage and membrane blebbing (Hotchkiss et al. 2009). A third type of cell death, autophagy, which is an energy generating process by which a cell digests its own organelles and macromolecules, is recognised but is restricted to starving cells (Loos and Engelbrecht 2009). Assays based on the detection of steps common to apoptosis and necrosis will not distinguish between the two pathways for example DNA fragmentation, detected by TUNEL and comet assays, is common to both processes (Grasl-Kraupp et al. 1995), (Collins et al. 2008). Although necrosis is an important process in disease no significant increase is seen in HIV infection in vivo (Echaniz, de, & Cuadrado 1995).

Two major apoptosis pathways are recognised, one mediated by death receptors and the other mitochondrialy mediated (Figure 3.2). However they both include the activation of the enzyme caspase 3 therefore this can be used to detect apoptosis taking place via either pathway (Hotchkiss et al 2009).
The two major pathways of apoptosis, the extrinsic, death receptor mediated, and the intrinsic, B-cell lymphoma protein 2 (BCL2)-regulated mitochondrial pathway, are shown simplified. Activation of both pathways culminates in caspase 3 activation. Pathway regulators are shown, inhibitors of apoptosis protein (IAPs) apoptosis-activating factor 1 (APAF1) and the BCL2 family death agonist. Reproduced from (Andersen, Becker, & Straten 2005).

The studies described in this chapter aimed to identify methods to enumerate CD4+ T cell sub-populations and characterise activation, proliferation and apoptosis, within them by flow cytometry to enable the study of CD4+ T cell kinetics in children infected with HIV. The methods used had to take into account the large number of samples to be processed, the small sample volumes available and the difficulty of concentrating leucocytes in HIV infected blood samples. Additionally the methods used had to be compatible and reliable with both fresh whole blood and cryopreserved PBMCs because this study utilized both small volumes of fresh whole blood from the GOSH cohort (described fully in chapter 4) and larger samples of cryopreserved PBMCs from the PENTA 11 cohort (described fully in chapter 5 and 6). Methods were first identified in
blood samples from uninfected adult donors and then verified in blood samples from HIV-1 infected children because cell separation and flow cytometry procedures to identify sub-populations of cells in blood from HIV-1 infected donors can often produce poorer or less distinct populations.

3.2 METHODS

3.2.1 Blood collection
As described in chapter 2, whole blood was obtained from healthy adults and HIV-1 infected children by venesection and anticoagulated by collection into tubes prepared with EDTA.

3.2.2 Lymphocyte enrichment
Where lymphocyte enrichment was required this was achieved either by lysis of RBCs or density gradient centrifugation as described in chapter 2.

3.2.3 Flow cytometry
A full list of the antibodies and reagents used to stain cells for flow cytometry is provided in chapter 2 with corresponding fluorochromes along with the methods used. Three-colour flow cytometry was performed on a FACSCalibur (BD) and four-colour on a Cyan (Dako). All analysis was performed with Summit v4 (Dako).
3.3 RESULTS

3.3.1 Identifying CD4+ T lymphocytes: density gradient centrifugation

PBMCs were isolated from fresh whole blood from healthy adult donors. An aliquot from each donor was cryopreserved and the remainder incubated with antibodies against CD4 and CD3 then analysed by flow cytometry. Two populations were identified that expressed CD4, one population that expressed high levels of CD4 (CD4\textsuperscript{high}) and another that expressed low levels (CD4\textsuperscript{low}) (Figure 3.3A). The CD4\textsuperscript{high} and CD4\textsuperscript{low} populations were found to have distinctly different FSC and SSC profiles. CD4\textsuperscript{high} was represented by a smaller and less granular population (Figure 3.3B). Additionally the CD3 expression was found to be restricted to the CD4\textsuperscript{high} population.

![Figure 3.3. CD3 and CD4 expression in PBMCs from a healthy adult donor](image)  
A) A CD4\textsuperscript{high} (red peak, R1) and CD4\textsuperscript{low} (blue peak, R2) population are marked on the histogram and applied to the FSC versus SSC dot plot, B). The CD4\textsuperscript{high} cells are almost exclusively located in R3, a region of low FSC and SSC and the CD4\textsuperscript{low} cells are mostly located in R4, a region of high FSC and SSC. C) The CD4\textsuperscript{high} (red peak, R1) and CD4\textsuperscript{low} (blue peak, R2) populations are then applied to a histogram of CD3 expression.
The cryopreserved PBMC aliquots were thawed 24 hours later and similarly processed by incubating with antibodies against CD3 and CD4. As described with the fresh samples, two CD4 populations were identified, a CD4\(^{\text{high}}\) population of small non-granular cells and a CD4\(^{\text{low}}\) population of larger more granular cells where CD3 expression was restricted to the CD4\(^{\text{high}}\) population.

Fresh and cryopreserved PBMCs from HIV-1 infected children were incubated with antibodies against CD3 and CD4 and analysed by flow cytometry. As with the PBMCs from the healthy adult donors, two distinct CD4 populations separated by size and granularity with visible were CD3 expression was restricted to the CD4\(^{\text{high}}\) population. (Figure 8.1).

### 3.3.2 Identifying CD4\(^+\) T lymphocytes: red cell lysis

Density gradient separation was not feasible on blood samples from the GOSH cohort as theses were a great number of samples of low volume, less than 1 ml. In these samples leukocytes would be concentrated by lysis of red cells. Therefore fresh whole blood from healthy adult donors was incubated with antibodies against CD3 and CD4. After red cell lysis and fixation cells were analysed by flow cytometry. As with PBMCs, analysis revealed two distinct CD4 populations, CD4\(^{\text{high}}\) and CD4\(^{\text{low}}\), separated by size and granularity (Figure 3.4). Incomplete red cell lysis was occasionally observed but as the red cells and cell fragments were very small relative to the leukocytes and did not stain for CD3 or CD4 they were easily excluded.
Figure 3.4 CD3 and CD4 expression in red cell lysed whole blood from a healthy adult donor

A) A CD4<sup>high</sup> (red peak, R1) and CD4<sup>low</sup> (blue peak, R2) population are marked on the histogram and applied to the FSC versus SSC dot plot, B). The CD4<sup>high</sup> cells are almost exclusively located in R3, a region of low FSC and SSC and the CD4<sup>low</sup> cells are mostly located in R4, a region of high FSC and SSC. C) The CD4<sup>high</sup> (red peak, R1) and CD4<sup>low</sup> (blue peak, R2) populations are then applied to a histogram of CD3 expression.

Similarly fresh whole blood from HIV-1 infected children was incubated with antibodies directed against CD4 and analysed by flow cytometry following red cell lysis. Similarly to whole blood from healthy adult donors distinct CD4<sup>high</sup> and CD4<sup>low</sup> populations with greater incomplete lysis were seen (Figure 8.2).

3.3.3 Defining CD4<sup>+</sup> T lymphocytes as naïve and memory populations by expression of CD45RA and CD45RO

As discussed in chapter 1, CD4<sup>+</sup> T cells can be divided into naïve and memory populations. It has been established in CD4<sup>+</sup> T cells that differentiation from a naïve to memory phenotype is associated with decreased expression of the RA isoform of CD45 and increased expression of the RO isoform (Akbar et al 1988). Therefore naïve cells and memory cells can be distinguished by either CD45RA or CD45RO expression. However small populations of primed CD4<sup>+</sup> T cells that express both CD45RA and CD45RO have been described (Hamann et al 1996).
The proportion of CD4⁺CD45RA⁺ cells that also expressed CD45RO was investigated in both uninfected adult donors and in HIV-1 infected children by incubating blood with antibodies against CD4, CD45RA and CD45RO and analysed by flow cytometry (Figure 3.5). There was little overlap between CD45RA and CD45RO expression in both the uninfected adults and HIV-1 infected children tested. From 6 adults and 11 children the mean proportion of CD45RA⁺ cells that co-expressed CD45RO was 2.4% and 2.8% respectively, which were not significantly different (Mann-Whitney test p=0.72). Interestingly gating on CD45RA⁻ CD4⁺ lymphocytes in the 6 adults and 14 children found that CD45RO expression was not universal, a mean proportion of 88.2% and 91.0% expressed CD45RO, which was not significantly different (Mann-Whitney test, p=0.27) (Figure 3.6).

Figure 3.5. Representative dot plot and histogram of CD45RA and CD45RO expression
A) dot plot of CD45RA and CD45RO expression by CD4⁺ T cells from one individual. (B) Histogram of CD45RA expression (red) with CD45RO expression overlayed (green).
Figure 3.6 CD45RO expression by CD45RA⁺ CD4⁺ cells in HIV-1 infected children and uninfected adults

CD45RO expression by CD45RA⁺ CD4⁺ T cells from 11 HIV-1 infected children (red) was compared to 6 uninfected adults (blue). Similarly CD45RO expression by CD45RA⁻ CD4⁺ T cells was compared between the two groups. Statistical differences between the adults and children are shown.

3.3.4 CCR7 and CD27 expression by CD45RA CD4⁺ T cells

As mentioned previously naïve CD4⁺ T cells have been described as having fairly homogenous expression of CD27 (Croft 2009; Sugita et al 1992) and CCR7 (Okada et al 2008). Therefore the expression of CD27 and CCR7 by CD45RA⁺ T cells was investigated in 10 HIV-1 infected children and 6 uninfected adults. Peripheral blood was incubated with CD4, CD45RA and either CCR7 or CD27. In the 10 children sampled it was found that CD4⁺CD45RA⁺ have almost universal expression of CD27 (mean=99.43%) and CCR7 (mean=99.59%) (Figure 3.7). Similarly amongst the 6 adults mean CD27 and CCR7 expression were 99.53% and 99.60%. Additionally a Wilcoxon matched pairs test showed no statistical difference between the level of CCR7 and CD27 expression (p=0.23 and p=0.34) for the children and adults respectively.
3.3.5 Defining memory CD4+ T cells by CD27 versus CCR7 expression

CD27 and CCR7 expression by memory cells is more variable than for naïve cells. Co-staining with CD45RA and CD27 or CD45RA and CCR7 allows CD4+ memory (CD45RA-) cells to be subdivided into 2 functionally distinct group characterised by expression or lack of expression of CD27 or CCR7 (Sallusto et al 1999). This was carried out on blood samples from ten children and six uninfected adults. The difference between the percentage of CD4+ cells that were CD45RA-CD27+ and the percentage of CD4+ cells that were CD45RA-CCR7+ was tested by Wilcoxon matched pairs test and found to be non significant in children and adults (p=0.35 and p=0.46 respectively). Representative dot plots from 1 child are shown (Figure 3.8).
3.3.6 Defining CD4⁺ T cell subsets by expression of CD45RA and CD31

Co-staining with CD45RA and CD31 allows CD4⁺ naive (CD45RA⁺) cells to be subdivided into 2 functionally distinct group characterised by expression or lack of expression of CD31 (Kimmig et al 2002). Similarly the CD4⁺ memory (CD45RA⁻) cells are also divided. The significance, however, of CD31 expression or lack of expression by CD4⁺ memory cells has not been investigated. Whole blood from 11 HIV-1 infected children and 5 uninfected adult donors was incubated with antibodies against CD4, CD45RA and CD31 and following red cell lysis were analysed by flow cytometry. In both the adults and the children 4 distinct CD4⁺ T cell subpopulations were produced. A representative dot plot of CD31 and CD45RA expression on CD4⁺ T cells from one child is shown (Figure 3.9). However the proportions of the populations differed significantly between the two sample groups. The percentage of CD45RA⁺CD31⁺ was significantly higher amongst the HIV-1 infected children than amongst the uninfected adults (p=0.0007) whereas the percentage of CD45RA CD31⁻ and CD45RA⁺CD31⁻ cells were significantly lower (p=0.008 and p=0.0047 respectively). There was no significant different between the percentage of CD45RA⁻CD31⁺ cells between the two groups (Figure 3.10).
Figure 3.9. Co-expression of CD45RA and CD31 by CD4+ T cells
Whole blood was incubated with anti-CD4, CD45RA and CD31 fluorochrome conjugated antibodies. The immunostained cells were analysed by flow cytometry. A lymphocyte (FSC versus SSC) and CD4 expression gate was applied and the enclosed CD4+ T cells were evaluated for their expression of CD45RA and CD31.

Figure 3.10 CD45RA and CD31 defined CD4+T cells in HIV-1 infected children and uninfected adults
The proportions of CD45RA and CD31 defined CD4+ T cells were compared between 10 HIV-1 infected children (red) and 5 uninfected adults (blue) and tested for statistical significance by Mann-Whitney test. The resulting values are indicated for each subpopulation.
3.3.7 Characterising activated CD4+ T helper cells

In response to specific antigen or non-specific co-factors CD4+ T cells can become activated. Activation results in a change in global gene expression and therefore usually results in the cell undergoing apoptosis, differentiation or division. Activation, as discussed in chapter one section four, has been implicated in the pathogenesis of HIV and thus should be investigated. The most common markers of CD4+ T cell activation investigated by flow cytometry are CD38, CD69 and HLA-DR. Therefore to investigate activation of CD4 subpopulations whole blood from 9 HIV-1 infected children and 7 uninfected adults was incubated with antibodies against CD4, CD45RA, and either CD69, HLA-DR or CD38. CD4+ T cells were gated on and the expression of each marker by the CD4+ T cell sub-populations, CD45RA+ and CD45RA− was determined because HIV infection is associated with higher levels of activation and activation has been demonstrated to be higher in memory cells than in naïve cells as discussed in chapter one. The results for one child are provided (Figure 3.11), where the histograms show the relative sizes of the CD69, CD38 and HLA-DR positive and negative fractions in the CD4+ T cell pool and the dot plots compare the distribution of CD69, CD38 and HLA-DR in the CD45RA+ and CD45RA− CD4+ T cells.

Figure 3.11. CD38, HLA-DR and CD69 expression on CD4+ T cells
Representative staining from one child. The histograms show the relative sizes of the CD69, CD38 and HLA-DR positive and negative fractions in the CD4+ T cell pool. The dot plots compare the distribution of CD69, CD38 and HLA-DR in the CD45RA+ and CD45RA− CD4+ T cells.
The difference in expression of these proteins was tested between the sample groups and the CD4$^+$ T cell sub-populations (Figure 3.12). Expression of CD38 and HLA-DR was significantly greater in HIV-1 infected children compared to uninfected adults but CD69 expression did not differ significantly between the two groups. Within each sample group protein expression was significantly greater by the CD45RA$^-$ population than, CD45RA$^+$ population. Comparing CD38, CD69 and HLA-DR, CD38 expression was the highest and CD69 expression was the lowest in both samples and both CD4$^+$ T cell sub-populations.
Figure 3.12. Expression of CD38, HLA-DR and CD69 on CD4+ T cells in children and adults

The box-whisker plots (A), (B) and (C) show the percentage expression of CD38, HLA-DR and CD69 respectively by CD45RA+ and CD45RA− CD4+ T cell sub-populations in a group of HIV-1 infected children (red boxes) and uninfected adults (blue boxes). The line through each box indicates the median. The statistical significance of the differences, produced by Mann-Whitney test, between adults and children and between CD45RA+ and CD45RA− sub-populations are shown.
The paucity of CD69 expression could have been due to the CD69 antibody failing to bind or being used at too low a concentration. Thus to ensure this was not the case the expression of CD69 by stimulated and non-stimulated cells was compared. Fresh whole blood from three uninfected adult donors was divided into 2 aliquots. To one aliquot from each donor PMA and ionomycin were added to a final concentration of 25 ng/ml and 1 µg/ml respectively. Both aliquots were then incubated in an incubator for 4 hours at 37 °C and 5% CO2. The blood was then incubated with anti-CD69 antibody and processed and analysed as previously described. CD69 expression was greater in the stimulated cells (Figure 3.13).

![Figure 3.13 CD69 expression by stimulated and non-stimulated PBLs](image)

**Figure 3.13 CD69 expression by stimulated and non-stimulated PBLs**

Fresh whole blood from uninfected adult donors was incubated with and without PMA and ionomycin and CD69 expression determined. Stimulated and non-stimulated cells are in red and green respectively. The mean CD69 expression (R4) for the stimulated and non-stimulated PBLs were 0.27% and 7.41% respectively.

CD38 is constitutively expressed by naïve cells therefore it is problematic to divide cells into a group that do not express and a group that do express CD38 (Malavasi et al 2006). So additionally, the relative fluorescent intensity was calculated (Figure 3.14).
Figure 3.14. Relative mean fluorescent intensity (MFI) of CD38 on CD45RA⁺ CD4⁺ T cells
CD4⁺ CD45RA⁺ T cells were evaluated for their expression of CD38. The CD38 MFI was calculated by subtracting the MFI of a FITC conjugated IgG isotype (red peak) from the MFI of the FITC conjugated CD38 antibody (green peak)

3.3.8 Investigating Ki67 expression by CD4 subsets

Proliferation is likely an important process in the CD4⁺ T cell decline and recovery associated with HIV infection and HAART respectively because, as discussed in chapter one, section two, it contributes to cell turnover. In this study an intracellular antibody against the nuclear cell cycle protein, Ki67, was used to determine proliferation. Ki67 has been shown to be expressed during the cell cycle but not in quiescent cells, cells in G₀. Ki67 expression was investigated in HIV-1 infected children and uninfected adults and in CD45RA⁺ and CD45RA⁻ CD4⁺ T cell sub-populations. A representative dot plot of the relative Ki67 expression of CD45RA⁺ and CD45RA⁻ CD4⁺ T cells for one child is shown (Figure 3.15).
Figure 3.15. Ki67 expression by CD4+ T cells
The figure shows Ki67 expression of CD45RA+ and CD45RA− CD4+ T cells for HIV-1 infected child.

The difference in Ki67 expression was compared between the HIV-1 infected and uninfected sample groups and the CD4+ T cell sub-populations (Figure 3.16). Ki67 expression was significantly greater in HIV-1 infected children compared to uninfected adults and within both sample groups Ki67 expression was significantly greater in the CD45RA− population than the CD45RA+ population.

Figure 3.16 Differential Ki67 expression by CD4+ T cell sub-populations in children and adults
Ki67 expression by CD45RA+ and CD45RA− CD4+ T cell sub-populations is displayed as a box-whisker plots in red and blue for HIV-1 infected children and uninfected adults respectively where horizontal bands indicate means and the significance of the differences, produced by Mann-Whitney test, between adults and children and between CD45RA+ and CD45RA− sub-populations are shown.
3.3.9 Characterisation of CD31+ and CD31− CD4+ memory cells

As mentioned previously CD31 expression by CD45RA+ cells has in recent years been used as an indication of recent thymic origin but the significance of CD31 expression by CD4+ memory cells is not known. To investigate functional differences between CD31+ and CD31− CD4+ memory cells whole blood samples from 10 HIV-1 infected children were stained with a combination of anti-CD4, anti-CD45RA, anti-CD31 and one of the functional markers CD27, HLA-DR or Ki67 (Figure 3.17). The difference in the mean expression of each of these markers between CD31+ and CD31− CD4+ memory cells was analysed for statistical significance. There was a statistically significantly higher expression of Ki67 in the CD31+ cells.

![Figure 3.17. Characteristics of CD45RA−CD31+ versus CD45RA−CD31− CD4+ T cell sub-populations](image)

The expression of the markers Ki67, HLA-DR and CD27 by CD45RA−CD31+ and CD45RA−CD31− CD4+ T cell sub-populations were compared for n=10 children.

3.3.10 Flow cytometric detection of apoptotic CD4+ T cells ex vivo and at 24 hours

Apoptosis is believed to be the principle mechanism of death of CD4+ T cells in HIV infection hence a flow cytometric method of detecting and measuring apoptotic cells was developed using FLICA, which binds to a caspase specific amino acid sequence. As described in chapter 2 the FLICA reagent was obtained as part of the Vybrant FAM Poly Caspases Assay Kit (Invitrogen, Molecular Probes, Paisley). To verify the volume
of FLICA required freshly drawn whole blood from three healthy donors was divided into 3 aliquots of 100 µl. To each aliquot of blood, 30X FLICA solution was added to produce the following dilutions 1/30 (recommended by manufacturer) 1/50, or 1/100. The red cells were lysed, washed off and the remaining PBMCs fixed as described in chapter 2. The percentage FLICA expressions at the 3 concentrations were compared by flow cytometry using a lymphocyte gate (Figure 3.18). Each histogram is an overlay of the FLICA expression of unlabelled lymphocytes (grey peak) and the FLICA expression of labelled lymphocytes at that concentration of FLICA (red peak). All FLICA concentrations produced similar population distributions on the histograms. Without an isotype control for FLICA the unlabelled cells were used as a negative control. This implied that all cells (red peak) expressed FLICA and were therefore apoptotic. It is, however, unlikely that freshly drawn PBMCs would exhibit such high levels of apoptosis. It is more likely that either, in each histogram the red peak, R2, was the FLICA negative fraction, approximately 99%, and R3, a FLICA positive fraction, less than 1% or that the FLICA was bound non-specifically and therefore expressed by all cells.

![Figure 3.18 FLICA expression by lymphocytes from freshly drawn blood](image)

**Figure 3.18 FLICA expression by lymphocytes from freshly drawn blood**

Freshly drawn whole blood was incubated with 30X FLICA reagent at the following dilutions 1/100 (A), 1/50 (B) and 1/30 (C). A FSC versus SSC lymphocyte gate was applied and the FLICA expression (red) overlayed with the FL1 distribution of unlabelled cells. For (A), (B) and (C) FLICA R3 was 0.43, 0.49 and 0.59% respectively.
Investigating the specificity of FLICA binding without an appropriate negative control required a positive control, a population of cells where the level of apoptosis would be expected to be higher than in freshly drawn blood. The time taken to FLICA staining post venesection was therefore used as a positive control, on the premise that the level of apoptosis would have increased after 24 hours. The blood used in Figure 3.18 was incubated for 24 hours at room temperature and processed as before using FLICA solution at a 1/50 dilution. The sample was analysed as before, with unlabelled cells overlayed and used as a negative control, grey peak (Figure 3.19). The blue peak of FLICA expression showed the same distribution as Figure 3.18 and the region R4 made up 1.06% of the histogram.

![Figure 3.19. FLICA expression by lymphocytes in 24 hour old blood](image)

Freshly drawn whole blood was incubated for 24 hours at room temperature and stained with 7 µl of 30X FLICA reagent. A FSC versus SSC lymphocyte gate was applied and the FLICA expression (blue) overlayed with the FL1 distribution of unlabelled cells. R4 was 1.06%.

The comparison of FLICA expression in fresh versus whole blood was not conclusive as it appeared that after 24 hours the expression of FLICA had only increased from 0.49% to 1.06%, which would have been unlikely. As the fresh and old samples were acquired on different days though on the same flow cytometer, this small and insignificant increase could have been due to analysing the samples on different days.
Therefore a second method to investigate the specificity of FLICA binding was attempted. To generate a positive control, camptothecin, a potent inhibitor of topoisomerase I, which is required for DNA synthesis was used to induce apoptosis. Fresh whole blood was aliquoted into two wells of a tissue culture plate. Camptothecin was added to one well to give a final concentration of 10 µM. The blood was placed in an incubator for 4 hours at 37 °C, 5% CO₂. The non-induced and camptothecin blood were then divided into 4 aliquots. Each aliquot was incubated for a further hour with no FLICA or with FLICA at one of the following dilutions, 1/30, 1/50 and 1/100. The samples were processed as previously described and overlay histograms of the results were generated (Figure 3.20). For each volume of FLICA used the FLICA expression of camptothecin incubated cells, apoptosis induced (red peak) was overlayed onto the FLICA expression of cells incubated without camptothecin (green peak). To these were added the FLICA expression profiles of unlabelled cells incubated with and without camptothecin, black and grey peaks respectively.

At each FLICA dilution the FLICA distribution for camptothecin incubated and non-camptothecin incubated cells were the same except where FLICA was used at a 1/50 dilution. Here the FLICA staining of the cells incubated without camptothecin had a higher MFI than the cells incubated with camptothecin. If FLICA staining was specific for apoptotic cells the red and green peaks on each histogram would have represented the FLICA negative fraction and R3 (and R5 in Figure 3.20C) would represent the FLICA positive fraction. Therefore if FLICA expression was specific R3 would have been greater for the camptothecin incubated cells. Instead, however, R3 was identical for camptothecin incubated cells and for cells incubated without camptothecin. At 10 µl and 3 µl of FLICA R3 was 0.6% and 0.5% respectively. At the 1/50 FLICA dilution the cells incubated with and without camptothecin showed different distributions therefore on the histogram for the FLICA concentration R3 represents the FLICA positive fraction of cells incubated with camptothecin and R5 represents the FLICA positive fraction of cells incubated without camptothecin. R3 and R5 were, however the same size, 0.2%.
Figure 3.20 Comparison of FLICA expression after incubation with or without camptothecin.
Whole blood was either incubated with camptothecin and then with FLICA (red peaks) or without FLICA (black peak) or without camptothecin and then with FLICA (green peak) or without FLICA (grey peak). FLICA was used at the following dilutions 1/30, 1/50 and 1/100 for A, B, and C respectively. For each concentration the FLICA expression of unlabelled cells (black and grey peaks) was overlayed on the FLICA expression of FLICA labelled cells (green and red peaks).

Incubating fresh versus old blood and camptothecin incubated versus blood incubated without camptothecin produced identical population distributions. If FLICA bound specifically incubation time and camptothecin use would have resulted in a greater
proportion of cells expressing FLICA. This was not the case therefore either FLICA failed to bind at all or bound non-specifically to all cells. FLICA staining produced populations with an MFI higher than unstained cells therefore it is improbable that FLICA failed to bind to cells and instead FLICA must have bound non-specifically to all cells.

In flow cytometry and immunohistochemistry adding excessive quantities of an antibody to cells can produce non-specific binding but in such a case the extent of the non-specific binding is dose-dependent therefore the percentage of cells expressing the antibody would decrease when the antibody is applied at lower concentrations. FLICA was tested at a range of concentrations yet the expression of FLICA staining was unchanged. Additionally the FLICA reagent is not an antibody but a small moiety that passes into the cell. The unbound reagent should diffuse out of the cell and be washed away. In the protocol used before unbound FLICA was washed off, erythrocytes were removed with Facs Lysing solution (BD) as described in chapter 2. FACS Lysing solution contains diethylene glycol for red cell lysis and formaldehyde to fix the remaining PBMCs. The oxygen atoms of formaldehyde, chemical formula, CH₂O, form hydrogen bonds with the amine functional groups of certain amino acids thus cross linking proteins (Schander and Kenneth 2003). The FLICA reagent consists of a fluoromethyl ketone attached to the amino acid recognition sequence valine-alanine-aspartic acid. The green fluorescence comes from the carboxyfluorescein (FAM) attached as a reporter. Excess FLICA might therefore become cross linked to proteins within the cell, proteins that would not be removed from the cell by washing with phosphate buffered saline.

Isotonic ammonium chloride can also be used to lyse erythrocytes. Fresh whole blood from a healthy donor was incubated with the FLICA reagent and the red cells lysed with an isotonic solution of ammonium chloride (Figure 3.21). The ammonium chloride was found to effectively remove erythrocytes from the blood sample. In the absence of formaldehyde the non-specific FLICA binding was abrogated. The first cytogram of FSC versus SSC showed clear and distinct populations of lymphocytes (R1) and granulocytes (R4). The second cytogram was back gated for FLICA expression to show
the location of FLICA positive cells. The FLICA histograms, C and D, are gated on the regions R1 and R4 respectively to show the FLICA expression by lymphocytes and granulocytes, 3.9% and 87.9% respectively. Removing red blood cells from HIV infected samples is notoriously problematic regardless of the method used and unfortunately ammonium chloride yielded insufficient red cell lysis when used on blood drawn from HIV infected children (data not shown) and therefore could not be used for this study.

Figure 3.21 FLICA expression of PBLs after ammonium chloride red cell lysis

Whole blood was incubated with FLICA and red cells removed by addition of ammonium chloride. The PBL populations that remained are shown in the FSC versus SSC cytogram (A) and colour gated for FLICA expression (B). The PBL sub-populations R1, lymphocytes, and R4, granulocytes were gated on and the FLICA expression determined for each determined. The FLICA expression of the lymphocytes (C) and the granulocytes (D) was 3.9% and 87.9% respectively.

Given the small blood samples available from each child, less than 1 ml, a ficoll density gradient centrifugation separation to separate the PBMCs from the erythrocytes was not
feasible. Additionally given the fragility of apoptotic cells red cell lysis and ficoll protocols would likely have meant the loss of some of the apoptotic cells. It was therefore decided not to separate the PBMCs but instead to subject the entire whole blood fraction to flow cytometry.

Whole blood was incubated with anti-CD4 and CD45RA fluorochrome labelled antibodies and FLICA, then washed and fixed. The samples were re-suspended in PBS and passed through a cell strainer to avoid clogging the flow cytometer and then evaluated by flow cytometry without red cell lysis. Events were acquired up to the 10 million event limit of the flow cytometer. This yielded a small number of CD4$^+$ T cells, typically 4000 cells. Their FSC/SSC location was verified and their FLICA expression determined and found to be 3.4% (Figure 3.22).

![Figure 3.22 FLICA expression by CD4$^+$ T cells in whole blood without erythrocyte lysis](image)

Whole blood was incubated with FLICA and anti-CD4 antibody and analysed by flow cytometry without red cell lysis. CD4$^+$ T cells were gated on (region R1 in A) and their FLICA expression determined under R4 (C). The FSC/SSC location of the CD4$^+$ T cells is indicated by the region R2 (B).
Running the flow cytometer at maximum speed it took several minutes to acquire 10 million events and produced a very large data file that was very slow to load onto analysis software. Additionally this produced a very small CD4+ T cell population as CD4+ T cells make up only 0.2-0.3% of whole blood. With such a high ratio of red cells to white cells it was not possible to collect sufficient CD4+ T cells by this method especially taking into account that FLICA positive cells are rare events. The threshold of the flow cytometer had been set only by size (FSC) to exclude debris therefore erythrocytes were considered as events and constituted most of the 10 million event limit. A decision was therefore taken to include a secondary threshold parameter on the flow cytometer, CD4 expression, such that only CD4+ cells would be considered as events. This allowed an adequate number of CD4+ T cells, at least 1000, to be acquired and recorded by the flow cytometer.

3.4 DISCUSSION

The work in this chapter sought to demonstrate and validate flow cytometry methods to identify and quantify CD4+ T cells and their subsets in peripheral blood from HIV-1 infected children and determine methods to investigate the processes of activation, proliferation and apoptosis within those populations.

CD4+ T lymphocytes are the focus of this body of work and therefore the first crucial result demonstrated their identification by flow cytometry. Within samples of peripheral blood cells (PBMCs) lymphocytes and circulating dendritic cells can be discriminated from other cell populations by just two physical parameters, the forward and side scattering of light. Lymphocytes and circulating dendritic cells show intermediate forward and side scatter in comparison to granulocytes, which show high side and forward scatter, and red blood cells and platelets that show low side and forward scatter. To further discriminate CD4+ T cells from other lymphocytes fluorescently labelled antibodies specific for of CD3 and CD4 are commonly used (Perfetto, Chattopadhyay, & Roederer 2004).
Although increasingly more sophisticated machines are available that can distinguish up to 17 fluorescent parameters for each cell, most researchers do not have need of so many parameters and furthermore such machines are usually priced beyond their reach and require an extremely high level of technical support as the machines are very sensitive and compensation is very complicated. Also it could be argued that there is not a great use in further subdividing cell populations into more and more ever increasing smaller sub-populations especially without functional studies.

I had access to 3 and 4 colour flow cytometry and therefore sought to conserve fluorescent channels for analysing other cell parameters. I was able to demonstrate that a single parameter, CD4 in conjunction with forward and side scatter identified the same cell population as CD4 combined with CD3. CD4 can be expressed by both lymphocytes and monocyte derived cells but it is unlikely that the CD4\(^+\) population identified included the latter cell type because analysis revealed two distinct populations with differing fluorescence intensity and intermediate versus high forward and side scatter. Additionally CD3 expression was restricted to the CD4\(^{\text{high}}\), intermediate side and forward scatter population. The same populations were demonstrated in samples obtained by both density gradient centrifugation and red cell lysis, an important result because both methods would be used for this study and it has been reported that purifying peripheral blood lymphocytes by density gradient centrifugation can produce an unpredictable enrichment and loss of selected lymphocyte populations, however the variability was described amongst the CD8\(^+\) T cells, which are not investigated in this study (Renzi and Ginns 1987), (Romeu et al. 1992). Importantly this was shown in both uninfected adults as well as HIV-1 infected children because it has been reported that amongst HIV-1 infected individuals the lymphocyte gate is often and unpredictably contaminated by debris and other cell types (Pacifici et al. 1998), one of the causes being antiretroviral treatment which is associated with increased granulocyte fragility and reduced susceptibility of red blood cells to lysis (CDC 1994).

Perhaps the most commonly used functional subdivision of CD4\(^+\) T cells is into a naïve and memory type and therefore identifying means to discriminate between these types by flow cytometry was the next step undertaken. Additionally changes to these
phenotypes have been implicated in HIV-1 infection and is a noted difference between adults and children and this study is chiefly concerned with paediatric HIV-1 infection. It is widely accepted that differentiation from a naïve to memory phenotype is associated with decreased CD45RA and increased CD45RO expression. However as discussed earlier there is some evidence that memory cells can regain expression of CD45RA and that some CD45RA⁺ cells exhibit a primed phenotype. It would be preferable to use one marker therefore I sought to verify whether CD45RA⁺ cells included CD45RO⁺ cells and whether CD45RA⁻ CD4⁺ cells were entirely CD45RO⁺. Amongst CD45RA⁺ cells from both uninfected adults and uninfected children there was very little CD45RO expression. The CD45RA⁺ CD45RO⁺ CD4⁺ T cells, which have been reported to be primed cells in transition from naïve to memory cells, were found to be a very minor population, less than 4% and a mean size 1.2%. Other studies have reported similar results, means of 3.4% and 2.4%, in healthy controls and HIV-1 infected adults respectively that did not differ significantly (Mahalingam et al. 1996).

Interestingly a not insignificant proportion of CD45RA⁻ cells did not express CD45RO, 9-11.8%. All CD4⁺ T cells express some variant of the CD45 antigen because they are leucocytes, which would suggest that that this small population of CD45RA⁻ CD45RO⁻ cells are perhaps either not leucocytes or are apoptotic cells or insufficient antibody was used. However, all antibodies used in this study were titrated around the concentration recommended by the manufacturer and used in excess therefore this would seem unlikely. Lysing red blood cells in samples from HIV-1 infected individuals is notoriously difficult. As mentioned previously amongst HIV-1 infected individuals the lymphocyte gate is often and unpredictably contaminated by debris and other cell types (Pacifici et al 1998), which may account for this small CD45RA⁻ CD45RO⁻ population. It has also been suggested, based on the size of these cells, that they represent apoptotic cells (McElhaney, Pinkoski, & Meneilly 1995). Apoptosis has been shown to be increased in HIV infection thus the greater proportion of these cells in the HIV-1 infected children compared to the uninfected adults supports this hypothesis. It has been proposed that these apoptotic cells might be derived from memory by virtue of their expansion post influenza vaccine and subsequent influenza virus challenge (McElhaney, Pinkoski, & Meneilly 1995).
A minority of people have been reported to have a CD45 polymorphism, C77G, which results in continuous expression of CD45RA by memory cells. The C77G polymorphism is prevalent in around 1% of the Caucasian population and has an even lower frequency in non Caucasians (Tchilian et al. 2002). It was not found in the 14 children investigated and is unlikely to exist in either of the cohorts described in this study as they are mostly non Caucasian.

Therefore in conclusion defining naïve cells by CD45RA expression includes both CD45RA+ CD45RO− and a very small proportion of primed CD45RA+ CD45RO+ cells and defining memory cells by lack of CD45RA expression both CD45RA− CD45RO+ and CD45RA− CD45RO− cells. The phenotype of CD45RA− CD45RO− cells is unknown but they may be a population of apoptotic cells derived from memory cells.

The consensus of the MASIR 2008 conference on the phenotype and function of human T lymphocytes was that there are 2 populations of antigen experienced CD4+ T cells that express CD45RA but that they can distinguished from true naïve cells by their lack of CD27 and CCR7 expression (Appay et al. 2008). Though I have shown that CD45RA+CD45RO+ cells are a very minor population in the children we tested I also sought to investigate the CD27 and CCR7 expression of CD45RA+ cells in these children. We found that CD27 and CCR7 were both expressed by over 99% of CD45RA+ cells. Additionally there was no significant difference between the level of CD27 and CCR7 expression in each child. This supports our view that almost all the CD45RA+ cells are antigen naïve.

As mentioned in chapter one memory CD4+ T cells can be subdivided into two populations based on homing or migratory potential and the presence or absence of effector function (Sallusto et al 1999). These two populations, central and effector memory cells, were shown to differ in CCR7 expression but subsequently CD27 expression was also shown to differ between these populations (Sallusto et al 2000),
(Sallustio, Geginat, & Lanzavecchia 2004). We have shown that there was no significant difference between the percentage of CD27 and CCR7 expressed by CD45RA- cells in each child.

Naïve CD4+ T cells have been shown to be divided into a TREC content high and TREC content low population by the presence or absence of CD31 expression (Kimmig et al 2002). The CD31+ population and CD31- populations have been reported to represent RTEs and central naïve cells as detailed in chapter one. Due to greater thymic function in children than in adults RTEs would be likely to be a greater proportion of the CD4+ T cell population in children than in adults and accordingly a decrease in the proportion of CD45RA+CD31+ CD4+ T cells with age has been shown in uninfected individuals (Kimmig et al 2002). Our results show that HIV-1 infected children also have a significantly greater proportion of CD45RA+CD31+ CD4+ T cells than the uninfected adults. It also known that amongst uninfected individuals the proportion of CD45RA-CD31+ CD4+ T cells does not change with age (Junge et al 2007). Our results show that HIV-1 infected children also do not have a significantly different proportion of CD45RA-CD31+ CD4+ T cells than the uninfected adults.

To characterise activation within CD4+ T cells we studied three surface markers commonly used, CD38, CD69 and HLA-DR. CD38 has been found to be expressed at higher levels on neonatal lymphocytes than adults; high levels on mature thymocytes and activated T cells; low levels on resting (HLA-DR-) naïve cells and undetectable levels on resting memory cells. In HIV CD38 is upregulated on uninfected cells. It was also reported that CD38 expression has better prognostic value if mean fluorescence intensity (MFI) not proportion of cells positive is evaluated because gating of positive cells is subjective (Savarino et al. 2000). Similar to reported data I found CD38 expression to be higher amongst HIV infected children than uninfected adults also amongst both groups a greater proportion of memory cells than naïve cells expressed CD38.

We found that CD38 expression by CD4+ T cells is not a dichotomy of either high or low expression. This made it subjective and less reliable to state the percentage of cells...
that expressed CD38. As we have shown stating the difference between the MFI of the CD38 antibody and its isotype control for each child would be more appropriate but given the great number of samples to be processed for this study that would not be feasible. Additionally the suitability of CD38 as a marker of activation must be questioned. CD38 is constitutively expressed by naïve cells but not by memory cells therefore only when detected on a memory cell is it an accurate indicator of activation. Furthermore CD38 is downregulated independently by HIV (Savarino et al 2000).

Expression of CD69 by both the CD45RA+ and CD45RA- CD4+ T cell populations was extremely low, less than 1% on all populations therefore the ability of the CD69 antibody to bind was verified by demonstrating elevated CD69 expression in stimulated cells. CD69, as a very early marker is expressed at low levels, 0-5%, by T cells and rapidly but transiently induced upon activation (Cosulich et al. 1987), (Lanier et al. 1988), (Sancho, Gomez, & Sanchez-Madrid 2005). CD69 expression by unstimulated CD4+ T cells has been reported in HIV-1 infected adults as less than 1%, and significantly lower than in healthy controls (Perfetto et al. 1997) but has also been reported as up to 42% (mean 15%) in HIV-1 infected children, and was not significantly different from healthy controls (Perfetto et al 1997), (Bohler et al. 1999).

Though the study group used here consisted of children, the range of CD69 expression levels were found to be closer to those reported by Perfetto et al among HIV-1 infected adults. Although as reported by Böhler et al, I too found no significant difference in CD69 expression between HIV infected children and un-infected adults amongst both the CD45RA+ and CD45RA- sub-populations. I expected however, to detect higher levels because activation is believed to occur continually in HIV infection and high percentages of CD69+ cells have been reported in other chronic inflammatory conditions such as rheumatoid arthritis and chronic inflammatory liver disease. However in both these conditions the presence of CD69+ cells has been detected within the disease sites i.e. in synovial fluid and in the liver and not peripheral blood (Marzio, Mauel, & Betz-Corradin 1999). Apart from peripheral blood the disease sites for HIV include the gut, lymphoid tissue and the brain. Perhaps in these organs the percentage of CD69+ cells is greater than in peripheral blood. Accordingly a population of dense CD69+ monocytes has been described in patients with HIV associated dementia. This
population was found to be absent or present in much lower numbers in controls without dementia (Pulliam et al. 1997). As we detected a low percentage of CD69+ cells which did not differ significantly between the CD4+ T cell subsets and donor groups investigated we decided not to investigate CD69 expression in the cohorts described later in this thesis.

HLA-DR expression was greater amongst HIV-1 infected children than uninfected adults and greater by memory than naïve cells and additionally lacked the problems of CD69 and CD38 and therefore HLA-DR was used as an indicator of T cell activation for this study.

We used expression of Ki67, CD27 and HLA-DR to investigate the significance of CD31 expression by memory cells. We found only Ki67 expression to differ significantly between CD31+ and CD31- memory cells. CD31+ memory cells showed higher levels of Ki67 expression therefore they may require different or lower stimulus to proliferate than CD31- memory cells. The phenotype of this population is further explored in chapter four.

Lastly, the adaptation of a flow cytometric caspase detection assay (method in 2.2.4), designed for single cell populations in suspension, for use on CD4+ T cells in whole blood was described. Initially the FLICA marker was binding non-specifically as confirmed by the camptothecin studies, which showed no difference in FLICA experience between cells cultured with camptothecin and those cultured without. The non-specific binding was successfully resolved by eliminating the use of a lysis buffer and using whole blood. Although to further confirm the specificity of the assay it could be confirmed to other methods of measuring apoptosis.

The methods developed and validated in this chapter have been demonstrated to be suitable for identifying CD4+ T cells subsets and exploring the kinetic processes affecting those subsets, which is the focus of the next chapter of this thesis.
CHAPTER 4

CD4⁺ T CELL KINETICS IN A COHORT OF HIV-1 INFECTED CHILDREN
4.1 INTRODUCTION

HIV-1 infection in children is associated with a gradual progressive decline in the number of CD4+ T lymphocytes and as a consequence increased vulnerability to opportunistic infections. Effective treatment with a combination of three or more antiretroviral drugs, highly active anti-retroviral therapy (HAART), suppresses viral replication and the fall in plasma viraemia is accompanied by a concomitant increase in the number of CD4+ T cells towards non-disease levels. However the sub-populations of CD4+ T cells which contract during HIV-1 infection and the processes behind their decline are not fully understood in children.

4.1.1 CD4+ T cell kinetics

The size of a cell population is maintained by a balance between input and output thus for the population to contract, input must decrease and/or output must increase. Therefore cell kinetics in this context refers to the collective changes affecting the CD4+ T cell subsets, which together determine the size of the total CD4+ T cell population.

The potential sources of input into the CD4+ T cell pool are thymic output, homeostatic proliferation, activation driven differentiation of cells to a memory/effector phenotype and movement of cells out of the lymph nodes into the periphery. Whereas potential sources of output are death by apoptosis or necrosis, conversion of cells to a memory/effector phenotype and movement of cells from the periphery into lymphoid tissue. These processes may also operate to differing degrees during HAART to restore the CD4+ T cell population.

4.1.2 Effect of HAART on CD4+ T cell kinetics

The administration of HAART is associated with many effects, including an increase in CD4 count, that are unlikely to be solely due to decreased viral replications. HAART has also been associated in HIV infected children with an increase in TREC count (Persaud et al 2000), (de Rossi A. et al 2002) and a decrease in activated CD4 cells
The mechanisms behind the increase in CD4 count are not wholly understood. HAART may indirectly reverse the factors associated with CD4 depletion discussed in 1.4.4. Decreasing CD4 depletion through apoptosis may be one of the mechanisms. T cell apoptosis was shown to decrease after treatment with protease inhibitors (Weichold et al. 1999). Using an RNA protection assay, where single stranded RNA is protected from RNase degradation by hybridisation to RNA probes for apoptosis related genes, Balestrieri et al found that after 12 months of successful HAART, expression of several pro-apoptotic genes including *Fas* and *Caspase 8* were downregulated (Balestrieri et al. 2007).

Decreased rates of CD4 loss are unlikely to entirely account for the increased CD4 count. HAART may also increase CD4 output. *In vivo* labelling techniques in monkeys infected with SIV and humans infected with HIV have been undertaken in an attempt to determine the source. In one study where bromo deoxy uridine (BrdU) was infused into rhesus macaque monkeys a rapid decrease in the proportion of labelled CD4+ T cells occurred. From this it was deduced that labelled cells die faster than they divide. As this was occurring in a steady state there would have to be another source of incoming cells into the population. This could potentially be the thymic output or proliferation within the population. The same study found similar results in HIV infected individuals receiving anti-retroviral therapy (Mohri et al. 2001). This would suggest that HAART is associated with increased input to the CD4 pool either by increased rates of thymic output or increased rates of proliferation or both.

4.1.3 Proliferation as a mechanism of input

Inducing lymphopenia in mouse models results in a peripheral T cell expansion called homeostatic proliferation (Haynes et al 2000) and in the human newborn 50% of daily T
cell generation is due to peripheral T cell expansion (Haynes et al 2000) therefore it would be reasonable to expect proliferation to play a major part in HIV infection and reconstitution on HAART. The proliferation may be induced by lymphopenia or by activation.

Ki67 is a cell cycle protein expressed in the nucleus in cells in G1, S and G2 phase. How long Ki67 expression remains after mitosis is not clear but Ki67 expression is usually confined to cycling cells. In healthy adult controls, expression of Ki67 by CD45RO\(^-\)CD27\(^{\text{high}}\) (naïve) cells decreases and therefore cell proliferation has been shown to decrease with increasing age (Douek et al. 2001). In the same study the opposite, i.e. an increase in Ki67 expression, was shown for CD45RO\(^+\) (memory) cells. They also showed a 5.9 times greater percentage of Ki67\(^+\) memory cells in HIV infected compared to control adults. In the naïve pool proliferation was similar for both uninfected and infected adults, less than 1% of the cells. A different study by Di Mascio et al measuring Ki67 expression on CD45RA\(^+\) cells showed decreased naïve cell proliferation 18 months after HAART was initiated in 20 adults (Di Mascio et al. 2006). Decreased proliferation by naïve cells may slow recruitment of naïve cells into the memory pool.

**4.1.4 Thymic output**
Thymic output, especially in children in whom thymic involution has not yet occurred, may be a significant factor in the increased concentration of circulating CD4 T cells seen in HAART. IL-7, a likely regulator of thymic output, has been shown to take part in the differentiation of thymocytes and has been associated with CD4 T cell recovery in children (Correa, Resino, & Munoz-Fernandez 2003).

**4.1.4.1 Investigating thymic output by T cell receptor excision content**
Thymic output was initially estimated by quantifying the number of T cell receptor excision circles (TRECs) in naïve cells. Studies have shown that TREC counts in HIV infected people declined faster with increasing age than in uninfected adults thus
suggesting thymic output is decreased in HIV. Doubts, however, about the suitability of using TREC as a measure of thymic output emerged when Hazenberg et al demonstrated that in addition to decreasing thymic output a fall in TREC count could also be explained by increased proliferation within the naïve pool which would dilute the TREC count (Hazenberg et al 2000). However a decrease in TREC occurring in the absence of an increase in naïve cell proliferation would indicate a decrease in thymic output as has been demonstrated in HIV infected adults (Douek et al 2001). In children, however, HAART has been associated in HIV infected children with an increase in TREC count (Persaud et al 2000), (de Rossi A. et al 2002). Increased TREC counts have also been associated with slower disease progression in pathogenic SIV infection (Ho Tsong et al. 2005).

4.1.4.2 Investigating thymic output by CD31 expression

A study carried out by Kimmig et al (Kimmig et al 2002) identified two populations of CD45RA+ CD4+ T cells with disparate TREC content. The TREC were highly enriched in the CD31+ population and barely present in the CD31- population. They also showed a decrease of CD45RA+CD31+ cells with increasing age. In addition the low production of effector cytokines in CD45RA+CD31+ cells indicates the suitability of using co-expression of CD31 and CD45RA as a marker of recent thymic emigrants (RTEs).

Kimmig et al. put forward a model of naïve CD4+ T cell homeostasis predicated from an in vitro study that showed loss of CD31 after TCR triggering. They suggested that naïve cells can be divided into two groups: RTEs that express CD31 and central naïve cells that do not express CD31. In this model, activation of either of these groups within the periphery by foreign antigen leads to their differentiation into CD45RO+ (memory) CD4+ T cells. Whereas when presented with self antigen, RTEs undergo homeostatic proliferation, lose CD31 expression and differentiate into central naïve cells. Unfortunately this work is concerned with naïve cells and does not report on the significance of CD31 expression by CD45RO+ memory cells.
In 2007 Junge et al published a study endorsing the results of the initial Kimmig study and additionally showed that telomere length was longest in CD31+CD45RO−, then CD31−CD45 RO−, CD31+CD45RO+ and least in CD31−CD45RO+. They also showed telomerase activity was much higher in CD31+CD45RO− than CD31−CD45 RO− cells (Junge et al 2007).

A study by Bofill et al. used CD45RA−CD31+ expression to investigate increased thymic output in CD4+ T cell recovery on HAART. They found a non-significant association between increased proportion of CD45RA−CD31+ cells and improved CD4+ T cell count (Bofill et al. 2006). The study population, however, were adults. In children co-expression of CD45RA and CD31 by CD4+ T cells has not been yet been used to investigate increased thymic output as a source of new cells in immune reconstitution.

Only one study has measured CD45RA−CD31+ cells in HIV-1 infected children. The study found that children who had been on HAART for over 4 years had comparable proportions of CD45RA−CD31+ cells to age matched controls (Vrisekoop et al. 2008). There are no studies known that have followed changes in the CD45RA−CD31+ cell population before and upon starting HAART.

The aim of this chapter was to utilise the immunophenotyping methodology developed in chapter 3 to study, within the CD4+ T cell sub-populations of a cohort of HIV-1 infected children, some of the processes that may govern the contraction and expansion of the CD4 pool during progressive HIV infection and during the response to HAART, respectively.
4.2 RESULTS

4.2.1 Sample characteristics

The expression of various markers such as CD45RA, CD45RO, CD27, CD31 and CD62L have been used previously to describe CD4\(^+\) T cells with differing phenotype and function. To investigate CD4\(^+\) T cell subset dynamics in paediatric HIV-1 infection, blood samples from 58 children with vertically acquired HIV-1 infection were incubated with antibodies against CD4, CD45RA and CD31 such that CD4\(^+\) T cells could be identified by flow cytometry and divided into subsets defined by expression of CD31 and CD45RA. The characteristics of the cohort are displayed (Table 4.1).

<table>
<thead>
<tr>
<th>Sample Characteristic</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number female</td>
<td>31 (53.4%)</td>
</tr>
<tr>
<td>Median age in years</td>
<td>10.5 (7.9-13.0)</td>
</tr>
<tr>
<td>Number ART naïve</td>
<td>10 (17.2%)</td>
</tr>
<tr>
<td>Number of ART at time of sampling</td>
<td>27 (46.6%)</td>
</tr>
<tr>
<td>Median CD4 count</td>
<td>516.5 (352.5-775.5)</td>
</tr>
<tr>
<td>Median CD4 % (as % of total lymphocytes)</td>
<td>24 (18.3-32.8)</td>
</tr>
<tr>
<td>Median viral load (log RNA copies/ml plasma)</td>
<td>3.2 (1.7-4.1)</td>
</tr>
</tbody>
</table>

**Table 4.1 Patient characteristics at time of sampling**

Forty-five children with vertically acquired HIV-1 infection and varying ART experience were recruited to the study. The characteristics of the population, median and IQR in brackets, at the time of sampling are displayed. * Undetectable viral loads were assumed to be 50 copies/ml, which is the limit of detection, for purposes of calculating the median and IQR.

4.2.2 Aging is associated with changes to the distribution of CD4\(^+\) T cell subsets

Aging is a normal process, which in healthy children is associated with changes to the size and distribution of lymphocyte populations, however less is known about the effect of age on CD45RA and CD31 defined CD4\(^+\) T lymphocytes in HIV infected children therefore in this study the children’s ages were compared to the size of the CD4 pool and the distribution of CD4\(^+\) T cell subsets.
As has been described in healthy children, the CD4 count was negatively correlated with age, decreasing with advancing age (Figure 4.1). Additionally aging was found to be negatively correlated with the percentages of CD45RA$^+$ and CD45RA$^+$CD31$^+$ cells, positively correlated with the percentages of CD45RA$^-$ and CD45RA$^-$CD31$^-$ cells but not associated with the percentages of CD45RA$^+$CD31$^-$ and CD45RA$^-$CD31$^+$ cells (Figure 4.2). The proportion of CD45RA$^+$CD31$^-$ cells were found to be relatively low, compared to the other subsets, in all the children tested whereas a wider variation in the proportion of CD45RA$^-$CD31$^+$ cells was observed in children of different ages.

**Figure 4.1 Association between age and CD4 count**

The CD4 count for each child (n=58) was provided by GOSH diagnostic laboratories and was plotted against the child’s age. The strength of the correlation between the age and CD4 count was determined by Spearman’s rank coefficient (r). The statistical significance (p) is shown. The solid and broken lines represent lines of regression and 95% confidence interval, respectively.
Figure 4.2 Relationship between Age and CD4 Subset distribution

Peripheral blood samples from 46 HIV-1 infected children were incubated with antibodies against human CD4, CD45RA and CD31 and their expressions analysed by flow cytometry. The percentage of CD4⁺ T cell subsets for each child were plotted against their age. The strength of the correlations were determined by Spearman’s rank coefficient (r). The statistical significance (p) is shown. The solid and broken lines represent lines of regression and 95% confidence intervals, respectively.
4.2.3 Patients with detectable viraemia and patients with undetectable viraemia have different CD4 counts and CD4 subset distributions

Although chronic HIV infection is associated with a progressive gradual decline of CD4+ T cells and a concomitant increase in viral load studies have failed to show an association between viral load and CD4 count (Luzuriaga and Sullivan 1998) and none have determined which CD4+ T cell subsets decrease as viral load increases. Viral loads cannot be routinely quantified below 50 copies/ml plasma however detectable plasma viraemia is indicative of unsuppressed viral replication, therefore the children were divided into two groups, those with detectable viraemia (≥50 copies/ml plasma) at time of sampling and those with undetectable viraemia at the time of sampling (<50 copies/ml plasma). Then the CD4+ T cell count and subset distribution were compared between the two groups (Figure 4.3).

The group with detectable viraemia had a lower CD4+ T cell count and lower concentrations of the CD4+ T cell subsets; CD45RA-CD31+, CD45RA-CD31-, CD45RA- and especially CD45RA+ cells. Interestingly, there was no difference in the concentration of RTEs therefore even though CD4 count is significantly lower in the detectable viraemia group, the concentration of RTEs is unchanged, suggesting ongoing thymic output is an important contribution. The detectable viraemia group had a significantly higher mean age and increasing age is well known to be associated with decreasing CD4 count. Therefore the percentage of CD4+ T cells, which is more constant with age, was tested and this too was found to be significantly lower in the group with detectable viraemia. Interestingly, there was no difference between the percentages of CD4+ T cell subsets between the undetectable and detectable viraemia groups.
Figure 4.3. Comparison of the CD4+ T cell population and CD4 Subsets in children with detectable versus undetectable viral load.

The children were divided into those with undetectable viral loads (<50 copies/ml of plasma), n=21 and those with detectable viral loads, n=37. Black circles and white circles represent children with undetectable and detectable viral loads respectively. The CD4+ T cell count, percentage of CD4+ T cells and the concentration of the CD4+ T cell sub-populations were compared between the two groups in A, B and C respectively. For each variable shown the difference between the children with undetectable viral load and those with detectable viral load was tested for statistical significance by the Mann Whitney test.
Viral replication is thought to produce the non-specific generalised immune activation seen in HIV infection, although indirectly via CD4 cell depletion from the gut which damages the mucosal barrier allowing bacterial translocation as discussed in section 1.4 but studies have not shown an association between viral load and CD4\(^+\) T cell activation and proliferation therefore children with undetectable versus detectable viraemia were compared for differences in CD4\(^+\) T cell activation and proliferation as determined by HLA-DR and Ki67 expression respectively (Figure 4.4).

Children with detectable viral load had greater Ki67 expression in the total CD4\(^+\) T cell population and within the CD45RA\(^-\) subset compared to children with undetectable viraemia. There was however, no difference in Ki67 expression by CD45RA\(^+\) cells between the groups. Surprisingly HLA-DR expression by the total CD4\(^+\) T cells did not differ between the two viraemia groups but when the CD4\(^+\) T cells were subdivided by CD45RA expression HLA-DR expression by both the CD45RA\(^+\) and the CD45RA\(^-\) cells was found to be significantly higher in the group of children with a detectable viral load at time of sampling.
Figure 4.4 Comparison of Ki67 and HLA-DR expression in children with detectable versus undetectable viral load.

The children were divided into those with undetectable viral loads (<50 copies/ml of plasma), n=19 and those with detectable viral loads, n=27. Black circles and white circles represent children with undetectable and detectable viral loads respectively. Ki67 and HLA-DR expression by the total CD4⁺ T cell pool and CD4⁺ T cell sub-populations were compared between the two groups. For each variable shown the difference between the children with undetectable viral load and those with detectable viral load was tested for statistical significance by the Mann Whitney test.
4.2.4 Levels of Ki67 and HLA-DR expression differ between naïve and memory cells

Proliferation and activation are two processes known to control the size and equilibrium between lymphocyte populations and there is interaction between the two processes; as discussed in section 1.2.5. T cell proliferation can occur in response to activation as well in response to lymphopenia. Therefore to characterise the effect of these processes on CD4+ T cell subsets and their interaction with each other two markers of lymphocyte proliferation and activation, Ki67 and HLA-DR respectively, were used in conjunction. Additional samples were taken from the children and co-incubated with either antibodies against CD4, CD45RA, CD31 and Ki67 or antibodies against CD4, CD45RA, CD31 and HLA-DR.

As was mentioned in chapter one, the memory population is more activated and proliferating than the naïve population, which was also confirmed in section 3.3.7 and 3.3.8 where a greater proportion of memory cells where shown to express HLA-DR and Ki67 compared to naïve cells. However it is not known how CD31 defined naïve and memory subsets compare to each other. Therefore HLA-DR and Ki67 expression was investigated in 28 HIV-1 infected children but only Ki67 expression was found to differ significantly between the sub-populations (Figure 4.5). CD45RA+CD31+ had the lowest Ki67 expression, followed by CD45RA−CD31+ then CD45RA−CD31− and finally CD45RA+CD31−.
Figure 4.5 Characteristics of CD4 subsets

The box whisker graphs show HLA-DR and Ki67 expression in CD4+ T cell sub-populations (n=28). The Ki67 and HLA-DR expression are compared in CD45RA and CD31 delineated CD4+ T cell sub-populations in (A), and (B) respectively. The differences between the populations were tested by Kruskall-Wallis.

As discussed in section 1.4 it has been shown that CD4+ T cell activation correlates with CD4 count and progression in adults with HIV-1 infection therefore activation as determined by HLA-DR expression was investigated in the children described here as well as proliferation, which can also affect the size of CD4+ T cell pool (Figure 4.6). There was no significant association between HLA-DR expression and either the CD4 count or the percentage of CD4+ T cells. However the level of Ki67 did correlate with both the CD4 count and the percentage of CD4+ T cells.
Figure 4.6 Association between the size of the CD4+ T cell population and Ki67 and HLA-DR
Blood samples from 28 children were incubated with antibodies against CD4 and either Ki67 or HLA-DR and the CD4 count and percentage of CD4+ T cells were plotted against the level of Ki67 and HLA-DR expression. An association between CD4 count and percentage of CD4+ T cells and Ki67 and HLA-DR expression was tested by Spearman’s rank. The Spearman’s rank correlation coefficients, r, and p values are shown. The solid and broken lines represent lines of regression and 95% confidence intervals, respectively.

Activation does not always result in proliferation and proliferation can occur in the absence of activation i.e. lymphopenia induced proliferation versus activation driven proliferation therefore to investigate what proportion of activated cells proliferate and what proportion of proliferating cells are activated in children with HIV blood samples were incubated with antibodies against CD4, CD45RA, HLA-DR and Ki67. CD45RA− HLA-DR+ cells were found to express significantly greater levels of Ki67 than
CD45RA⁺HLA-DR⁺ cells but there was no significant difference between the level of HLA-DR expression by CD45RA⁺Ki67⁺ and CD45RA⁺Ki67⁺ cells (Figure 4.7). Almost 50% of CD45RA⁺Ki67⁺ and CD45RA⁺Ki67⁺ cells also express HLA-DR.

Figure 4.7 Co-expression by HLA-DR and Ki67 by CD4 subsets
In a subset of patients (n=16) peripheral blood samples were co-stained with both anti-HLA-DR and anti-Ki67 antibodies in addition to anti CD4 and anti CD45RA. The level of Ki67 expression was determined and compared for HLA-DR⁺ CD45RA⁺ versus HLA-DR⁺ CD45RA⁻ CD4⁺ T cells (A) The level of HLA-DR expression was determined and compared for Ki67⁺ CD45RA⁺ versus Ki67⁺ CD45RA⁻ CD4⁺ T cells (B) The difference between the medians of the populations was tested by Mann-Witney test.

4.2.5 FLICA expression in CD4⁺ T cells
Gougeon and colleagues demonstrated that lymphocytes from HIV infected individuals are more susceptible to spontaneous apoptosis compared to healthy controls and that this susceptibility correlates to the level of activation, determined by HLA-DR and CD38 expression. In their studies apoptotic cells were identified by propidium iodide (P.I.) and 7-amino-actinomycin D (7-AAD) staining and CD4 subpopulations were not
investigated (Gougeon et al 1996). In this present study apoptosis was identified by fluorescent-labelled inhibitor of caspases (FLICA) staining, as described in chapter 2 and was investigated in CD45RA\(^+\) and CD45RA\(^-\) CD4\(^+\) T cells.

Gougeon \textit{et al} reported that apoptosis is low in freshly isolated PBMCs from HIV-1 infected individuals, less than 5%, and is not different from healthy controls (Gougeon et al 1996) therefore initially FLICA staining in CD45RA\(^+\) and CD45RA\(^-\) CD4\(^+\) T cells in freshly drawn whole blood from six children was investigated. FLICA expression by CD4\(^+\) T cells was very low, mean of 1.7\%, and there was no difference between FLICA expression by CD45RA\(^+\) and CD45RA\(^-\) CD4\(^+\) T cells (Figure 4.8).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{flica-expression.png}
\caption{FLICA expression by CD4\(^+\) T cell sub-populations in freshly drawn whole blood}
\end{figure}

Freshly drawn whole blood from n=6 children was incubated with antibodies against CD4 and CD45RA and the FLICA reagent. The FLICA expression was determined in the total CD4\(^+\) T cell population and in the CD45RA\(^+\) and CD45RA\(^-\) CD4\(^+\) T cell sub-populations. Horizontal lines indicate the mean FLICA expression for each cell population. The difference between FLICA expression by the CD4\(^+\) sub-populations was tested for significance by the Mann-Witney test.

As there is little apoptosis present in freshly drawn blood, whole blood from 24 children was incubated at room temperature for 24 hours and then stained with FLICA and anti-CD4 and CD45RA antibodies to determine which subpopulation would be more
susceptible to apoptosis. After 24 hours there was greater FLICA expression and it was significantly higher in the CD45RA⁻ than in the CD45RA⁺ CD4⁺ T cell population (Figure 4.9).

Figure 4.9. FLICA expression by CD4⁺ T cell sub-populations in whole blood after 24 hours
Freshly drawn whole blood from n=24 children was incubated at room temperature for 24 hours and then with antibodies against CD4 and CD45RA and the FLICA reagent. The FLICA expression was determined in the total CD4⁺ T cell population and in the CD45RA⁺ and CD45RA⁻ CD4⁺ T cell sub-populations. Horizontal lines indicate the mean FLICA expression for each cell population. The difference between FLICA expression by the CD4⁺ sub-populations was tested for significance by the Mann-Witney test.

Activated cells are more susceptible to apoptosis (Groux et al 1992), (Meyaard et al 1992), (Estaquier et al 1995) therefore to investigate whether apoptotic cells displayed an activated phenotype whole blood from 24 children was incubated over 24 hours at room temperature and then stained with FLICA and antibodies against CD4, CD45RA and HLA-DR. Over 60% of FLICA⁺ cells also co-express HLA-DR, and the HLA-DR expression of CD45RA⁻ FLICA⁺ cells is significantly higher than the HLA-DR expression of CD45RA⁺FLICA⁺ CD4⁺ T cells (Figure 4.10). By contrast, when peripheral blood from 3 subjects was stained for FLICA and then stained for Ki67 to
investigate the association of apoptosis and proliferation in CD4\(^+\) T cells, only 6.7% of FLICA\(^+\) cells were found to express Ki67 (data not shown).

Figure 4.10 HLA-DR expression by FLICA positive cells

Freshly drawn whole blood from n=24 children was incubated at room temperature for 24 hours and then with antibodies against CD4, CD45RA, HLA-DR and the FLICA reagent. The level of FLICA expression by FLICA positive cells was determined by flow cytometry. The mean HLA-DR expression and 95% C.I. for each population of FLICA positive cells is displayed. The difference between the HLA-DR expression by the FLICA positive CD45RA\(^+\) and FLICA positive CD45RA\(^-\) CD4\(^+\) T cells was tested for significance using the Mann-Witney test.

4.2.6 The absolute CD4\(^+\) T cell count is associated with the distribution of CD4\(^+\) T cell subsets and Ki67 expression

CD4 count is used extensively as a prognostic indicator in the management of HIV infection, where an increase is usually associated with improvement of the clinical picture and a decrease with deterioration. Therefore the CD4 count was compared to the size of each CD4\(^+\) T cell subsets (Figure 4.11) to see how the distribution of subsets was affected by changes in the CD4 count. The CD4 count was positively correlated with the
percentage of CD45RA⁺CD31⁺ cells, though the rate of change was not fixed. When the CD4 count was high, above 600 CD4⁺ T cells/µl, a large change corresponded to a small change in the percentage of CD45RA⁺CD31⁺ cells. When the CD4 count was lower, below 600 CD4⁺ T cells/µl, a small decrease was associated with a large fall in the percentage of CD45RA⁺CD31⁺ cells. This is illustrated in Figure 4.11A where children with a higher CD4 count (greater than 600 CD4⁺ T cells/µl) have over 30% of their CD4⁺ T cells in the CD45RA⁺CD31⁺ sub-population (green box, Figure 4.11A) though for children with a low CD4 count (less than 600 CD4⁺ T cells/µl) one group of children have greater than 30% CD45RA⁺CD31⁺ (blue box, Figure 4.11A) and the other group less than 30% (red box, Figure 4.11A). There was no correlation between CD4 count and percentage of CD45RA⁺CD31⁺ cells but the percentage of CD45RA⁺ cells was positively correlated with CD4 count. The CD4 count was negatively correlated with the percentage of CD45RA⁻CD31⁺, CD45RA⁺CD31⁻ and CD45RA⁻ sub-populations.
Figure 4.11. Relationship between CD4 count and CD4 Subset distribution.

CD4+ T cell immunophenotyping was performed on 58 children by incubating blood with antibodies against CD4, CD45RA and CD31. The CD4 counts at time of sampling for each child were provided by GOSH diagnostics labs and plotted against the percentage of the CD4+ T cell sub-populations. The strength of the correlations between the CD4 count and the proportion of each sub-population was determined by Spearman’s rank. The coefficient (r) is shown with corresponding p values. The solid and broken lines represent lines of regression and 95% confidence intervals, respectively.
As mentioned previously cellular proliferation and viral replication can affect the size of the CD4⁺ T cell pool. Figure 4.6 showed a negative correlation was found between the CD4 count and the level of Ki67 expressed by CD4⁺ T cells but did not investigate the association between the CD4 count and level of Ki67 expressed by the CD45RA⁺ and CD45RA⁻ CD4⁺ T cells. Therefore to investigate if the changes in the total CD4 count are associated with changes in the proliferation of CD4⁺ T cell sub-populations and viral replication the CD4 count for each child was compared to the viral load and the level of proliferation in the CD4⁺ T cell sub-populations (Figure 4.12). The CD4 count was negatively correlated with the percentage Ki67 expression of CD45RA⁻ CD4⁺ T cells but there was no association with the percentage Ki67 expression of CD45RA⁺ CD4⁺ T cells. A negative correlation was also established between the CD4 count and viral load.
Figure 4.12. Relationship between CD4 count and level of Ki67 expression by CD4 cells and CD4 Subsets

Peripheral blood from 27 HIV-1 infected children were incubated with antibodies against human CD4, CD45RA, CD31 and Ki67 and their expressions analysed by flow cytometry. The CD4 count for each child was obtained from GOSH diagnostic labs and plotted against the level of Ki67 expression by CD4+ T cell subsets and viral load, which was also provided by GOSH diagnostic labs. The strength of the correlations between the CD4 count and the level of Ki67 expression by the sub-populations was determined by Spearman’s rank. The coefficient (r) is shown with corresponding p values. The solid and broken lines represent lines of regression and 95% confidence intervals, respectively.
4.3 DISCUSSION

HIV infection is characterised by a progressive decline in the absolute number of CD4$^+$ T cells where the mode of cell death is via apoptosis as was described in chapter one. In this chapter I have shown that FLICA expression, and therefore apoptosis, is greater in CD45RA$^-$ than in CD45RA$^+$ cells (Figure 4.9). More than 60% of apoptotic, FLICA$^+$, cells co-express the marker of activation, HLA-DR, and HLA-DR expression is significantly higher in the CD45RA$^-$FLICA$^+$ than in the CD45RA$^+$FLICA$^+$ subpopulation (Figure 4.10). This in agreement with a study of apoptosis and activation in HIV-1 infected individuals, which found that 50-60% of apoptotic CD4$^+$ T cells expressed markers of activation (Gougeon et al 1996). In that study apoptosis was detected by 7-amino-actinomycin D (7-AAD and activation was detected by CD38 and HLA-DR expression. From this, we can infer that activated cells are more susceptible to apoptosis and cells with a memory phenotype, CD45RA$^-$, are preferentially lost during HIV infection over CD4$^+$ T cells with a naïve phenotype, CD45RA$^+$. This is likely due to the higher levels of activation, HLA-DR expression, seen in memory cells.

In early HIV infection the CD4 count remains stable and relatively high despite the loss of CD4 cells therefore this loss must be compensated for by an equal rate of input. The results discussed here suggest that the compensatory mechanisms may include increased proliferation by memory cells because a decrease in CD4 count is associated with increased Ki67 expression by CD45RA$^-$ cells but not by CD45RA$^+$ CD4$^+$ T cells (Figure 4.12). CD45RA$^+$ CD4$^+$ T cells express very little Ki67 (Figure 4.5) and this does not change when the CD4 count increases or decreases (Figure 4.12). Therefore if naïve cell production is increased to compensate for increased loss of CD4$^+$ T cells the source of naïve cell production is likely to be thymic output of de novo naïve cells, recent thymic emigrants (RTEs) rather than proliferation of existing cells within the periphery. It is evidently important to maintain naïve cell production as none of the children with a high CD4 count had a low proportion of CD45RA$^+$CD31$^+$ cells (RTEs). This effect was independent of age.
As HIV infection progresses, perhaps due to decreased drug sensitivity and/or poor adherence to therapy, the viral load increases and the CD4 count begins to decline. The CD4 count may begin to fall either because the loss of CD4 cells increases beyond what the compensatory mechanisms can cope with and/or because the compensatory mechanisms (proliferation of memory cells, naïve cell production and proliferation) fail. The results shown here may suggest that the compensatory mechanisms continue to operate because Ki67 expression by CD45RA⁻ cells increased with declining CD4 count (Figure 4.12) and there is no difference in the percentage of Ki67 expression, between the group of children with a high CD4 count and high proportion of CD45RA⁺CD31⁺ cells (RTEs) (Figure 4.11A green box) and the group of children with a low CD4 count and a high proportion of CD45RA⁺CD31⁺ cells (Figure 4.11A blue box). Therefore the CD4 count falls because the rate of loss of CD4 cells is increased.

I have shown that as the CD4 count falls the balance between naïve and memory cells is relatively unchanged until it reaches about 600 cells/µl therefore initially thymic output may be able to adequately compensate for differentiation and proliferation, which produce memory cells. As the CD4 count falls below about 600 cells/µl the balance rapidly swings from naïve to memory cells. It may be because at some point thymic output is no longer able to compensate either because it has declined and/or the drive from naïve to memory has increased. If thymic output has declined, the decline is not explained by age as there is no significant difference between the age of children with low CD4 count-low proportion of CD45RA⁺CD31⁺ cells (Figure 4.11A red box) and the age of the children with a low CD4 count-high proportion of CD45RA⁺CD31⁺ cells (Figure 4.11A blue box). Either way the CD4 pool is now mostly composed of memory cells. These cells, as detailed in chapter one, are a rapidly turning over population with shorter half lives and telomeres than naïve cells and are more susceptible to both apoptosis and infection by HIV. Thus unless the loss of cells is reversed or the production of naïve cells is re-instated, by effective HAART, the CD4 count will fall to dangerous levels.
In studying CD4+ T cell kinetics in HIV infected children I have also further elucidated the significance of CD31 expression by CD4+ T cells. CD45RA+CD31+ CD4+ T cells were first put forward as RTEs by Kimmig et al., who also proposed a model of peripheral naïve CD4+ T cell homeostasis where RTEs in the periphery, compensate for falling thymic output, by proliferating and differentiating into central naïve cells, CD45RA+CD31-, in response to self antigen (Kimmig et al 2002). In uninfected individuals Kimmig and other authors have demonstrated a decline in RTEs with age that is initially rapid then slows down. Now within a cohort of HIV-1 infected children I have shown that the same exponential decay kinetics occur in RTEs with increasing age. At the same time also showing the zero order kinetics of central naïve cells where increasing age did not show an association with the size of the central naïve sub-population. The majority of memory cells, which do not express CD31 memory cells, shows a gradual increase with age as has been demonstrated before (Huenecke, Behl, & Zimmerman 2008).

Kimmig et al. did not discuss CD31+ memory cells but they have been detected at very low frequencies in healthy individuals of all ages by Junge et al (Junge et al 2007). Similarly in the cohort of HIV-1 infected children described here CD45RA\'CD31+ remained a consistently small sub-population, however in contrast to uninfected individuals the percentage of CD45RA\'CD31+ cells showed a significant association with age and were negatively associated with CD4 count. Therefore this population may be expanded during HIV infection. Additionally in chapter 3 we demonstrated that Ki67 expression in this population was higher than in the other CD4+ T cell subsets. Torimoto et al. showed in cells in culture that after CD45RA+ cells were activated CD31 expression did not change and that activation of CD45RO+ did not produce CD31 expression (Torimoto et al. 1992). From this we can infer that CD31+ memory CD4+ T cells represent CD45RA\'CD31+ CD4+ T cells post antigenic differentiation and CD31- memory CD4+ T cells represent CD45RA\'CD31- CD4+ T cells post antigenic differentiation. Later Prager et al. provided data that suggests a suppressor role for CD31+ memory CD4+ T cells (Prager et al. 1996). Therefore CD31+ memory CD4+ T
cells could contribute to the immune dysregulation seen in HIV. The deleterious impact of a decline in CD4 count may be amplified by the expansion of this population.

From the results described here and the studies by Kimmig, Junge, Torimoto and Prager I have proposed a model of T cell kinetics in HIV infection (Figure 4.13). The CD4 count and the balance between the sub-populations are controlled by thymic output, proliferation and antigen driven differentiation. CD45RA⁺CD31⁺ CD4⁺ T cells are produced by thymic output. In response to activation they can differentiate into either CD45RA⁻CD31⁺ cells or into CD45RA⁺CD31⁻, which can themselves differentiate into CD45RA⁻CD31⁻ cells (red arrows). CD45RA⁺CD31⁺ and CD45RA⁺CD31⁻ cells respond to activation by proliferating (green arrows). Death occurs in all populations, though at different rates (black arrows). Viral replication increases activation in all populations and activation increases the death rate in all populations. In addition increased activation drives the differentiation of CD45RA⁺CD31⁺ and CD45RA⁺CD31⁻ cells and the proliferation of CD45RA⁻CD31⁺ and CD45RA⁻CD31⁻ cells thus moving the equilibrium towards memory cells.
Figure 4.13 Model of T cell kinetics in paediatric HIV infection
The boxes represent the CD4+ T cell populations present in peripheral blood and thymocytes in thymus. Red arrows indicate antigen driven differentiation, green arrows proliferation and black arrows death.
CHAPTER 5
IMMUNOLOGICAL STUDY OF PLANNED TREATMENT INTERRUPTION IN A COHORT OF HIV-1 INFECTED CHILDREN
5.1 INTRODUCTION

The optimum of care for HIV infected individuals, as discussed in chapter one, includes continuous long-term administration of three or more anti-retroviral drugs, termed highly active anti-retroviral therapy (HAART). Compliance is difficult because HAART is a rigorous regime of multiple drugs administered several times a day and is associated with toxicities. Yet if therapy is not strictly adhered to, viral strains with mutations that confer drug resistance emerge resulting in virological failure, a loss of viral suppression despite HAART. ARVs are changed in response to virological failure or drug intolerance but there are a limited numbers of drug combinations available and life long treatment is required. Due to these constraints, it may not be possible to achieve life long viral suppression with the current treatments available and it is therefore important to optimise treatment for maximum therapeutic effect balanced against patient quality of life. One of the strategies for optimising HAART is intermittent treatment.

It has been postulated that intermittent therapy would be helpful in conserving treatment options for the lifetime of the patient, increasing adherence, addressing virological failure and decreasing the occurrence of anti-retroviral drug associated toxicities and side effects. Intermittent therapy might also make long term treatment cheaper and more affordable. It could however carry some significant risks, such as increased viral replication and faster disease progression (Miller 2001). Since the introduction of HAART it has not been uncommon for individuals to transiently stop treatment, either by choice due to drug intolerance and other reasons, or under the advice of a physician due to virological failure. The logic being that removing drug pressure would result in the resurgence of ARV sensitive wild type virus because in the absence of ARVs, viruses with resistance-conferring mutations have reduced fitness compared to wildtype virus (Miller et al. 2000b). Additionally viral suppression is associated with decreased numbers of HIV specific CTLs therefore it has also been suggested that intermittent therapy might work like a vaccine to boost the CTL response and thus induce immune mediated control of HIV-1 (Montaner 2001).
Intermittent therapy has been investigated in various studies. Initial trials were performed with small groups of patients with sustained viral suppression below the standard limit of detection. Use of treatment interruption in such patients would require subsequent therapy to remain effective after the interruption. This was investigated by Neumann et al, where a small group of ARV naïve patients received HAART for 28 days, interrupted for 28 days and then restarted with the same regime. They found that upon reinitiating treatment, viral loads declined at a similar rate to that seen following initial treatment and they did not detect resistance-conferring mutations (Neumann et al. 1999). Other investigators have also shown that the ability of HAART to suppress viral replication was not affected by a short period of interruption (Devereux et al. 1999), (Miller et al. 2000a).

The second scenario for the use of treatment interruption was virological failure in treatment experienced individuals. Two such trials in the UK and Germany detected decreased viraemia and increased CD4+ T cell counts after restarting therapy compared to before the interruption. These changes were associated with decreased detection of drug resistant strains. They reported that the longer the interruption period, the higher the peak viraemia and the greater the reduction in drug resistant mutant strains. They also reported a decrease in CD4 count during the interruption to pre-HAART levels (Devereux et al 1999), (Miller et al 2000a).

Recently there have been larger trials of planned treatment interruption (PTI) utilising CD4 count guided entry and restart criteria. They include the SMART trial, Trivacan and DART, all of which were unsuccessful for the most part. They all reported excess risk of opportunistic infections in the group allocated to treatment interruption compared to the group assigned to continuous treatment and had to be prematurely terminated (Danel et al. 2006), (El-Sadr et al. 2006), (DART Trial Team 2008). Additionally the SMART trial did indicate that individuals with low nadir CD4+ T cell count or advanced disease most likely could not tolerate a treatment interruption (El-Sadr et al 2006).
Amongst untreated individuals and those receiving continuous therapy, viral load, does not correlate, as well as CD4 count and level of immune activation with disease progression (Resino et al 2006), (Albuquerque et al 2007). The trials discussed thus far assessed CD4+ T cell count during PTI and mostly found that though CD4+ T cell count declined to some degree during the interruption it could be restored by restarting therapy. However to date, only one trial has looked at immune activation during PTI, and that was in CD8+ T cells, in which an increased CD38 expression was noted following interruption (Ruiz et al. 2000). No PTI trials have assessed immune activation of CD4+ T cells.

The trials described thus far have been conducted in adults yet treatment interruption regimes could be more useful in children than in adults because HIV-1 infected children will probably spend more years on treatment and therefore have a greater need to conserve anti-retroviral combinations. Attaining strict adherence in children can also be harder as they start school and then enter adolescence. Within growing children the toxicities and side effects associated with anti-retroviral treatment can have different or more deleterious effects for example stunted growth which would not be an issue in adults. Additionally as described in chapter one the juvenile immune system is more adaptable and therefore perhaps better able to respond to cycles of treatment interruption and restart. Despite this, investigations of treatment interruption in children have been limited.

There is limited evidence to support the view that treatment interruption in children may be more successful than in adults. The earliest paediatric study was in children undergoing unplanned treatment interruptions and therefore breaks in treatment were of various lengths and children had wide ranges of viral load and CD4 count at treatment cessation. This study looked at children who had interrupted ART for at least 4 weeks and it was observed that although CD4 counts fell during interruption, within 6 months of restarting therapy, they had returned to pre-interruption levels. At this point half the children had viral loads lower than before interruption. However greater inter-person
variability and higher viral load increases than in adults have been reported (Gibb et al. 2004).

As in adults, planned treatment interruption was also considered for children with virological failure and for children with sustained viral suppression. A trial of treatment interruption for virological failure showed that CD4$^+$ T cells declined, as seen in adults, but viral load increases were higher in children (Monpoux et al. 2004).

Studies of planned treatment interruption in children with sustained viral suppression have used interruption periods of a predetermined length or used the CD4 count to guide the length of treatment interruption. Trials with predetermined periods of interruption have used a wide range of interruption durations ranging from a few days to a few months. One trial to induce cellular immunity against HIV in virally suppressed children used alternating cycles of treatment interruption and treatment reintroduction, where the length of the treatment interruption progressively increased with each cycle, starting with an interruption of 3 days and increasing by 2 days with every subsequent cycle leading up to a maximum interruption period of 27 days during the 13$^{th}$ cycle. During each cycle, the period of interruption was followed by, 18 days of treatment. Subjects were allowed to progress to the next cycle if they had been aviraemic at the end of their last treatment interruption otherwise they had to continue treatment until they achieved an undetectable viral load. The study was terminated in patients who were still viraemic after 112 days of treatment. 8 out 14 subjects achieved cycle 13 or greater i.e. they experienced at least a 27 day interruption period. Unfortunately the authors did not assess CD4 counts but did report that median viral loads peaked during the cycle 7, where treatment was interrupted for 15 days (Borkowsky et al. 2008). In another trial where patients were subjected to cycles of 4 weeks of treatment interruptions followed by 12 weeks of treatment, the patients experienced declines in CD4 count and increases in viraemia. (Palacios et al. 2009).
Considering the high degree of inter-person CD4 count variability in children assigned to treatment interruption, a CD4 count guided trial was logical. PENTA 11 was a trial of CD4 count guided planned treatment interruption (PTI) in 109 HIV-1 infected children conducted by the Paediatric European Network for the Treatment of AIDS (PENTA). Excerpts from the trial final report describing study design are provided in the appendix.

The overall aim of the PENTA 11 trial was to evaluate the role of planned treatment interruptions in the management of HIV infected children who have responded well to antiretroviral therapy. Entry criteria included sustained viral suppression below 50 copies/ml and the CD4 criterion in children 2-6 years was percentage CD4\(^+\) T cells of 30% or more. For children 7-15 years at least 25% CD4\(^+\) T cells and CD4 count of at least 500 cells/\mu l. Therapy was restarted in children if the percentage of CD4\(^+\) T cells fell below 20% in children under 7 years, or less than 20% or a CD4\(^+\) T cell count less than 350 cells/\mu l in children 7-15 years old. Additionally each PTI period could not last longer than 48 weeks and further PTIs could be undertaken only in children who spent more than 10 weeks off therapy during the 1\(^{st}\) PTI and then had been back on HAART for 24 weeks. The children were followed for a median period of 130 weeks.

Unlike trials in adults PENTA11 reported no deaths or serious clinical events. During the first PTI just over half the children had to restart therapy early, before 48 weeks had lapsed. A quarter of the children in the PTI arm underwent a 2\(^{nd}\) PTI. 4 children on PTI compared to 1 child on CT experienced a primary endpoint, CD4\%<15\% and CD4 count<200cells/\mu l for children 7 years and older. In contrast to other trials PENTA11 reported an association between nadir CD4 count and restarting early. As expected after 72 weeks fewer children in the PTI arm than in the CT arm were virally suppressed. Interestingly CD4 recovery after PTI was better in younger children (Gibb et al. 2008).

This chapter describes a pilot substudy in a small number of children involved in the PENTA11 trial. It attempts specifically to address whether children with chronic HIV
infection undergoing planned antiretroviral treatment interruptions are disadvantaged immunologically by periods of time without treatment. This was done by comparing the distribution of CD4 subsets and activation and proliferation, as discussed in chapters three and four, in children assigned to the PTI arm, during and after PTI and against the results observed in children assigned to the continuous treatment (CT) arm.

5.2 METHODS

5.2.1 Participants
Detailed information on participant recruitment and ethical approval for the whole study are provided in the appendix. This substudy investigated immunological parameters in 24 children in the UK, 12 assigned to PTI and 12 to CT, and within 12 children in Italy, 7 assigned to PTI and 5 to CT. The study plan for PENTA 11 allowed for multiple interruption periods, however only 5 of the children included this substudy underwent more than one interruption. Data was unavailable for several time points due to non-attendance by the subjects, failure to collect the sample, failure to prepare the sample or dead cells upon thawing of the frozen PBMCs.

5.2.2 Sample collection and storage
10 ml of whole blood were collected by venesection from each child within the predetermined time points in EDTA tubes. Within the day PBMCs were isolated by density gradient centrifugation as described in chapter 2. PBMCs were divided into 3 aliquots and stored at -80°C until use. At each time point viral loads and lymphocytes were also quantified by the GOSH (UK samples) or Padova University Hospital (Italian samples) clinical Immunology and Virology laboratories, and thus were available for analyses.
5.2.3 Immunophenotyping

Single aliquots for every child at every time point, where available, were thawed and resuspended in media as described in chapter 2. Samples of dead cells, identified by inability to form cell suspensions and flow cytometric SSC/FSC profiles were excluded from analysis. 100 µl aliquots of cell suspension were incubated with anti-CD4, CD45RA, CD31 antibodies and either anti-HLA-DR antibody or after permeabilisation anti-Ki67 antibody as described in chapter 2. Samples were then acquired and analysed by flow cytometry as described in chapter 4. Sample collection, storage and immunophenotyping of Italian samples were similarly performed by Anita de Rossi’s group at the University of Padova.

5.2.4 Analysis

Immunophenotyping protocols used in this thesis and described in chapter 2 were the same as those used by Anita de Rossi’s group except that HLA-DR expression was not assessed in the Italian cohort and Ki67 expression was only measured in two populations of CD4+ T cells, the CD45RA+ and CD45RA− fractions. The results of the UK and Italian cohorts showed similar trends and as they were produced by common methods, the two cohorts were combined to increase total numbers as in both cohorts, some time points had been missed.

14 (74%) of the children in the PTI group only underwent one period of treatment interruption. Measurements taken during the first period of interruption (1st PTI) for all children assigned to PTI were compared to the same variables in children assigned to CT for a similar length of time. Measurements made once children in the PTI arm restarted therapy (1st restart) are compared to the same variables in children on the CT arm for a similar length of time. Measurements were fitted into nominal week windows counted as weeks after interrupting or after restarting therapy. Nominal week windows for the period of interruption were assigned as follows:
- Nominal Week=0 if sample was collected before or at week 0 of interrupting therapy
- Nominal Week=2 if sample collected week>0 & week<3
- Nominal Week=4 if sample collected week>=3 & week<6
- Nominal Week=8 if sample collected week>=6 & week<10
- Nominal Week=12 if sample collected week>=10 & week<18
- Nominal Week=24 if sample collected week>=18 & week<36
- Nominal Week=48 if sample collected week>=36 & week<60
- And so on every 24 weeks.

Nominal week windows for the restart period were the same except that nominal week 0 of restarting treatment only included samples collected during week 0 of restarting treatment and there was no nominal week 8. Therefore nominal week 4 included samples collected at or after week 3 but before week 8 and nominal week 12 included samples collected at or after week 8 but before week 18.

To compare changes to parameters in the PTI group against the CT group, measurements during each nominal week window were transformed into percentage change from baseline, where the baseline was either week 0 of interruption or week 0 of restart, using the equation shown Figure 5.1. Parameter measurements at week 0 of 1st PTI and at week 0 of 1st restart were not made for 3 out of the 19 subjects assigned to the PTI arm of the trial because the samples of PBMCs were dead. Therefore these subjects could not be included in the analysis.

\[
\text{% change from baseline at week } x = \frac{\text{value at week } x - \text{value at week 0}}{\text{value at week 0}} \times 100\%
\]

Figure 5.1 Percentage change from baseline equation
A total of 168 samples from the 16 subjects included in the analysis of the PTI arm were thawed, of these 150 (89%) were deemed to be viable. 87 samples were from time points during the 1st interruption period, 57 from the 1st restart period, 3 from the 2nd interruption period and 3 from the 2nd restart period. For each parameter measured, the median percentage change from baseline at each time point is presented, along with the associated IQR where the sample numbers were greater than or equal to four. For each parameter the numbers of samples quantified at each time point are indicated on the graphs.

If children met the restart criteria, a confirmed CD4+ T cell count of less than 20% in children under 7 years, or less than 20% or less than 350 cells/µl in children 7 years and older, they resumed treatment before the full 48 week period had lapsed. Therefore the 18 children included in the analysis of the PTI arm could be divided into two groups; a group of early restarters, 4 (22%) children, who had to restart therapy before 48 weeks and another group of late restarters, 14 (78%) children, who completed the whole 48 week interruption period. Amongst the early restarters, 1 child restarted therapy after 8 weeks, 2 after 12 weeks and 1 after 24 weeks. Results submitted for publication by the PENTA 11 study group found that the nadir CD4+ T cell count before PTI was significantly lower in early versus late restarters. Changes observed in the early restart group are compared to the late restart group for each parameters measured where samples were available.

The concentrations of CD4+ T cell subsets were calculated by multiplying the percentage size of the subsets against the CD4 count. The concentration of HLA-DR+ and Ki67+ cells of each cell population were determined by multiplying the percentage HLA-DR or Ki67 expression within each population against the concentration of each population.

Lastly results from the children who underwent more than one PTI during the period of follow up are described.
5.3 RESULTS

5.3.1 PTI and CT study populations at randomisation

At randomisation there was no difference between the children assigned to PTI and the children assigned to CT in terms of the ages of children, the CD4\(^+\) T cell counts, percentages and concentrations of CD4\(^+\) T cell subsets and viral loads (Table 5.1). All participants had an undetectable viral load.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>PTI (n=16)</th>
<th>CT (n=17)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MEDIAN</td>
<td>LQ</td>
</tr>
<tr>
<td>Age (years)</td>
<td>8.9</td>
<td>6.05</td>
</tr>
<tr>
<td>CD4 count (cells/µl)</td>
<td>1049</td>
<td>860</td>
</tr>
<tr>
<td>CD4(^+) T cells (% of total lymphocytes)</td>
<td>36.6</td>
<td>32.75</td>
</tr>
<tr>
<td>Total lymphocytes/µl</td>
<td>2765</td>
<td>2325</td>
</tr>
<tr>
<td>Log viral load (copies/ml) †</td>
<td>1.7</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Table 5.1 Characteristics of study populations at randomisation
PBMC samples were obtained from children undergoing a PTI or CT regime. Median value and IQR are given for the PTI and CT arms. † For the purpose of analysis, undetectable VLs (below 50 copies/ml) were considered equivalent to 50 copies/ml.

5.3.2 Effect of interrupting and restarting treatment on HIV viraemia and CD4\(^+\) T cells during 1st PTI, 1st restart and CT

When CD4 count was examined over the duration of the PTI (Figure 5.2) it was found to decrease from baseline until the 4th week, and thereafter did not change. Interestingly the decline in the percentage of CD4 cells lagged behind the decline in concentration. Until week 4 the percentage of CD4 cells was close to baseline, then decreased until week 8 and then held steady after that point. The change in viral load from baseline in
the PTI group showed a steep increase until week 4 and then plateaued for the remaining time of PTI. During this time, in the CT group, there was almost no change in viral load from baseline.

Figure 5.2 Change to the concentration and percentage of CD4+ T cells during 1st PTI
The percentage change from baseline of the absolute concentration and percentage of CD4+ T cells during the 1st PTI (red line and squares) were compared to the percentage change from baseline during CT (blue line and diamonds) of the same duration. Numbers indicate the number of samples available at each time point for both arms and vertical lines show the IQR.
At the end of the interruption period HAART was reintroduced but an increase in the CD4 count was not seen until after the 12\textsuperscript{th} week (Figure 5.3). The CD4 count did not increase in all subjects, indicated by the wide IQRs. The percentage of CD4 cells did not increase upon restarting treatment. Initially no change to viral load was detected upon restarting treatment but by week 4 viral loads had fallen and continued to decrease for several weeks before plateauing though by this point there are only 1-2 subjects therefore it is difficult to comment on this trend.
Figure 5.3 Change to the concentration and percentage of CD4+ T cells during treatment restart

The percentage change from baseline of the absolute concentration and percentage of CD4+ T cells during the treatment reintroduction (red line and squares) were compared to the percentage change from baseline during CT (blue line and diamonds) of the same duration. Numbers indicate the number of samples available at each time point for both arms and vertical lines show the IQR.
5.3.3 The major influence of PTI is on concentration and not proportions of CD45RA and CD31 defined subsets

CD4$^+$ T cell subsets were enumerated at specific time points after therapy interruption (weeks 0, 2, 4, 8, 12, 24 and 48); therefore changes to the percentage and concentration of CD4$^+$ T cell subsets during the 1$^{st}$ PTI could be examined by looking at the percentage change from baseline with increasing time off therapy and compared to CT of a similar duration (Figure 5.4 and Figure 5.5).

In the CT group the median percentage of CD4$^+$ T cell subsets appeared to changed little form baseline over 48 weeks, although considering the IQR there was considerable inter-patient variation in the percentage change to the CD45RA$^-$CD31$^+$ subset over the treatment interruption period (Figure 5.4).

In the PTI arm the percentage of CD45RA$^+$CD31$^+$ cells decreased at week 4 before stabilising towards baseline levels by week 8 and then decreased again at week 48, however this was within a small subject group. There also appeared to be a transient decline in the percentage of CD45RA$^+$CD31$^-$ at 2 weeks. There was a transient rise in the percentage of CD45RA$^-$CD31$^-$ cells at 4 weeks which had returned towards baseline at week 8. The proportion of these cells appeared to increase towards the end of the 48 week period of interruption. As with the CT group there was substantial variation in the percentage change from baseline in the CD45RA$^+$CD31$^+$ cells during PTI. Therefore overall there is minimal change to the distribution of CD4 subsets during PTI compared to CT.

When the concentration of cells was compared between the two treatment arms (Figure 5.5), by 2-8 weeks all subsets had decreased in the PTI arm compared to CT. Interestingly the concentration of cells appeared to stabilise by week 12 until the end of the 1$^{st}$ PTI.
Figure 5.4 Change in CD4$^+$ T cell subset during 1st PTI
The percentage change from baseline of proportions of CD4$^+$ T cell subsets during the 1st PTI (red line and squares) were compared to the percentage change from baseline during CT (blue line and diamonds) of the same duration. Numbers indicate the number of samples available at each time point for both arms and vertical lines show the IQR.
Figure 5.5 Change in concentration of CD4+ T cell subsets during 1st PTI
The percentage changes from baseline of the concentrations of CD4+ T cell subsets during the 1st PTI (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1st PTI and CT respectively at each time point and vertical lines show the IQR.
5.3.4 HLA-DR expression during PTI

Changes in the level of HLA-DR expression by CD4\(^+\) T cells and subsets from baseline were followed during the 1st PTI and compared to the changes during CT of the same duration. The percentage change in HLA-DR expression by CD4\(^+\) T cells and subsets and the concentrations of HLA-DR\(^+\) cells during PTI compared to CT are shown in Figure 5.6 and Figure 5.7. On average HLA-DR expression by CD4\(^+\) T cells doubled quickly from baseline by week 2 but decreased towards baseline by week 4. Within the CD4\(^+\) T cells subsets a transient increase in HLA-DR expression occurred in all subpopulations. Changes to the concentration of HLA-DR\(^+\) cells during PTI were also assessed and found to be similar to that seen in the CT arm.
Figure 5.6 Change in HLA-DR expression by CD4\(^+\) T cells and subsets during 1st PTI

The percentage changes from baseline of HLA-DR expression by CD4\(^+\) T cells and subsets during the 1\(^{st}\) PTI (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1\(^{st}\) PTI and CT respectively at each time point and vertical lines show the IQR.
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Figure 5.7 Change in concentration of HLA-DR⁺ cells and subsets during 1st PTI
The percentage changes from baseline of the concentrations of HLA-DR⁺ cells during the 1st PTI (red line and squares) were compared to CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1st PTI and CT respectively at each time point and vertical lines show the IQR.
5.3.5  **Ki67 expression increases during PTI**

Changes in the level of Ki67 expression by CD4$^+$ T cells and subsets from baseline were followed over the course of the 1st PTI and compared to the changes during CT of the same duration. The percentage change in Ki67 expression by CD4$^+$ T cells and subsets and the concentrations of Ki67$^+$ cells during PTI compared to CT are shown in Figure 5.8 and Figure 5.9.

There was a transient increase in the percentage of Ki67$^+$ CD4$^+$ cells at 4 weeks but decreased to baseline by week 8. This transient increase was predominantly because of Ki67 expression in the CD45RA$^-$ population. Amongst the CD45RA$^-$ subsets, CD45RA$^-$ CD31$^-$ and CD45RA$^-$CD31$^+$, percentage of Ki67 expression increased in both but remained elevated in CD45RA$^-$CD31$^+$, throughout PTI.

The change from baseline in the concentration of Ki67$^+$ cells was also assessed in Figure 5.10 and Figure 5.11. The concentration of Ki67$^+$CD4$^+$ cells increased transiently. Amongst the Ki67$^+$CD45RA$^+$ and Ki67$^+$CD45RA$^-$ cells the concentration of Ki67$^+$CD45RA$^+$ cells increased transiently but the increase in the concentration of was Ki67$^+$CD45RA$^-$ cells was sustained. The concentration of cells was also elevated amongst the Ki67$^+$CD45RA$^+$CD31$^-$, Ki67$^+$CD45RA$^-$CD31$^-$ and Ki67$^+$CD45RA$^-$CD31$^+$ but not the Ki67$^+$CD45RA$^+$CD31$^+$ cells.
Figure 5.8 Change in Ki67 expression by CD4\(^+\) T cells and CD45RA defined subsets during 1st PTI
The percentage changes from baseline of Ki67 expression by CD4\(^+\) T cells (A) and CD45RA\(^+\) (B) and CD45RA\(^-\) (C) subsets during the 1\(^{st}\) PTI (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1\(^{st}\) PTI and CT respectively at each time point and vertical lines show the IQR.
Figure 5.9 Change in Ki67 expression by CD4⁺ T cells and CD45RA and CD31 defined subsets during 1st PTI

The percentage changes from baseline of Ki67 expression by CD45RA⁺CD31⁻ (A), CD45RA⁺CD31⁺ (B), CD45RA⁻CD31⁻ (C) and CD45RA⁻CD31⁺ (D) CD4⁺ T cells subsets during the 1st PTI (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1st PTI and CT respectively at each time point and vertical lines show the IQR.
Figure 5.10 Change in the concentration of CD45RA defined Ki67+ cells during 1st PTI
The percentage changes from baseline of the concentrations of Ki67+ CD4+, CD45RA+ and CD45RA− cells during the 1st PTI (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1st PTI and CT respectively at each time point and vertical lines show the IQR.
Figure 5.11 Change in the concentration of CD45RA and CD31 defined Ki67+ cells during 1st PTI
The percentage changes from baseline of the concentrations of Ki67+ CD4+, CD45RA+ and CD45RA- cells during the 1st PTI (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1st PTI and CT respectively at each time point and vertical lines show the IQR.
5.3.6 Changes to CD4\(^+\) T cell subsets on restarting HAART

When children were reintroduced to treatment after a PTI the changes from baseline, week 0 of treatment restart, to the percentages and concentrations of CD4\(^+\) T cells were compared to the changes from baseline in children who had been on CT. The percentage change from baseline of the percentages and concentrations of CD4\(^+\) T cell subsets compared to CT are shown in Figure 5.12 and Figure 5.13. The percentages of CD4 subsets, similar to CT, appeared unchanged upon restarting. By week 48 of treatment resumption there was a median increase in CD4 count of 25% but this did not occur in all patients as seen by the wide IQRs (0.3-57%). This is in accordance with observations in the CD4 subsets where at week 48 we detected an increase of 33\% (16-130\%) in the CD45RA\(^+\)CD31\(^+\), 41\% (10-285\%) in the CD45RA\(^+\)CD31\(^-\), 29\% (-21-164\%) in the CD45RA\(^-\)CD31\(^-\) and 100\% (24-456\%) in the CD45RA\(^-\)CD31\(^+\).
Figure 5.12 Change in CD4⁺ T cell subset during treatment restart
The percentage change from baseline of proportions of CD4⁺ T cell subsets during the treatment restart (red line and squares) were compared to the percentage change from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1st PTI and CT respectively at each time point and vertical lines show the IQR.
Figure 5.13 Change in concentration of CD4$^+$ T cell subsets during treatment restart

The percentage changes from baseline of the concentrations of CD4$^+$ T cell subsets during the 1st restart (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1st restart and CT respectively at each time point and vertical lines show the IQR.
5.3.7 HLA-DR expression decreased on restarting HAART

The changes from baseline, week 0 of treatment restart, to HLA-DR expression by CD4$^+$ T cells and subsets in children who were restarting therapy after a PTI were compared to the changes from baseline in children who had been on CT. The percentage change from baseline of HLA-DR expression by CD4$^+$ T cells and subsets and the concentrations of HLA-DR$^+$ cells compared to CT are shown in Figure 5.14 and Figure 5.15. Upon restarting therapy there was a decrease in the percentage expression of HLA-DR, this was predominantly due to the CD45RA$^-$ subsets, CD45RA$^-$CD31$^-$ and CD45RA$^-$CD31$^+$. There was no change in the concentration of HLA-DR$^+$ cells except HLA-DR$^+$CD45RA$^-$CD31$^+$ cells which appeared to decrease.
Figure 5.14 Change in HLA-DR expression by CD4$^+$ T cells and subsets during treatment restart
The percentage changes from baseline of HLA-DR expression by CD4$^+$ T cells and subsets during the 1$^{st}$ restart (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1$^{st}$ restart and CT respectively at each time point and vertical lines show the IQR.
Figure 5.15 Change in concentration of HLA-DR⁺ cells and subsets during treatment restart

The percentage changes from baseline of the concentrations of HLA-DR⁺ cells during the 1st restart (red line and squares) were compared to CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1st restart and CT respectively at each time point and vertical lines show the IQR.
5.3.8 Ki67 expression decreased on restarting HAART

The changes from baseline, week 0 of treatment restart, to Ki67 expression by CD4\(^+\) T cells and subsets in children who were restarting therapy after a PTI were compared to the changes from baseline in children who had been on CT. Figure 5.16 and Figure 5.17 show that upon restarting treatment the percentage of Ki67\(^+\) cells decreased, specifically in the CD45RA\(^-\) cells. Similarly the concentrations of Ki67\(^+\) cells also decreased following treatment restart.
Figure 5.16 Change in Ki67 expression by CD4\(^+\) T cells and CD45RA defined subsets during treatment restart

The percentage changes from baseline of Ki67 expression by CD4\(^+\) T cells (A) and CD45RA\(^+\) (B) and CD45RA\(^-\) (C) subsets during the 1\(^{st}\) restart (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1\(^{st}\) restart and CT respectively at each time point and vertical lines show the IQR.
Figure 5.17 Change in the concentration of Ki67+ cells and CD45RA defined subsets during treatment restart
The percentage changes from baseline of the concentrations of Ki67+ CD4+, CD45RA+ and CD45RA- cells during the 1st restart (red line and squares) were compared to the percentage changes from baseline during CT (blue line and diamonds) of the same duration. Red and blue numbers indicate the number of samples of 1st restart and CT respectively at each time point and vertical lines show the IQR
5.3.9 Early versus late restarters

Of the 18 children assigned to PTI, 4 ‘early restarters’ experienced a decline in CD4+ T cells below 20% and therefore had to restart therapy within 48 weeks, 14 ‘late restarters’ completed the full 48 weeks of PTI. Starting age, CD4+ T cell count and percentage, CD4+ T cell subsets counts and percentages, level of HLA-DR and Ki67 expression at start were investigated as possible predictors of time to restart in children assigned to PTI. However the sample sizes were too small to yield statistically significant results. There is however, a tentative suggestion that changes to the relative sizes of CD4+ T cell subsets during PTI and subsequent treatment restart, do not appear dissimilar between the two groups. It also appears that both groups experience transient increases in HLA-DR and Ki67 expression, levels were higher amongst the early restarters (Figure 5.18 and Figure 5.19).
Figure 5.18 Comparison of 'early' and 'late' restarters CD4⁺ T cell subsets during PTI and treatment restart

The median changes from the PTI and restart baselines of CD4⁺ T cell subsets during 1ˢᵗ PTI and 1ˢᵗ restart were compared between 'early' restarters, indicated by red circles and solid lines and 'late' restarters indicated by blue squares and solid lines. For comparison median baseline changes during CT are included (black diamonds and broken lines).
Figure 5.19 Comparison between 'early' and 'late' restarters of HLA-DR and Ki67 expression by CD4+ T cells during PTI and treatment restart
The median changes from the PTI and restart baselines of percentage HLA-DR and Ki67 expression by CD4+ T cells during 1st PTI and 1st restart were compared between 'early' restarters, indicated by red circles and solid lines and 'late' restarters indicated by blue squares and solid lines. For comparison the median baseline changes during CT are included (black diamonds and broken lines)

5.3.10 Serial interruptions
Individuals who maintained their CD4+ T cells above 20% during the full 48 week PTI were allowed to undergo a second interruption after restarting treatment for at least 24 weeks. 5 out of the 18 children assigned to PTI underwent a second further PTI during the follow up period. In one child CD4+ T cell subsets, HLA-DR and Ki67 parameters were measured during the 1st PTI, 1st restart, the 2nd PTI and 2nd restart. The variation of
CD4⁺ T cell subsets, HLA-DR and Ki67 with time of follow up are shown in Figure 5.20, Figure 5.21 and Figure 5.22 respectively.

Apart from during the 1ˢᵗ PTI there seemed to be little change to the proportions of CD4⁺ T cell subsets during the whole study period. During the 1ˢᵗ PTI there seemed to be a transient increase in the percentage of CD45RA⁻ cells and a transient decrease in CD45RA⁺ cells within the first 4 weeks. Thereafter there was little change during 1ˢᵗ restart, 2ⁿᵈ PTI and 2ⁿᵈ restart.

The absolute counts of CD4⁺ T cell subsets declined during both 1ˢᵗ and 2ⁿᵈ PTI except for the concentration of CD45RA⁺CD31⁻ cells, which appeared constant throughout. The decline in the CD4⁺ T cell concentrations experienced during the 1ˢᵗ interruption is greater than the 2ⁿᵈ interruption. During the 1ˢᵗ PTI cell counts declined until week 12 and held steady thereafter. Initiating the 1ˢᵗ restart the absolute counts increased back towards baseline. The declines in CD4 subset count during the 2ⁿᵈ PTI were smaller than during the 1ˢᵗ PTI but once again increased during the 2ⁿᵈ restart.
Figure 5.20 Variation of CD4+ T cell subsets during serial interruptions

Percentage size and concentrations of CD4+ T cell subsets are shown for a child who underwent 2 PTIs during the follow up period. CD45RA+CD31-, CD45RA+CD31+, CD45RA-CD31- and CD45RA-CD31+ cells are shown in red, blue, purple and green respectively.

Percentage HLA-DR expression by CD4+ T cells increased transiently during the 1st PTI and then reduced after the 1st restart. During the 2nd PTI the increase in HLA-DR expression was less than during the 1st PTI but was sustained before declining slightly during the 2nd restart. Within the CD4+ T cell pool the largest increases in HLA-DR
expression occurred in the CD45RA-CD31- subset, then the CD45RA+CD31- subset and least in the CD45RA+CD31+ and CD45RA-CD31+ subsets.

Figure 5.21 Variation in HLA-DR expression during serial interruptions
Percentage HLA-DR expression by CD4+ T cells and concentration of HLA-DR+ CD4+ T cells (light blue) are shown for a child who underwent 2 PTIs during the follow up period. Percentage HLA-DR expression and concentration of HLA-DR+ cells are also shown for the specific subsets CD45RA-CD31+, CD45RA+CD31+, CD45RA-CD31+ and CD45RA+CD31+ cells in red, blue, purple and green respectively.
The pattern seen with Ki67 was similar to HLA-DR. Specifically percentage Ki67 expression by CD4+ T cells increased transiently during the 1st PTI and then again during the 1st restart. The increase during the 2nd PTI was smaller but declined again by the end of the 2nd PTI. Within the CD4+ T cell pool the largest increases occurred in the CD45RA− subsets followed by the CD45RA+CD31− subset. Ki67 expression by CD45RA+CD31+ cells appeared unchanged throughout. During the 1st PTI there was a transient increase in the concentration of Ki67+CD45RA− cells against a decline in the total subset but this had declined by the 8th week and held steady until the 2nd PTI when they again increased transiently. The concentration of Ki67+CD45RA+ cells remained low throughout.

Figure 5.22 Variation in Ki67 expression during serial interruptions
Percentage Ki67 expression by CD4+ T cells and concentration of Ki67+ CD4+ T cells (light blue) are shown for a child who underwent 2 PTIs during the study. Expression and concentration are also shown for the subsets CD45RA−CD31−, CD45RA−CD31+, CD45RA+CD31− and CD45RA+CD31+ cells in red, blue, purple and green respectively.
5.4 DISCUSSION

This chapter describes the results of the first immunology study of its kind, in a trial of CD4 guided planned treatment interruption in children with sustained viral suppression, PENTA 11. Changes in proliferation and activation as determined by Ki67 and HLA-DR expression were investigated in CD45RA and CD31 defined CD4+ T cell subsets during sequential periods of interruption and restart. Results were analysis was performed by assessing the relative change from baseline at various timepoints during both PTI and restart and compared to changes from baseline in the CT arm.

Most of the variables measured displayed a wide distribution in both the PTI and CT group and therefore their IQRs often overlapped. In fact CD4 count has been reported to be more variable in children undergoing unplanned PTI than in adults undergoing unplanned PTI (Gibb et al 2004).

Changes from baseline were detected in the PTI group for most parameters but interestingly even in the CT group parameters tended to show some variation from baseline during the study. These changes may reflect the dynamic nature of the CD4+ T cell pool. The study was long, in excess of 2 years; therefore it was important to compare trends in the PTI group to age associated changes which would also occur in the CT group.

Changes to viral loads and lymphocytes were assessed in children assigned to CT and PTI using the values quantified by the GOSH and Padova University Hospital Clinical Immunology and Virology Laboratories. Over the follow up period there was a slow gradual decrease in the concentration of CD4+ T cells in the CT arm, median 15% decrease from baseline at week 72 but there was no change to the percentage of CD4 cells during this time. The viral load was also unchanged in the CT group, remaining undetectable in almost all subjects. In comparison, both CD4+ T cells and viral load
changed considerably in the PTI arm. By weeks 4 and 8 of PTI the concentration and percentage of CD4+ T cells had decreased by a median of over 25% from baseline. Interestingly they did not fall any further after this point but remained at this level for the remainder of the PTI period. Similarly viral load increased by a median of almost 200% by week 4 of the PTI and stayed at this level for the duration of the PTI period.

Within 4 weeks of restarting treatment in the PTI arm, the CD4 concentration and percentage began to increase although only by a median of 12 and 10% respectively. However by week 24 of restarting treatment the median CD4 concentration had increased by over 25% but the median CD4 percentage had not increased any further. The IQRs ranges for percentage change in CD4 count were wide therefore some children experienced much larger increases than others and this in addition to the fact that children were older after restarting therapy than they were at the beginning of the PTI could explain why the median CD4 count experienced during treatment restart was less than that experienced in the CT arm and also lower than experienced during the PTI. Furthermore, in accordance with the results published for the whole PENTA 11 trial, the largest increases from base line occurred in the younger children, for example after 24 weeks of restarting therapy half the children were under 8 years and had a percentage change from baseline approximately 8-fold greater than in children 8 years and older. Viral load fell slowly upon restarting treatment, by week 24 of restarting treatment the median viral load had decreased by 75%. After this timepoint numbers were too small to draw further conclusions.

CD4+ T cell subsets defined by CD45RA and CD31 were enumerated in children assigned to CT and children assigned to PTI. Over the follow up period the median percentages of subsets were unchanged in the CT group though there was some variation to the proportion of CD45RA−CD31+ cells. In the PTI arm there were transient changes to the median percentage of each subset by week 4, specifically decreases in the percentages of CD45RA+CD31+ and CD45RA+CD31− cells and increases in the percentages of CD45RA−CD31+ and CD45RA−CD31− cells. Where after the subset
percentages returned to baseline until at least week 24 of PTI. After week 24 of PTI the CD45RA^+CD31^+ and CD45RA^-CD31^- cells decreased and increased respectively from baseline.

The absolute concentrations of the CD4 subsets were also determined for both treatment groups. In the CT group there was a slow gradual decline in the median concentration of CD45RA^+CD31^+ cells but the concentrations of the other subsets seemed unchanged. During PTI the concentrations of all CD4^+ T cell subsets appeared to decrease.

Upon treatment restart there did not appear to be any changes to the proportions of CD4^+ T cell subsets. However after 24 weeks of resuming treatment increases to the concentrations of CD4 subsets were observed. Although there was significant inter-patient variation the greatest percentage increases from baseline were in the CD45RA^-CD31^+ subset though this is partly a reflection of the small size of this subset i.e. a modest absolute increase would translate into a large percentage increase. The increased concentrations of CD4^+ T cell subsets upon treatment restart are more marked when compared to children undergoing CT who experienced decreased percentage changes from baseline.

CD4^+ T cell activation was monitored during the study by measuring the percentage HLA-DR expression in the total CD4^+ T cell population as well as in the subsets. In the CT arm there appeared to be little change from baseline to HLA-DR expression except for unexpected increase at week 8, which is most likely an anomaly. During PTI there were transient increases in the percentage expression of HLA-DR at week 2 which quickly returned to baseline and were unchanged for the rest of the PTI period. Intriguingly the transient increases were of higher magnitude in the CD45RA^+ subsets. During PTI there were decreases in the concentrations of CD4^+ T cells yet the concentration of HLA-DR^+ cells did not appear to change which would suggest that gain of HLA-DR^-CD4^+cells offsets loss of HLA-DR^-CD4^+cells.
Upon restarting treatment with HAART there was a slow and gradual decrease in the percentage HLA-DR expression and in the concentration of HLA-DR$^+$ cells.

CD4$^+$ T cell proliferation was monitored during the study by measuring the percentage Ki67 expression in the total CD4$^+$ T cell population as well as in the subsets. In the CT arm there was little change to Ki67 expression however during treatment interruption in the PTI arm Ki67 expression increased. Within the CD45RA$^+$ subsets there were transient early increases but in the CD45RA$^-$ subsets the increases were sustained for longer. The concentration of Ki67$^+$ cells was unchanged in the CT arm but increased during PTI despite decreased concentrations of all subsets. This would suggest that gain of Ki67$^+$CD4$^+$ cells exceeds loss of Ki67$^+$CD4$^+$ cells.

Upon restarting treatment there were moderate percentage decreases from baseline to both the percentage Ki67 expression and to the concentration of Ki67$^+$ cells.

Perhaps the most important theme to consistently emerge from these data is the importance of set points in HIV infection. Although treatment interruption results in initial perturbations to the percentage size of the CD4 subsets they quickly return to their baseline levels, their set point levels. Also the CD4 count and viral load only fell and rose respectively for the first few weeks of treatment interruption until they reach a set point. It is likely that processes controlling cell numbers such as activation and proliferation are important in re-establishing these set points because we detected early increases in HLA-DR and Ki67 expression in the CD4$^+$ T cell subsets, especially within the memory populations. A key to optimising PTI and HAART may to working out when these set points are established, how they are established and how they could be altered in favour of higher CD4 counts and lower viral loads.
Upon restarting treatment, Ki67 expression decreased but cell numbers increased which may suggest that the recovery is due to decreased loss rather than increased production.

In some children CD4 cells fell below 20% and therefore they resumed therapy after a shortened PTI but children who maintained CD4 cells above 20% were permitted to complete the full 48 week PTI. These children were termed ‘early’ and ‘late’ restarters respectively. 25% of children assigned to PTI in PENTA11 were early restarters, which is reflected in this substudy where 22% of the children on PTI therapy fell into this group. The starting values of age, CD4 count, CD4 subsets and HLA-DR and Ki67 expression were compared between the two groups in order to identify predictors of response to PTI i.e. factors associated with children who had to restart early but we found no statistically significant associations. However it is not clear if this is because none of these factors are predictors or because the numbers of children, especially in the early restart group, were too small.

An attempt was made to determine whether early and late restarters underwent dissimilar changes in response to interruption and restart. This could not realistically be interpreted because of small numbers and missing time points within subjects though the results may tentatively suggest that the transient increases in HLA-DR and Ki67 expression during PTI mentioned previously are steeper in early restarters than in late restarters, though this must be confirmed with more children and more samples. In this case higher HLA-DR expression in early restarters may explain why they experience a quicker fall in CD4 count and hence had to restart treatment sooner.

Data was also provided on a 2\textsuperscript{nd} further PTI and 2\textsuperscript{nd} restart period for one child. The decrease in absolute cell numbers was around 15\% smaller in the 2\textsuperscript{nd} PTI compared to the 1\textsuperscript{st} PTI. Smaller increases to HLA-DR and Ki67 expression occurred during the 2\textsuperscript{nd} PTI compared to the 1\textsuperscript{st}. Although data from more than one child is required to make any conclusions the data does suggest that there may be an improvement to cell loss and the
degree of immune activation and proliferation as measured by HLA-DR and Ki67 expression respectively, during subsequent PTIs. This has also been suggested by an adult PTI trial that employed several short cycles of treatment interruption (Borkowsky et al 2008). Therefore it would be interesting to assess further periods of interruption in more children. The child described here was followed for 3 years so any trial investigating more periods of interruption would be liable to run for over 5 years.

This study was constrained by low numbers and this is most evident in the analysis of ‘early’ and ‘late’ restarters. Greater numbers were required therefore ideally we would have liked to extend the study by obtaining aliquots of PBMCs from other PENTA11 trial sites within Europe specifically biased towards children who restarted early. Equal numbers of early and late restarters of adequate sample size would have strengthened the results of any analysis. A number of time points had been missed for the various reasons discussed. This was especially problematic if baseline PTI and baseline restart values were not available because changes during PTI and restart could not be investigated. A significant number of the time points missed were for samples that contained mostly dead cells and were not viable.

CD4+ T cell sub-populations, immune activation and proliferation have not been investigated in paediatric PTI trials. However a recent adult PTI trial conducted by Libois et al investigated immune activation and naïve and memory cell dynamics during cycles of PTI (Libois et al. 2006). They used 5 cycles of 2 weeks off and 8 weeks on therapy followed by a 12 week treatment interruption after which most patients remained off therapy until viral load peaked. They assessed immune activation of CD4+ T by CD38 expression and found no significant increase in CD38 expression during neither the short nor the long treatment interruptions, compared to period of HAART before the interruption. (Libois et al 2006). However this trial featured much shorter PTI periods, 2 weeks compared to the 48 weeks used for the PENTA trial and we did not detect increased HLA-DR expression until week 2-4. We presented data from the 2nd interruption period for one child in PENTA 11 where HLA-DR expression was around
80% lower than during the 1st PTI therefore we propose that multiple interruption cycles decrease the sensitivity of CD4+ T cells to immune activation which may explain why Libois et al found CD38 expression unchanged after the long interruption.

Libois et al assessed naïve and memory cells by CD45RO, CD45RA and CD62L and found that that during the 2 week PTI periods the percentage of naïve cells was higher and the percentage of memory cells were lower than during the prior 8 week HAART. During the 12 week treatment interruption they found that the percentage of naïve cells was unchanged and the percentage of memory cells had decreased and when the viral load peaked after 50-106 weeks of interruption they found that the percentage of naïve cells and memory cells had decreased and increased respectively (Libois et al 2006). By comparison we found that percentages of naïve and memory cells appeared unchanged after 48 weeks of interruption. However as we determined the concentrations of the subsets we noted that the concentrations of naïve and memory subsets fell during interruption. The concentration of naïve and memory cells were not provided by Libois et al therefore the increased naïve and decreased memory percentages could be associated naïve cell concentration falling slower than the memory cell concentration or the memory cell concentration rising faster than the naïve cell concentration.

The increased immune activation during PTI that we reported in this study appeared to be transient but immune activation is associated with CD4 depletion as discussed in chapter one. Garcia et al have proposed that the therapeutic use of treatment interruption might be improved by use of immuomodulating agents such as corticosteroids to decrease non-specific activation without blunting the anti-HIV CTL response (Garcia, Fumero, & Gatell 2008).

The results of this study cannot strongly advocate the use of PTI as part of the management of HIV infection in children. Greater sample numbers and a longer follow up period are required to look for any long term consequences. However the study does suggest that in the short term there are unlikely to be any major deleterious effects of PTI especially in younger children and that most changes are transient or at least
reversed by re-introducing treatment. Therefore weighed against the prospect of running out of ARV combinations as HIV-infected children grow into adulthood and toxic effects of ARVs, PTI should be given serious consideration as a long term treatment modality.
CHAPTER 6
QUANTIFICATION
OF HIV DNA IN CD4\(^+\)
T CELL SUB-
POPULATIONS
6.1 INTRODUCTION

As described in chapter one, most anti-retroviral drugs prevent the infection of new cells and virus production by interference with either HIV viral enzymes or structural proteins (Pomerantz and Horn 2003). Therefore, HAART is only usually efficacious against replicating virions. This allows non-replicating viruses to make up the latent viral reservoir. Virions can enter this latent phase at any point after target cell entry. The virion can be found in RNA or DNA forms, generated by reverse transcription. Unintegrated RNA and DNA forms of HIV are highly labile and are not transmitted to daughter cells during mitosis. However, the viral genome is stabilised following integration into the host genome, which permits HIV transmission to daughter cells during cell division. During this phase, the integrated virus, known as the provirus, requires active transcription and translation by host cellular machinery to generate new virions. The provirus is lost when the host cell dies (Blankson, Persaud, & Siliciano 2002). HIV infection is higher in populations of cells that have a high turnover. Homeostatic proliferation in the absence of new infection will dilute the proviral concentration. As such the concentration of the latent HIV reservoir in CD4 cell populations is at least partly determined by the rate of cell turnover.

6.1.1 The viral reservoir

Shortly after implementation of HAART, it was predicted that long-term HAART treatment would lead to complete eradication of HIV from the body. During effective HAART, HIV RNA could not be detected in the plasma by commercially available assays with detection limits of 50 copies/ml.

By contrast, ultrasensitive assays which can detect a single copy have demonstrated a low level viraemia and ongoing replication in virally-suppressed individuals. Without treatment, viral suppression is not sustained, and HAART discontinuation leads to rapid resurgence of viral load, which may be due to the latent persistence of replication-competent virus in long-lived populations of resting memory cells (Garcia et al. 1999), (Stephenson 1999).
In section 1.4.1, the evolution of plasma viral load during untreated HIV-1 infection from first an acute phase of high-level viraemia, which then declines to a set point that exists for an extremely variable length of time before finally a steep increase of viral load occurs was described. HAART alters the natural course of viral load. During HAART the plasma viral load decreases over three distinct phases, as shown in Figure 6.1. During the first phase, an exponential decrease in viral load by 1-2 logs, during the first 2 weeks of therapy is seen, due to rapid viral clearance and turnover of short-lived productively infected CD4\(^+\) T cells. The second phase is slower and reflects turnover in longer lived populations if HIV infected cells; these include infected macrophages and less activated CD4\(^+\) T cells which permit limited viral replication. The third phase occurs several months after initiating HAART and can last for several years. At this time plasma viral load is below the limit of detection but low level viraemia persists in plasma and other compartments such as semen while replication competent virus persists in latently infected cells (Kim and Perelson 2006).

Figure 6.1 Schematic illustrating the dynamics of HIV-1 decay upon initiating HAART
The graph shows the decay in plasma viral load over three phases. From (Kim and Perelson 2006)
Mathematical models of the decay of the latent HIV reservoir have been formulated, which take into account entry of newly infected cells into the latent reservoir, latent cell activation and homostatic proliferation of latently infected cells. They suggest that the stability of the latent reservoir is unlikely to be due to ongoing replication during HAART and that therefore intensification of HAART is unlikely to have significant effects on the decay of the latent reservoir (Sedaghat et al. 2007), (Kim and Perelson 2006).

Large populations of HIV infected cells reside in lymphoid tissue in the gut in gut associated lymphoid tissue (GALT). It has been proposed that progressive loss of CD4+ T cells from the gut may irreversibly damage the immune barrier required to prevent bacterial translocation into the bloodstream (Douek 2007). Vulnerability to bacterial translocation increases the risk of opportunistic infection and the levels of bacterial products which can increase T cell activation in the blood and lymphoid tissue. It is not generally feasible, however, to investigate the HIV viral reservoirs outside the circulation and therefore this study is limited to studying intracellular HIV in CD4+ T cells sampled from peripheral blood.

The majority of the latent reservoir resides in central memory cells as these are both preferentially infected, and have a longer life-span than effect memory cells.

It is not known if planned treatment interruption (PTI), previously discussed in chapter 5, affects the size of the viral reservoir in different CD4+ T cell populations. Initially the loss of viral suppression might result in expansion of the latent viral reservoir if replication is free to occur.

The aim of this chapter was to

1. Develop methods to separate naïve and memory CD4+ T cells from PBMCs
2. Develop methods to quantify intracellular HIV within these cells.

These techniques were then applied to a group of children participating in a PTI trial (see chapter 5).

6.2 METHODS

6.2.1 Isolating Naïve and Memory CD4+ T cells

As discussed in chapters one and three, the transition of CD4+ T cells from a naïve to memory phenotype is associated with decreased expression of CD45RA and increased expression of CD45RO (Akbar et al 1988). Therefore a population of naïve cells can be defined as a group of CD4+ T cells that highly express CD45RA and a population of memory cells as cells that highly express CD45RO. Antibodies specific for the CD4, CD45RA and CD45RO cell surface proteins can be used to separate these populations from PBMCs either by fluorescence activated cell (FACS) sorting or immuno-magnetic cell separation.

To comply with safety regulations, HIV infected samples must be fixed with formaldehyde before introduction to the fluorescence activated cell sorting facility at the Institute of Child Health (ICH). However it is difficult to extract viable DNA from formaldehyde fixed samples because formaldehyde cross links DNA to protein and formaldehyde residue inhibits PCR by reacting with the cytosine, guanine and adenine bases (Schander and Kenneth 2003). As such it was not feasible to employ a FACS sorting method at ICH and therefore an immuno-magnetic method was employed (Miltenyi) which uses antibodies covalently bound to metal beads to separate cells within a magnetic field. Cells which express the target epitope of the antibody are separated from those not expressing the target antigen by passing the cell-antibody-bead suspension through a column matrix within a
magnetic field. The magnetically labelled cells are retained in the column (positive selection) and unlabelled cells pass through into a collection vessel (negative selection). Cells retained in the magnetic field can be collected by removing the cell column from the field and washing the cells into a suitable container. The process is shown in Figure 6.2.

![Diagram of immuno-magnetic separation with Miltenyi reagents](image)

**Figure 6.2 Principle of immuno-magnetic separation with Miltenyi reagents**
The diagram shows how after incubation with antibody bound microbeads labelled cells are retained on the column and unlabelled cells pass through. Adapted from (Miltenyi Biotech 2009)

Ideally, if sufficient PBMCs are available, naïve and memory populations can be obtained using the 4 step separation shown in Figure 6.3. A cocktail of antibodies is used to negatively select CD4$^+$ T cells followed by CD45RO microbeads to obtain relatively pure populations of naïve, CD45RO$^-$, and memory, CD45RO$^+$ cells. These populations can then be further purified using CD45RA microbeads. However this four step separation protocol was not feasible in this study because of the small numbers of cells available. As CD45RA
and CD45RO expression is almost reciprocal, contamination with cells positive for both CD45RA and CD45RO is low. In chapter 3 CD45RA⁺CD45RO⁺ cells were found to make up less than 5% of the CD4⁺ T cell population and therefore the first two steps, the CD4 negative selection and the CD45RO separation, were considered sufficient.

Figure 6.3 Schematic of naive and memory separation
The diagram shows how 4 immuno-magnetic separations, a CD4 negative selection, a CD45RO selection and two CD45RA selections could be used to obtain populations of naïve and memory cells.
6.2.2 Separation of naïve and memory populations and assessment of purity

Isolation of PBMCs from whole blood, and the separation of naïve and memory populations, were carried out as described in methods and materials section 2.2.1 and 2.2.5. The purity of the enriched CD45RA⁺ CD4⁺ T cells and CD45RA⁻ CD4⁺ T cells was determined and compared to PBMCs by incubating 10⁵ cells with antibodies against CD4 and CD45RA and analysed by flow cytometry. Typically 70% and 80% purity were achieved for CD45RA⁺ CD4⁺ T cells and CD45RA⁻ CD4⁺ T cells respectively compared to less than 20% before separation (Figure 6.4).

In accurately assessing purity it was important that the epitopes of the fluorescently tagged antibody did not coincide with the epitopes of the metallic bead tagged antibody. As the clones used by the manufacturer could not be disclosed purity was assessed using a CD45RA antibody instead of both CD45RO and CD45RA antibodies. Figure 6.4 showed that contamination of naïve cells and memory cells would be CD45RA⁻ CD45RO⁻ cells and CD45RA⁺ CD45RO⁺ cells therefore the use of a CD45RA antibody enabled that contamination to be assessed.
Figure 6.4. Flow cytometric analysis of pre and post separation CD4⁺ T cell sub populations. PBMCs pre separation and cell post separation were incubated with antibodies against CD4 and CD45RA and analysed by flow cytometry. A) Pre separation CD45RA⁺ CD4⁺ T cells and CD45RA⁻ CD4⁺ T cells were 16.9% and 18.0% respectively. B) After CD4⁺ T cell selection and CD45RA positive selection CD45RA⁺ CD4⁺ T cells were 73%. C) After CD4⁺ T cell selection and CD45RA depletion CD45RA⁻ CD4⁺ T cells were 80.9%.

This method of separation resulted in a population purity considered to be insufficient to accurately quantify the HIV DNA in the cell populations of interest. This was primarily caused by CD4- cells passing through the column in the first step and contaminating the population. Thus, the CD4⁺ T cell negative selection step was optimised, as described below in section 6.2.3.
6.2.3 Optimisation of CD4 selection

Initially, the CD4\(^+\) T cell isolation was carried out according to the manufacturer’s instructions, as described in materials and methods section 2.2.5. This included incubating the PBMCs with a biotin-antibody cocktail for 10 minutes. To investigate whether I could improve the purity of separation by increasing the length of this incubation, so increasing the chance of antibody interaction with cell surface antigens, I incubated aliquots of the PBMCs with the biotin-antibody cocktail for 10, 30 or 60 minutes. The remainder of the protocol was carried out according to the manufacturer’s protocol.

The purity/enrichment of CD4\(^+\) T cells was compared across the 3 incubation periods by flow cytometric analysis. It was possible that increasing the incubation time could have increased the amount of non-specific binding and as such, CD4\(^+\) T cells would have been retained within the magnetic field. Therefore the proportion of CD4\(^+\) T cells retained in the CD4\(^-\) fraction was also assessed, and compared across the 3 incubation periods. Dot plots of the results are displayed in Figure 6.5. After 30 and 60 minutes the purity of CD4\(^+\) T cells was much greater than after 10 min: 95.7% and 94.0% compared to 85.2% respectively. The proportion of CD4\(^+\) T cells within the CD4\(^-\) fraction, a measure of non-specific binding, did not increase greatly as the incubation period was extended from 10 minutes to 30 minutes and 60 minutes: 1.7% to 1.8% and 1.9% respectively. As a result of these studies the 30 minute incubation was used for subsequent studies.
Figure 6.5 Purity of CD4+ cells recovered with different incubations

PBMCs were incubated with a cocktail of antibodies for 10, 30 or 60 min. The purity of CD4+ T cells obtained for each period and the percentage of CD4+ T cells within the CD4- fraction, lost by non-specific binding, were assessed by flow cytometry. The purity of cells recovered using a 10 min incubation is shown in A and the corresponding proportion of cells in the CD4- fraction is shown in B. C and D, and E and F show the same results from a 30 and 60 min incubation respectively.
6.2.4 Assessment of separation of frozen PBMCs

The PBMC samples from the PENTA11 cohort were only available as frozen cells, therefore it was important to ascertain that a high level of purity could also be attained using frozen PBMCs. With this in mind, PBMCs from a healthy donor were frozen and thawed using the same conditions as those used for the PENTA11 samples, described in materials and methods section 2.2.1. Once assessed for viability and separated as described in materials and methods sections 2.2.1.4 and 2.2.5, but with an initial incubation time of 10 minutes instead of 30 minutes. The purity of the naïve and memory cells obtained was assessed by flow cytometric analysis of CD4 and CD45RA expression as shown in Figure 6.6.

![Image of CD4 and CD45RA expression](image)

Figure 6.6 Purity of naive and memory CD4+ T cells obtained from frozen PBMCs

Frozen PBMCs from a healthy donor were thawed and naïve and memory CD4+ T cells separated out. The purity of the populations was assessed by flow cytometric analysis of CD4 and CD45RA expression. The naïve and memory cells are shown in A and B respectively.

As only a small number of PBMCs were available for each time point for each child in the PENTA11 trial it was not possible to assess the purity of the separated naïve and memory...
cells for every sample. Two PENTA 11 and four healthy donor samples were assessed to
determine if the purities obtained could be reliably generated with other samples. The
lowest and highest purities of naïve cells were 93.1 and 99.7% CD4⁺CD45RA⁺
respectively. The lowest and highest purities of memory cells were 93.8 and 96.5%
CD4⁺CD45RA⁻ respectively.

However, it is important to remember that a population of memory cells obtained in this
manner, with 100% CD45RO expression, would also have low level CD45RA expression.

6.3 DNA EXTRACTION AND PURITY

Following separation of the CD4 cells into CD45RA and CD45RO population, DNA was
extracted. The microbeads used for the separation do not affect subsequent experiments
with the cells, as stated by the manufacturer and demonstrated in (Rambaldi et al. 1998).
DNA extraction and quantification was performed and DNA purity assessed as described in
materials and methods section 2.2.6. However, the DNA was eluted in Tris EDTA (TE)
buffer instead of water to minimise degradation during storage at -80°C (Kaneko and
Nakagata 2006). Although the negatively selected naïve cells CD45RO- did not have bound
microbeads, the positively selected memory cells did. However, both the naïve and memory
cells had 260/280 ratios, as assessed by nanodrop spectrophotometry, of between 1.78 and
1.82. A ratio of 1.8 is considered to be the ratio obtained with pure DNA.
6.4 QUANTIFICATION OF HIV DNA

6.4.1 Aims of assay

The following sections of this chapter describe the development of a quantitative real-time polymerase chain reaction assay. The assay was adapted from a semi-quantitative protocol used by University College Hospital (UCH) Diagnostic Virology Services to diagnose HIV infection in newborns. The following features were considered desirable in the assay required for the intended studies:

- To quantify the number of cells (equivalent to the DNA present in the reaction) and the number of copies of HIV DNA in the same tube at the same time so the concentration of HIV DNA could be assessed.
- To be specific so that no pseudogenes would be amplified while all HIV-1 virus subtypes could be amplified and accurately quantified
- To linearly amplify a wide range of template quantities for accurate and reliable quantification
- To be sensitive enough that even very small template quantities could be amplified and accurately quantified
- To be reproducible when repeated with multiple different samples

6.4.2 Introduction to multiplex real-time PCR

Quantitative real-time Polymerase Chain Reaction (qPCR) follows the general principles of PCR in that large quantities of a specific nucleotide sequence are generated using a DNA polymerase enzyme, usually Taq, a heat-stable DNA polymerase originally isolated from *Thermus Aquaticus*. First heat is applied to DNA to separate the strands, referred to as the template, then two short lengths of nucleotide sequence, around 20 bases, called primers or oligonucleotides anneal to their complementary sequence on the template. The DNA polymerase, which is usually heat activated (hot start PCR) attaches to a primer-template hybrid and synthesizes a complementary strand from the 5’ end until it reaches the primer-
template hybrid at the 3’ end when it detaches. Multiple cycles result in an exponential increase in the amount of DNA template.

In qPCR a DNA sequence is simultaneously amplified and quantified by coupling PCR amplification to the principle of fluorescence resonance energy transfer (FRET). Thus in addition to a pair of primers, the system includes another oligonucleotide. This probe bears a fluorescent reporter at one end and a fluorescence quencher at the other. Like the primers, the probe hybridises to a complementary sequence on the template located between the binding sites of the primers. While the probe remains intact fluorescence is quenched by the proximity of the quencher to the reporter. However during PCR the probe is degraded by Taq and fluorescence is emitted and detected by the fluorescent spectrophotometer of a real-time PCR thermal cycler (Figure 6.7). Thus an increase in fluorescence is proportional to an increase in the probe’s target sequence i.e. the amount of amplicon produced. Real time refers to the fact that after each cycle, the amplified DNA is quantified. The data is reported as a cycle threshold (CT), the number of cycles after which the level of fluorescence exceeds the background fluorescence threshold, set within the exponential phase of the PCR. In reactions with low target sequence abundance enough PCR cycles must be allowed to achieve the CT.
Figure 6.7 Principle of quantitative PCR
DNA polymerase is shown moving along the template and synthesising the nascent strand. Upon encountering the probe the exonuclease activity degrades the probe, liberating the reporter molecule (R) from the quencher molecule (Q) and fluorescence is emitted.

Multiplex PCR, where two or more targets are simultaneously amplified, enables the quantity of HIV to be compared to a cell number by amplifying both cellular and viral targets in the same reaction. Thus a concentration can be obtained which can be compared between children and between different time-points of the same child. Multiplex also has added advantages of reducing the amount of template used because multiple genes are quantified in the same reaction tube. In addition errors in the amplification of one target are usually cancelled out by errors in the amplification of the other target if multiplex reactions are used.

The assay used by UCH Diagnostic Virology Services was used to confirm HIV infection in newborns. As explained in section 1.5.2 detection of anti-HIV antibodies by ELISA is unreliable in infants because maternally derived antibodies are present in the circulation.
Therefore diagnosis is made by detecting the presence of HIV virions using PCR. The HIV virions contain an RNA genome therefore the UCH assay is an RT-qPCR assay because first the RNA target template is reverse transcribed to DNA then the DNA is amplified and quantified. HIV RNA is much more abundant than HIV DNA therefore a high level of sensitivity was not required for diagnostic purposes and the assay did not produce linear amplification of the targets. Therefore, as it stood, it could not be used to accurately quantify the concentration of HIV DNA in DNA extracted from naïve and memory cells. Therefore, the RT step was removed and the assay was adapted as described in the following sections, using the reagents and reaction conditions described in materials and methods section 2.1.3, 2.1.4 and 2.2.7.

6.4.3 PDH primer titration

The multiplex HIV DNA assay developed consisted of two reactions, amplification of the HIV target gene and amplification of an internal reference gene also called a housekeeping gene. The housekeeping gene is present as two copies in every somatic human cell. Therefore the number of copies of the gene present in the reaction corresponds directly to the cell number.

*Pyruvate dehydrogenase (PDH)* is an enzyme within the PDH complex involved in the process of transforming pyruvate into acetyl-CoA for use in the citric acid cycle (Patel and Roche 1990). Aliquots of *PDH* forward and reverse primers and probe were kindly provided by UCH Diagnostic Virology Services, who use *PDH* as the housekeeping gene in their in-house semi-quantitative HIV DNA assay. *PDH* also serves as a positive internal control for the HIV gene amplification reaction as *PDH* would always be present providing cellular DNA was present.

As the RT step was removed and the target sequences would be much less abundant than in the original UCH assay, all reagent concentrations were re-titrated around the
concentrations used by the UCH assay but within the ranges recommended for the Taq enzyme formulations used. To determine the concentration of the PDH primers to use, a set of reactions with a 2-fold range of effective PDH primer concentration from 300 nM down to 18.75 nM were set up in duplicate to amplify 6 ng of human placental DNA (equivalent to 1 000 cells). An additional pair of reactions with PDH primers used at a final concentration of 300 nM were set up as a non-template control (NTC) with water instead of the human placental DNA template. The concentration of PDH probe was unchanged and all other reaction conditions were as used by the UCH diagnostic virology service: 400nM PDH probe, 12.5 µl of 2X Stratagene Brilliant II QPCR mastermix, 6 ng of human placental DNA, equivalent to 1 000 cells, distilled water to make up a final reaction volume of 25 µl. The thermal cycling conditions for the Stratagene Brilliant II QPCR mastermix are shown in Table 2.4.

The results of the qPCR reactions were displayed as amplification plots as shown in Figure 6.8. Fluorescence above the threshold was detected for each pair of reactions at all concentrations of PDH primer, except the NTC. This indicated that that the reaction mixtures were unlikely to be contaminated. The CT increased and the relative fluorescence decreased with decreased concentrations of PDH primers. From these experiments 300 nM was accepted as the best PDH primer concentration in the series as it had the lowest CT and greatest amplitude of fluorescence. However, the range of concentrations only extended up to 300 nM therefore it was possible that a concentration higher than 300 nM might have produced better results.
6.4.4 PDH probe and further primer titration

A further titration of the PDH primers was performed over the range 600 nM to 300 nM to determine if higher concentrations would produce lower CTs. This was combined with a titration of the PDH probe concentration from 400 nM to 100 nM. For each primer-probe combination the reaction was set up in duplicate. 6 ng human placental DNA was amplified as before.

The results of the qPCR reactions are displayed as amplification plots in Figure 6.9. There was little to distinguish the primer-probe combinations in CT as they all occurred between 30 and 31 cycles. There was however some difference in the amplitude of relative fluorescence. The 3 highest amplitudes were produced by reactions where the PDH probe concentration was 400 nM and the primer concentrations were 450 nM or 600 nM. The 6
lowest curves were all produced by reactions where the PDH probe concentration was 100 nM and the primer concentrations were 600 nM, 450 nM and 300 nM. These results suggest over the ranges tested the optimum concentrations for the PDH probe and primers were 400 nM and 600 nM respectively.
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Figure 6.9 Titration of PDH probe and primers concentration
QPCR reactions to amplify DNA equivalent to 1000 human placental cells were set up at varying concentrations of PDH probe and primers. The amplification curves generated with a probe concentration of 400 nM and 100 nM are indicated on the graph. The green horizontal line indicates the fluorescence threshold and NTC indicates the pair of the non-template controls.

### 6.4.5 Standard curve to calibrate assay for cell number

The PDH qPCR reaction was to be used to quantify the cell number equivalent in each well. Therefore the following experiments were performed to assess if a wide range of template quantities could be amplified linearly and thus generate an accurate standard curve...
to quantify cell number. A 10-fold dilution series of human placental DNA was made up with distilled water. PCR reactions for each template quantity were set up in duplicate and an additional pair of NTC reactions using distilled water instead of human placental DNA. PDH probe and primers were used at the optimised concentrations obtained from the previous experiments, 400 nM and 600 nM respectively. In the previous experiment where the template quantity was equivalent to 1000 cells, the CT was approximately 30 cycles therefore the CT for 1 cell would be 40 cycles, because when PCR is efficient there is a doubling of amplicon after each cycle. With this in mind the reaction was reduced from 50 cycles to 40 cycles, otherwise reaction conditions and thermal cycling conditions remained unchanged. Increasing the number of cycles in a PCR reaction increases the likelihood of generating spurious products however increasing the number of cycles in this study would not affect accuracy of quantification because Taqman probes will only hybridize to true targets in a PCR reaction and not to primer-dimers or other spurious products. The resulting amplification curves generated are shown in Figure 6.10. Fluorescence above the threshold was detected for every DNA template quantity except the 1 cell equivalent. This established that a wide range of template quantities could be amplified. Though the 1 cell equivalent was not successfully amplified, this was not an obstacle to using the assay because the PENTA 11 patient samples would have DNA equivalent to approximately 10 000 cells.
Figure 6.10 amplification plots for 10-fold dilution series of human placental DNA QPCR reactions to amplify varying quantities of human placental DNA were set up. The amplification curves generated by each cell number equivalent are indicated on the graph. The green horizontal line indicates the fluorescence threshold and NTC indicates the pair of the non-template controls.

To produce a calibration curve to quantify unknown template quantities by their CT, amplification of the DNA dilution series would have to be linear. In Figure 6.11 each quantity was plotted against CT to assess the linear relationship between template quantity and CT. The PCR efficiency of the amplification reaction was 90.0%, which is determined by comparing the number of cycles between each pair of CTs to the number expected under ideal conditions. The $R^2$ value was 0.996, which indicates how closely the CTs obtained fit the linear line of regression, where 1 is a perfect fit.
The standard curve was generated by plotting each template quantity against the CT obtained during qPCR amplification and fitting a linear regression line. PCR efficiency was 90% and $R^2$ was 0.996.

6.4.6 Titration of LTR primers

The second reaction in the UCH multiplex assay utilises primers and probe specific for sequences of the HIV-1 long terminal repeat (LTR) were used to amplify and quantify the HIV DNA copy number. As described in section 1.3.3 LTRs are sequences of repeated nucleotides generated during reverse transcription and found at the ends of viral DNA. They regulate synthesis of viral RNA. The concentrations of the LTR primers were titrated using a 2-fold dilution series, ranging from a final reaction concentration of 600 nM to 75 nM. HIV DNA was obtained from the 8e5 cell line, cloned by Folks et al., which is a lymphocyte derived cell line containing one provirus per cell (Folks et al. 1985). Reactions were set up in duplicate using each primer concentration and template, 8e5 DNA extract equivalent to 100 HIV copies. The LTR probe was added at a final reaction concentration of 200 nM. Reaction conditions and thermal cycling conditions were unchanged. The amplification curves generated for each concentration are shown in Figure 6.12. There was little difference in CT or fluorescent amplitude over the range of concentrations tested therefore the primer concentration remained 300 nM as used by UCH Diagnostic Virology
Services. At all primer concentrations tested the amplification curves were weak and of low amplitude (less than 2000). It was assumed that optimising the concentration of the \textit{LTR} probe might improve the amplification.
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Figure 6.12 Amplification plots of \textit{LTR} primer titration
QPCR reactions to amplify DNA equivalent to 100 human copies of HIV provirus were set up with varying concentrations of \textit{LTR} primers. The amplification curves generated at each concentration are indicated on the graph. The blue horizontal line indicates the fluorescence threshold.

6.4.7 Titration of \textit{LTR} probe
Using the optimised primer concentration a set of reactions were set up with varying concentrations of \textit{LTR} probe ranging from 500 nM to 100 nM. Reaction and thermal cycling conditions were unchanged. The resulting amplification curves are shown in Figure 6.13. There was little difference in CT or fluorescent amplitude over the range of concentrations tested therefore the probe concentration remained 350 nM as used by UCH Diagnostic Virology Services. No probe concentration improved improved the
amplification reaction, at all probe concentrations tested the amplification curves remained weak and of low amplitude (less than 2000).

Figure 6.13 Titration of LTR probe concentration
QPCR reactions to amplify DNA equivalent to 100 human copies of HIV provirus were set up at varying concentrations of PDH probe. The amplification curves generated at each concentration are indicated on the graph. The blue horizontal line indicates the fluorescence threshold.

6.4.8 Calibration of HIV copy number
Despite the poor amplification of 1000 copies of HIV DNA, the following experiment was performed to assess if a wide range of template quantities could be amplified linearly and thus generate an accurate standard curve to quantify HIV proviral copy number. A 4-fold dilution series of 8E5 DNA from 1000 to 0.24 copies was generated with distilled water. PCR reactions for each template quantity were set up in duplicate and an additional pair of NTC reactions using distilled water instead of 8E5 DNA. The amplification curves
generated are shown in Figure 6.14. Only high copy numbers could be detected, above 60 copies, and amplification was not linear.
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**Figure 6.14 Amplification plots for 4-fold dilution series of 8E5 DNA**

QPCR reactions to amplify varying quantities of 8E5 DNA were set up. The amplification curves generated by each proviral copy number equivalent are indicated on the graph. The blue horizontal line indicates the fluorescence threshold.

### 6.4.9 Comparison of 2 qPCR enzyme formulations

Despite titrating the LTR probe and primers and testing new syntheses of the oligonucleotides (data not shown), the amplification of 8E5 DNA remained poor. Amplification of a range of template quantity was not linear and at the lower range of template quantity detection was not possible. Therefore a different qPCR enzyme formulation, Quantitect QPCR mastermix (Qiagen), was evaluated against the Brilliant II QPCR mastermix (Stratagene) used thus far in the study. Additionally the Magnesium chloride (MgCl$_2$) concentration was titrated for Brilliant II QPCR mastermix (Stratagene).
The concentration of MgCl\textsubscript{2} in the Brilliant mastermix is 5.5 mM. By adding varying dilutions of MgCl\textsubscript{2} solution to aliquots of the mastermix, a series of mastermix solutions with effective MgCl\textsubscript{2} concentrations of 6.0 mM, 6.5 mM and 7.0 mM were produced. Using the optimised concentrations of \textit{LTR} probe and primers and adding 8E5 DNA equivalent to 1000 proviral copies qPCR reactions were set up in duplicate with Quantitect mastermix and Brilliant mastermix with varying concentrations of MgCl\textsubscript{2}. The resulting amplification curves are displayed in Figure 6.15. Varying the MgCl\textsubscript{2} concentration between 5.5 mM and 7.0 mM had no impact on either CT or the level of fluorescence emitted. There was minimal difference in CT between the reactions amplified with either mastermix, however higher levels of fluorescence were detected where the Quantitect master mix was used.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{amplificationPlots.png}
\caption{QPCR amplification using Quantitect versus Brilliant mastermix}
\end{figure}

8E5 DNA equivalent to 1000 proviral copies was amplified with LTR targeted primers and probe using either Quantitect mastermix (QT) or Brilliant mastermix (BR). The BR mastermix was made up with MgCl\textsubscript{2} concentrations of 5.5 mM, 6.0 mM, 6.5 mM and 7.0 mM. The blue horizontal line indicates the fluorescence threshold and NTC the pair of the non-template controls.
Further experiments were performed using the Quantitect mastermix and new thermal cycling conditions as recommended by the manufacturer, which were 10 min activation at 95°C, followed by 50 cycles of 10s denaturation at 95°C and 1 min annealing and elongation at 65°C. The PDH and LTR probes and primers were re-titrated within the range recommended by the manufacturers to find the optimum concentrations for the new reaction and thermal cycling conditions (data not shown). These were 350 nM for both PDH and LTR probes and 600 nM for both pairs of PDH and LTR primers.

6.4.10 New HIV-1 target sequences

A number of parameters were altered to improve the sensitivity of the HIV DNA assay. These included optimising the concentrations of LTR probe and primers, comparing these oligonucleotides to other batches to ensure correct synthesis, changing the qPCR enzyme mastermix and thermal cycling conditions. However none of these substantially improved the sensitivity, CT or level of fluorescence emitted. Therefore the quality of the LTR primers were evaluated with primer analysis software Primer 3 (available from Sourceforge, http://sourceforge.net/) and Beacon Designer (available from http://www.premierbiosoft.com/molecular_beacons/index.html) and compared to 2 other pairs of primers, available in the lab, specific for sequences within HIV-1 Pol and Gag. The LTR and Pol primers were rated low to fair. The Gag sequence specific primers, GagF and GagR, were rated good additionally a BLAST search (http://www.ncbi.nlm.nih.gov/BLAST) showed efficacy against A, B, C and D HIV-1 subtype viruses.

This was also tested experimentally by set up qPCR reactions, in duplicate, to amplify 1000 copies of 8E5 with either the Gag or LTR primers. The reactions using the Gag primers were set up at varying concentrations, 600 nM, 500 nM and 400 nM, to determine the optimum concentration. The amplification plots generated are shown in Figure 6.16. Fluorescence amplitude was much greater for reactions using the Gag primers instead of LTR primers. Amongst the qPCR reactions with Gag primers, there was a moderate
difference in level of fluorescence with varying concentrations, with the highest fluorescence achieved at 400 nM. The concentration of the Gag probe was also titrated, but there was no difference in fluorescence over the range tested, 350 nM to 200 nM, (data not shown) and therefore the probe was used at a concentration of 200 nM.

Figure 6.16 Amplification plots for qPCR reactions with either Gag or LTR primers
8E5 DNA equivalent to 1,000 proviral copies was amplified with either LTR targeted or Gag targeted primers. Gag primers were used at varying concentrations. The amplification plots generated using each primer pair and the concentrations of Gag primers, 600nM, 500 nM and 400 nM are indicated on the graph. The blue horizontal line indicates the fluorescence threshold and NTC the pair of the non-template controls.

6.4.11 HIV calibration curve
After individually optimising both the HIV and housekeeping reactions these reactions were combined together in a multiplex reaction to ensure both HIV and cell copy numbers over a wide range could be simultaneously amplified in a linear fashion. Reactions were set up with Quantitect mastermix and the optimised concentrations of Gag and PDH probes and primers. 8E5 DNA template was added to each reaction at either 1000, 333, 111, 37,
12.3 or 4.1 copy number. As mentioned previously the 8E5 cell line contains exactly one integrated HIV provirus per cell and one pair of the PDH gene thus the cell number and proviral copy number are equal. An additional pair of NTC reactions were set up with distilled water. For ease of viewing, the Gag amplification plots are shown on a separate graph (Figure 6.17A) from the PDH amplification plots (Figure 6.17B). The full range of proviral copy or cell number, from 1,000 to 4.1 copies were successfully amplified, this amplification was not linear over the whole concentration range. Therefore only the first four values in the range were plotted against CT to test the strength of the linear relationship. The standard curve for both Gag and PDH are shown in Figure 6.18. The PCR efficiency and R² for Gag were 99.2% and 0.924 respectively. The PCR efficiency and R² for PDH were 91.3% and 0.966 respectively.
Figure 6.17 Amplification plots for 3-fold dilution series of 8E5 DNA
QPCR reactions to amplify varying quantities of 8E5 DNA were set up. The amplification curves generated for *PDH* and *gag* at each equivalent cell number and proviral copy number are shown in (A) and (B) respectively. The horizontal lines indicate the fluorescence threshold and NTC the pair of the non-template controls.
Figure 6.18 Standard curve of PDH and Gag template quantity
The initial template quantity of each well for each well were plotted against the CT produced during the reaction. The yellow squares and line are the PDH standard curve and the purple squares and line, the Gag standard curve.

6.4.12 Amplification of 8E5 with excess placental DNA

The multiplex qPCR assay developed with 8E5 DNA does not reflect HIV-1 infection in vivo. In the 8E5 cell line every cell contains an integrated provirus therefore there is one copy of provirus to each pair of PDH genes, in vivo the majority of CD4+T cells are not infected with virus therefore in DNA extracted from a sample of CD4+T cells there are thousands of copies of the PDH to each Gag gene. Therefore to establish if the assay could work in the scenario of HIV-1 infection, experiments were performed in which inhibition of Gag in the presence of excessive PDH was investigated.

HIV-1 multiplex qPCR reactions of 50 copies of 8E5 DNA with or without the presence of human placental DNA were set up. Human placental DNA was added at amounts equivalent to cells numbers, between 6.25 x 10^3 and 1 x 10^5 cells. The Gag amplification
plots generated are shown in Figure 6.19. For the *PDH* amplification curves (data not shown) the difference in CT between each pair of curves was approximately one cycle, as expected for a 2-fold dilution series. Reactions in the presence of placental DNA had higher CTs for *Gag* than the reactions without. In fact, in the presence of 25,000 copies or more of placental DNA, *Gag* could not be detected. This limit is equivalent to an HIV DNA concentration of 1 proviral copy per 500 cells or 200 copies per $10^5$ cells. These results suggested inhibition of the *Gag* PCR reaction by *PDH* PCR reaction because there is much more substrate available for the *PDH* reaction.
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Figure 6.19 Amplification plots of 50 copies of 8E5 combined with human placental DNA
Varying concentrations of placental DNA were added to qPCR reactions of 50 copies of 8E5 DNA. The cell number equivalents of the amount of placental DNA added are indicated on the graph. The blue line indicates the fluorescence threshold.
6.4.13 Detuning the PDH signal

A method for overcoming the inhibition of a component within a multiplex PCR reaction is to alter the reaction conditions as to modify the signal of the inhibiting component. This is called detuning. To detune the PDH signal, and thus overcome its inhibition of Gag, the previous experiment was repeated with progressively lower concentration of PDH primers 100, 75 or 50 nM. Inhibition of Gag, confirmed by higher CTs, increased in the presence of increasing concentrations of placental DNA therefore the upper range of placental DNA, equivalent to $10^5$, $5 \times 10^4$ and $2.5 \times 10^4$ cells, were used.

The effect of PDH primer concentration on inhibition is shown in Figure 6.20. The CTs for reactions with placental DNA decreased with decreasing PDH concentration. At a PDH primer concentration of 100 nM the difference in CT between the reactions of 8E5 alone and 8E5 in the presence of placental DNA was more than 3 cycles. The difference in CT was less at 75 nM. Finally at a PDH primer concentration was 50 nM the CTs for 8E5 DNA alone and 8E5 DNA combined with placental DNA were approximately equal. Therefore inhibition of Gag by PDH was removed at this concentration.

However, as concentration of the PDH primers decreased, the amplification efficiency of PDH also decreased. At 50 nM the PCR efficiency and $R^2$ were 92% and 0.99 respectively compared to 100% and 1 respectively for 75 nM and 100 nM. The optimum concentration would therefore appear to lie between 50 and 75 nM. The HIV-1 qPCR multiplex assay was carried out using the PDH primers at a concentration of 75, 60 or 50 nM on a 3-fold dilution series of 8E5 DNA from 3,000 to 4.1 copies. Every template quantity was detected and the 4 upper values in the 8E5 series were used to produce standard curves for Gag and PDH by plotting the initial template copy number for each reaction against the associated CT. The efficiencies of the PCR reaction at each PDH primer concentration are displayed along with the $R^2$ value in Figure 6.21. The PCR efficiency and $R^2$ for both PDH and Gag were highest at 60 nM and therefore this was chosen as the optimum PDH primer
concentration. The limit of detection for the assay was 4.1 copies of HIV DNA per $10^5$ cells or 1 copy per $2.5 \times 10^5$ cells.
Figure 6.20 Titration of PDH primers for amplification of 8E5 DNA with human placental DNA
The HIV assay was performed with a template of 50 copies of 8E5 DNA combined with varying quantities of placental DNA. The reactions were carried out with PDH primer concentrations of 100 nM in A, 75 nM in B and 50 nM in C. The curves for 8E5 DNA alone and combined with placental DNA are indicated.
The HIV-1 qPCR assay was carried out using the PDH primers at a concentration of 75 (A), 60 (B) or 50 nM (C) on a 3-fold dilution series of 8E5 DNA from 3 000 to 4.1 copies. The 4 upper values in the 8E5 series were used to produce standard curves for Gag (purple) and PDH (yellow) by plotting the initial template copy number for each reaction against the associated CT. The efficiencies of the PCR reaction at each concentration of PDH primer are displayed with the R2 value, which indicates how closely the points fit the regression line.

Figure 6.21 PDH and Gag standard curves produced by various concentrations of PDH primers
6.4.14 Dissolving 8E5 DNA in a solution of carrier RNA

The results of section 6.4.13 showed that PCR efficiency in the assay decreased with lower template quantities. In tubes with a low DNA concentration, the DNA molecules may adsorb to the plastic of the tube where the PCR reaction is unlikely to occur. Carrier RNA can be added to PCR reactions containing low concentrations of template DNA to reduce/prevent non-specific binding of target DNA to the tube and also provides an alternative target for any RNase that might be present in the sample. PCR plastics that are non-DNA binding were already in use therefore the assay was carried out with 8E5 DNA diluted in distilled water or a solution of carrier RNA to determine if the addition of carrier RNA improved PCR efficiency at low template concentration. The standard curves generated are shown in Figure 6.22. The PCR efficiency was much higher when carrier RNA was used, 95% and 99% for Gag and PDH respectively, compared to 75% and 77% for Gag and PDH respectively, when distilled water was used. In the following sections the 8E5 standards were generated by dissolving 8E5 DNA in a solution of carrier RNA.
Figure 6.22 Gag and PDH standard curves produced from 8E5 DNA dissolved in carrier RNA solution or distilled water

The HIV-1 qPCR multiplex assay was performed on a 3-fold dilution series of 8E5 DNA dissolved either in carrier RNA solution or in distilled water. The 5 upper values in the 8E5 series were used to produce calibration curves for Gag and PDH by plotting the initial Gag and PDH template quantities against the associated CTs. The calibration curves produced using carrier RNA solution and distilled water are shown in A and B. The efficiencies of the PCR reactions when carrier RNA solution and distilled water were used are displayed with the $R^2$ value, which indicates how closely the points fit the regression line.
6.5 QUANTIFICATION OF HIV DNA IN CD4 SUBSETS FROM CHILDREN UNDERGOING TREATMENT INTERRUPTION

6.5.1 Methods

As explained previously aliquots of PBMCs isolated from children at various stages of treatment interruption were thawed and subjected to immuno-magnetic separation to isolate populations of CD45RA$^+$ and CD45RA$^-$ CD4$^+$ T cells, referred to as naïve and memory cells respectively. DNA was extracted from these naïve and memory CD4$^+$ T cell sub-populations and amplified in duplicate in a HIV-1 DNA qPCR multiplex assay alongside a series of known concentrations of 8E5 DNA also in duplicate. PBMCs were separated from 6 ml whole blood and divided into three aliquots, one of which was used for the HIV DNA study described here. qPCR was carried out according to the methods described in methods and materials section 2.2.7, with 9μl template DNA (equivalent to the extraction from approximately 10,000 cells).

6.5.2 Sample characteristics

The HIV DNA concentration was quantified in 29 PBMC samples. The characteristics of the samples are shown in Table 6.1. Results from 2 samples from subject QUT036011 were excluded from further analysis. This was because when DNA from these samples was amplified the slopes of the amplification curves were flatter than slopes for other samples or for the 8E5 DNA series. This indicated that amplification was less efficient, most likely due to mismatching between the template sequence and the Gag primers or probe. Values reported by the assay would therefore underestimate the true concentrations. As stated in chapter 5 the inclusion criteria for the trial required 2 consecutive undetectable viral load tested 1-4 months apart therefore all children had an undetectable viral load (less than 50 copies/ml of plasma) at the start of trial. HIV DNA was quantified in nine baseline samples at which time viral load had been undetectable. The median viral load and IQR given in the table therefore refer to detectable viral loads measured after the start of therapy interruption. The immunological inclusion criterion for the trial was a percentage CD4$^+$ T
cell ≥30% in children 2-6 and in children 7-15 a percentage CD4⁺ T cell ≥25% and a CD4 count ≥500 cells/mm³.

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>MEDIAN</th>
<th>IQR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at start (years)</td>
<td>8.9</td>
<td>6.5-10.9</td>
</tr>
<tr>
<td>Age at sample (years)</td>
<td>9.0</td>
<td>6.7-11.4</td>
</tr>
<tr>
<td>Viral load (log genomes/ml)</td>
<td>4.7</td>
<td>3.8-5.4</td>
</tr>
<tr>
<td>CD4 count (cells/µl)</td>
<td>870</td>
<td>550-1060</td>
</tr>
<tr>
<td>CD4⁺ T cells (as % of total lymphocytes)</td>
<td>33.0</td>
<td>22.0-41.9</td>
</tr>
<tr>
<td><strong>CD4⁺ T cell subsets (as % of total CD4⁺ T cell count):</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD45RA⁺CD31⁻</td>
<td>12.7</td>
<td>7.2-19.7</td>
</tr>
<tr>
<td>CD45RA⁺CD31⁺</td>
<td>47.8</td>
<td>42.5-53.7</td>
</tr>
<tr>
<td>CD45RA⁻CD31⁻</td>
<td>24.5</td>
<td>21.1-35.0</td>
</tr>
<tr>
<td>CD45RA⁻CD31⁺</td>
<td>9.0</td>
<td>5.2-15.4</td>
</tr>
<tr>
<td><strong>Concentration of CD4⁺ T cell subsets (cells/ µl):</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD45RA⁺CD31⁻</td>
<td>98</td>
<td>45.0-181.5</td>
</tr>
<tr>
<td>CD45RA⁺CD31⁺</td>
<td>320</td>
<td>204-560.5</td>
</tr>
<tr>
<td>CD45RA⁻CD31⁻</td>
<td>213</td>
<td>148.5-269.5</td>
</tr>
<tr>
<td>CD45RA⁻CD31⁺</td>
<td>52</td>
<td>31.5-147.0</td>
</tr>
</tbody>
</table>

Table 6.1 Characteristics of sample population for HIV DNA quantification
HIV DNA was quantified in 29 samples. The median and IQR of characteristics of this population are given in the table. The viral load refers to viral loads in samples after week 0.

6.5.3 Comparison of HIV-1 DNA concentration in naïve and memory CD4⁺ T cells
In the 27 samples of memory cell DNA analysed, the HIV DNA concentration in all samples was quantified. In the 27 samples of naïve cell DNA extract, Gag was detected in 22 samples although in 1 of these samples, Gag was detected in only one of the duplicate qPCR reactions. Amplification may have failed in the 5 samples because there was no HIV DNA in the sample. However it could also have been because there was insufficient template in the tube to enable an effective reaction. Of the 5 samples, 2 had low template
numbers (equivalent to 800 and 1,000 cells) and 3 had sufficient template (equivalent to 5,000, 6,000 and 9,000 cells) but an undetectable viral load at the time of sampling. The mean amount and IQR of naïve cell DNA used in the reactions was equivalent to 9,400 cells and 5 200-109 300 cells.

The range of HIV DNA concentrations in the total CD4$^+$ T cell pool and in the naïve and memory sub-populations are shown in Figure 6.23. A very wide range of concentrations were found in the naïve population but the concentration of HIV DNA in the memory population was usually significantly higher (Mann-Whitney test, p=0.0012). The median concentration of HIV DNA in the memory cell population was just over 10 times greater than that detected in the naïve cells from the same PBMC sample.

![Figure 6.23 Scatter graph of HIV DNA concentration in CD4$^+$ T cell pool and sub-populations](image)

The log of the concentration of HIV DNA in the total CD4$^+$ T cell pool and in the CD45RA$^+$ and CD45RA$^-$ sub-populations taken from 27 treatment interruption samples were plotted on a scatter graph.
6.5.4 Changes in levels of intracellular HIV DNA during treatment interruption

There were insufficient sample numbers to analyse changes in the concentration of HIV DNA at each time point, therefore it was decided to group the time points into nominal periods of early (weeks 0 and 2), mid (weeks 4 and 12) and late phases of treatment interruption (weeks 24 and 48). The changes in concentration of HIV DNA during this time are shown in Figure 6.24. In all 3 populations the HIV DNA concentration increased with time. The difference between the medians was found to be statistically significant by Kruskall Wallis test.

![Figure 6.24](image)

Figure 6.24 Concentration of HIV DNA in CD4+ T cells and sub-populations at different time points
DNA samples were assigned to 3 time points early (weeks 0 and 2), mid (weeks 4 and 12) and late (weeks 24 and 48) based on week of treatment interruption they were obtained. For the total CD4 T cell pool, the CD45RA+ and CD45RA- populations the median HIV DNA concentrations were compared across the 3 time points by Kruskal-Wallis test for statistical significance, p values are indicated.
6.5.5 Association between CD45RA⁻ T cell HIV DNA concentration and sample characteristics

The CD4, CD45RA⁻, CD45RA⁺ HIV DNA concentration for each sample was plotted against the respective age, viral load, CD4 count, percentage of CD4⁺T cells, proportion and concentrations of CD4⁺T cell subsets to investigate for associations between the variables. No statistically significant results were found for the CD4 and CD45RA⁺ HIV DNA concentrations. However, the CD45RA⁻ CD4⁺T cell HIV DNA concentration was significantly correlated with the viral load, the percentage of CD4⁺T cells and the concentration of CD45RA⁻CD31⁻ CD4⁺T cells as shown in Figure 6.25.
Figure 6.25 Correlation between CD45RA⁺CD4⁺ T cell HIV DNA concentration and sample characteristics

The concentration of HIV DNA in CD45RA⁺CD4⁺ T cells was found to correlate significantly with the viral load, CD4 percentage and concentration of CD45RA⁺CD31⁻CD4⁺ T cells at the time of sampling. Solid and dashed lines are the lines of linear regression and 95% confidence interval respectively. R² and p values given indicate the goodness of fit and statistical significance.
6.6 DISCUSSION

I have described the optimisation of an immuno-magnetic separation method to obtain high purity populations of naïve and memory CD4+ T cells ideal for use where cell numbers are limited and FACS sorting is not possible. I also described the development and successful of application of an HIV-1 DNA multiplex qPCR assay to samples of naïve and memory CD4+T cell DNA.

The purity of the naïve and memory populations has been demonstrated to be on average 95%, ranging from 93-99%. Although this is very high purity any contamination of the naïve population could affect the reliability of the HIV DNA concentration measured because the concentration of HIV DNA in the memory population is over 10-fold greater. However it is unlikely that greater purity could be attained without FACS sorting.

The limit of sensitivity of the qPCR assay developed was 4 copies of HIV DNA. No assays thus far developed have a lower limit than 4 copies.

Most of the CD4+ T cells that contain HIV DNA have a memory phenotype. To the best of my knowledge HIV DNA has not been quantified in CD4 subsets in HIV-1 infected children but the results of this study are similar to data published for HIV-1 infected adults. In agreement with HIV literature I found that most HIV DNA was located in the memory CD4+ T cell population. Indeed the median HIV DNA concentration in the memory is over 10 times greater than in the naïve CD4+ T cell sub-population. I also found that with increasing time without treatment the HIV DNA concentration increased significantly in all populations. At each time point there was a lot of variation in the HIV DNA concentration, which would likely be affected by changes in the size of the cell population and viral replication. Thus we found that the memory cell HIV DNA concentration was significantly associated with the CD4 percentage, the plasma viral load and the concentration of
CD45RA^CD31^ CD4^+T cells, which is the likely reservoir of HIV DNA amongst the CD4^+T cell subsets.

Although these preliminary results are very interesting little can be concluded due to the small number of samples tested as well as the lack of treatment restart samples because although I have shown that the concentration of HIV DNA increases with increased time off treatment, what is more important is the effect of restarting treatment on the HIV DNA concentration. Does it decrease on resuming treatment and if so does it decrease to baseline levels or perhaps even lower? Also if more samples were evaluated it would be interesting to determine if the baseline HIV DNA concentration predicts peak rebound viraemia during treatment interruption in children in this study as has been reported in adults in the Swiss cohort study (Yerly et al. 2004). Therefore future work would concentrate on testing more samples both during treatment interruption and upon resuming treatment. Additionally if viral load set point data from before the children were ever treated with HAART were available, I could assess investigate if viral load set point predicts the concentrations of HIV DNA measured during treatment interruption.
CHAPTER 7
GENERAL
DISCUSSION
The overall aim of this thesis was the study of how sub-populations are involved in changes to size of the CD4⁺ T cell population in HIV-1 infection in children with or without treatment and the processes controlling those changes.

7.1 IMPORTANCE OF THIS STUDY

This study is very important because it included the first investigation of recent thymic emigrants (RTEs) and central naïve, CD4⁺ T cells, as defined by CD31 expression in HIV-1 infected children. It also shed greater understanding on the differences between CD31⁺ and CD31⁻ memory cells and their possible roles and origins. Furthermore these populations were investigated in a trial of planned treatment interruption (PTI), the first of its kind to carried out in children and also the first to included a detailed immunological study. This seminal trial also led to the development of a uniquely sensitive assay to quantify intracellular HIV DNA in highly purified populations of naïve and memory CD4⁺ T cells, showing the effect of ceasing treatment on the proviral load and showing for the first time the possible importance of naïve cells as an important reservoir of HIV viral latency in children.

7.2 RECENT THYMIC EMIGRANTS

In uninfected individuals RTEs have been shown to constitute a greater proportion of the peripheral CD4⁺ T cell population in children than in adults and to decrease as a proportion of the CD4⁺ T cell population with increasing age (Kimmig et al 2002), (Junge et al 2007). This present work shows for the first time that also in HIV-1 infected children RTEs comprise a significantly greater proportion of the CD4⁺ T cell population than un-infected adults. Additionally the relationship of a decreased percentage of RTEs with increased age is also seen in HIV-1 infected children.
RTEs by virtue of their telomere length and telomerase measurement are believed to have very limited replicative history (Junge et al 2007), which is supported by the findings from this present work that in both uninfected adults and HIV-1 infected children even when treatment is interrupted, with detectable viral replication or increased activation, the proportion of RTEs that proliferate remains extremely low, much lower than the other sub-populations investigated. This would also further support the belief that CD45RA^+CD31^+ cells are truly RTEs as they are unlikely to be produced by proliferation of existing CD45RA^+CD31^+ cells.

Although the proportion of RTEs proliferating remained low despite changing parameters such as viral replication and CD4 count this was not so for the activation level of RTEs. Increased proportions of RTEs expressing the activation marker HLA-DR did appear to be associated with decreased CD4 counts, viral replication, and interrupting treatment.

From this present study it could also be proposed that the percentage of RTEs is a useful indicator of disease progression because in the children studied, both ART naïve and ART experienced, increased CD4 counts were associated with increased percentage of RTEs, independent of age.

### 7.3 CENTRAL NAÏVE CELLS

With the focus of researchers naturally directed at RTEs there has been limited study of central naïve cells. Throughout this work central naïve cells come across as a population of cells in dynamic equilibrium. Firstly the difference in the proportions of central naïve cells between HIV-1 infected children and uninfected adults is only just statistically significant and is much smaller than the difference in RTEs. Accordingly the proportion of central naïve cells within the CD4^+ T cell peripheral population appears unchanged with increased age. It also appears unchanged with increased total proliferation in the
CD4$^+$ T cell population. Taken together these findings would suggest that although cell parameters and the proportions of the CD4$^+$ T cell peripheral pool composed of RTEs and memory cells may change, the percentage of central naïve cells remains fairly constant. As this study has also shown changed levels of proliferation and activation in the central naïve population we would suggest that increased loss from this population.

7.4 CD31$^+$ AND CD31$^-$ MEMORY CELLS

The proportion of the CD4$^+$ T cell peripheral pool composed of memory cells has been shown to increase with age and with decreased CD4 count in HIV-1 infection in children and adults. More recently the percentage of CD31$^+$ memory cells has been reported to be unchanged with increased age in uninfected individuals (Junge et al 2007) thus inferring that it is the percentage of CD31$^-$ memory cells that increases with age. The results discussed in this thesis support and add to these described by Junger and colleagues. I have shown for the first time that there is no significant difference between the percentage of CD31$^+$ memory cells between HIV-1 infected children and uninfected adults and that with increased age of HIV-1 infected children the proportion of CD31$^-$ memory cells increases and the proportion of CD31$^+$ memory cells is unchanged.

The finding from this study that Ki67 expression in significantly greater in CD31$^+$ memory cells than CD31$^-$ memory cells supports the proposal that CD31$^+$ memory cells have a longer replicative history than CD31$^-$ memory cells (Junge et al 2007).

7.5 RELATIONSHIP BETWEEN THE CD4$^+$ T CELL SUB-POPULATIONS

From the results obtained by us and other researchers (Torimoto et al 1992), (Prager et al 1996), (Kimmig et al 2002), (Junge et al 2007), we have proposed a model of T cell
dynamics in HIV infection. The CD4 count and the balance between the sub-populations are controlled by thymic output, proliferation and antigen driven differentiation. RTEs are produced by thymic output. In response to activation they can differentiate into either CD31\(^+\) memory cells or into central naïve cells, which can themselves differentiate into CD31\(^-\) memory cells. CD31\(^+\) and CD31\(^-\) memory cells respond to activation by proliferating. Death occurs in all populations, though at different rates, being higher in the memory population. Viral replication indirectly produces increased activation, perhaps as been suggested due to increased bacterial translocation from the gut (Douek 2007), in all populations and via activation induced cell death, the death rate in all populations increases. In addition increased activation drives the differentiation of RTEs and central naïve cells and the proliferation of memory cells thus moving the equilibrium towards memory cells.

7.6 THE IMPORTANCE OF THE SET POINT IN HIV-1 INFECTION

We undertook the first immunological study of planned treatment interruption (PTI) in children. We showed that even in virally suppressed children on continuous therapy (CT) who maintain their CD4 count, in a year there is still considerable variation in most parameters, a finding which highlights the dynamic equilibrium in stable HIV infection.

Perhaps the most important theme to consistently emerge from these data is the importance of set points in HIV infection. Although treatment interruption resulted in initial perturbations to the percentage size of the CD4 subsets; specifically decreases in the proportions of RTEs and central naïve cells and increases in the proportions of CD31\(^+\) and CD31\(^-\) memory cell; however the distribution of these cells quickly returned to their baseline levels, their set point contribution to the CD4 pool. Also the CD4 count and viral load only fell and rose respectively for the first few weeks of treatment interruption until they too reached set points. It is likely that processes controlling cell numbers such as activation and proliferation are important in re-establishing these set
points because we detected early increases in HLA-DR and Ki67 expression in the CD4+ T cell subsets, especially within the memory populations. A key to optimising PTI and HAART may be to determine when these set points are established, how they are established and how they could be altered in favour of higher CD4 counts and lower viral loads.

7.7 INTRACELLULAR HIV DNA

In this study we described the development of a highly sensitive qPCR assay to quantify intracellular HIV DNA in highly purified naïve and memory CD4+ T cells. Thus we quantified for the first time in HIV-1 infected children the concentration of HIV DNA and found that as in adults almost all the HIV DNA is located in the memory pool, over 90%. This is a very interesting result as suggests that even though naïve cells make up a much greater proportion of the CD4+ T cell pool in children, naïve cells are still infected at much lower rates than memory cells.

HIV DNA was quantified in children who had stopped anti-retroviral treatment and therefore we were able to confirm that in children as has already been reported in adults the concentration of HIV DNA increases with increasing time off treatment. This finding would suggest that PTI is associated with increased latent viral load during the interruption period. It would, however, be interesting and important to determine what happens to the concentration of HIV DNA upon resuming treatment, which has been reported in adult patients to decrease again when treatment is resumed.

7.8 LIMITATIONS OF THE STUDY

Although the findings in this work, describing a dynamic relationship between CD4+ T cell sub-populations and the importance of the set point in controlling changes in this
relationship, are valuable contributions to the understanding of CD4\(^+\) T cell dynamics in HIV-1 infected children their strength is limited because only the peripheral CD4\(^+\) T cell pool was studied, most explanations were extrapolated from associations between sub-populations and parameters rather than direct causal relationships and small sample groups were used especially in the investigations of PTI.

**7.9 FUTURE WORK**

Further work should certainly focus on testing the explanations proposed herein for causal relationships such as for example studies to showing the direct effect of activation on the sub-populations discussed. More samples from the PTI trial should be tested and it would be fascinating to determine the effect of intracellular HIV DNA concentration in naïve and memory cells upon recommencing anti-retroviral treatment and even more interesting to undertake a study of the HIV DNA genotypes before treatment interruption, during treatment interruption and after restarting treatment again. The proposed intracellular HIV DNA study would be even more noteworthy if performed in the RTE, central naïve and CD31\(^+\) and CD31\(^-\) CD4\(^+\) T cell sub-populations. This would however require development of a method to isolate highly purified populations and either a great number of cells would be required and/or a more sensitive qPCR assay developed.
CHAPTER 8
APPENDIX
8.1 SUPPLEMENTARY FIGURES

8.1.1 CD3 and CD4 expression in PBMCs from an HIV-1 infected child

Figure 8.1 CD3 and CD4 expression in PBMCs from an HIV-1 infected child
A) A CD4\textsuperscript{high} (red peak, R1) and CD4\textsuperscript{low} (blue peak, R2) population are marked on the histogram and applied to the FSC versus SSC dot plot, B). The CD4\textsuperscript{high} cells are almost exclusively located in R3, a region of low FSC and SSC and the CD4\textsuperscript{low} cells are mostly located in R4, a region of high FSC and SSC. C) The CD4\textsuperscript{high} (red peak, R1) and CD4\textsuperscript{low} (blue peak, R2) populations are then applied to a histogram of CD3 expression showing that all the CD4\textsuperscript{high} cells also express CD3.
8.1.2 CD3 and CD4 expression in red cell lysed whole blood from an HIV-1 infected child

Figure 8.2 CD3 and CD4 expression in red cell lysed whole blood from an HIV-1 infected child
A) A CD4\textsuperscript{high} (red peak, R1) and CD4\textsuperscript{low} (blue peak, R2) population are marked on the histogram and applied to the FSC versus SSC dot plot, B). The CD4\textsuperscript{high} cells are almost exclusively located in R3, a region of low FSC and SSC and the CD4\textsuperscript{low} cells are mostly located in R4, a region of high FSC and SSC. C) The CD4\textsuperscript{high} (red peak, R1) and CD4\textsuperscript{low} (blue peak, R2) populations are then applied to a histogram of CD3 expression showing that all the CD4\textsuperscript{high} cells also express CD3.
8.1.3 Failed ammonium chloride mediated red cell lysis in whole blood from an HIV-1 infected child

The scatter plot is an example of failed red cell lysis in an HIV-1 infected child. The bottom left shows the characteristic high density of cell debris and poor separation of leukocyte populations.

8.2 PENTA 11 TRIAL SUMMARY

8.2.1 Aim and Objectives

The overall aim of the PENTA 11 trial is to evaluate the role of planned treatment interruptions in the management of HIV infected children who have responded well to antiretroviral therapy.

The specific objectives are:

- To determine whether children with chronic HIV infection undergoing planned antiretroviral (ART) treatment interruptions are disadvantaged clinically, immunologically or virologically by periods of time off ART.

- To assess HIV-specific immune responses during and after interruptions of ART, compared with continuous ART, in an immunology/virology substudy.
8.2.2 Design

An open, randomised, controlled phase II exploratory trial in HIV-1 infected children on antiretroviral therapy (ART) with HIV-1 RNA <50 copies/ml and

- in children aged 2-6 years: CD4 percent ≥30%
- in children aged 7-15 years: CD4 percent ≥25% and CD4≥500 cells/mm³

to compare the effect of intermittent versus continuous antiretroviral therapy (ART) on disease progression, CD4 percent, HIV-1 RNA and toxicity in children in whom clinicians would consider interrupting treatment until

- in children aged 2-6 years: CD4 percent declines to below 20%
- in children aged 7-15 years: CD4 percent declines to below 20% or CD4 declines to below 350 cells/mm³

Immunological and virological eligibility criteria must be met at the screening visit and at the prior visit between 1 and 4 months before; immunological re-start criteria should be confirmed on a second sample as soon as possible and within 4 weeks.

100 children will be randomised to continue on their current ART regimen or to a strategy of CD4-driven planned treatment interruption(s) (PTI) for 72 weeks. Children randomised to PTI will stop all ART, and will restart ART if the CD4 percent falls to <20% (age 2-6) or CD4 percent falls to <20%, or CD4 falls to < 350 cells/mm³ (age ≥7).

Children should spend no more than 48 weeks off therapy and should be restarted at their week 48 visit if they have not already reached the immunological restart threshold.

Once HIV-1 RNA is again suppressed <50 copies/ml and either CD4 percent has increased above ≥30% (age 2-6) or CD4 percent ≥25% and CD4≥500 cells/mm³ (age ≥7) ART should be interrupted again if these results are confirmed at 2 visits, 1- 3 months apart and the child has been back on therapy for at least 24 weeks.
Enrolment will take place over 24 months and follow-up will continue until the last randomised child has completed 72 weeks follow-up.

8.2.3 Population

100 HIV-1 infected children, aged 2 to 15 years old inclusive, on any ART regimen containing 3 or more drugs which they have taken for at least 24 weeks with confirmed (on 2 occasions at least one month apart) HIV-1 RNA <50 copies/ml and either CD4 percent ≥30% (age 2-6 years) or CD4 percent ≥25% and CD4≥500 cells/mm³ (age ≥ 7).

8.2.4 Primary Outcome

Any of

- CD4 percent <15% (age 2-6)
- CD4 percent <15% and CD4<200 cells/mm³ (age ≥7)
- new CDC stage C diagnosis
- death

8.2.5 Secondary Outcomes

- change in ART (defined as any change from the ART regimen at randomisation)
- acute retroviral syndrome (see section 9.7)
- ART-related grade 3 and 4 clinical and laboratory adverse events
- HIV-1 RNA ≥400 copies/ml at week 72 having received ART continuously for the preceding 12 weeks
- HIV-1 RNA ≥50 copies/ml at week 72 having received ART continuously for the preceding 12 weeks
- number of HIV mutations present at 72 weeks conferring resistance to drugs taken at entry or during the trial
- adherence to ART as assessed by caregiver completed questionnaire
- acceptability of the two strategies of ART administration to families as assessed by caregiver completed questionnaire
8.2.6 Follow-up

All children will be seen at weeks –2 and 0 (screening and trial entry/randomisation), 12, 24, 36, 48, 60 and 72. All children starting a PTI, and at least 20 children in the continuous therapy arm in the immunology/virology substudy, will also be seen at weeks 2, 4 and 8. CD4 and viral load measurements will be performed locally and plasma stored at each assessment.

Additional visits should be undertaken as clinically indicated (particularly in the PTI arm), and will be at the discretion of the clinician. Any child approaching a re-start threshold (i.e. CD4% <22% or CD4 count <400 cells/mm³) should be seen every 4 weeks.

Children in the PTI group should remain off ART until they meet one of the following conditions:

- age 2-6 years: CD4% <20% (confirmed on a separate sample)
- age ≥7 years: CD4% <20% or absolute CD4 <350 cells/mm³ (confirmed on a separate sample)
- new or recurrent CDC stage C or severe stage B event
- the child has spent 48 weeks on the current PTI.

Any child who reaches a primary endpoint should restart immediately without a confirmatory test and should not undergo a further PTI:

- CD4% <15% (age 2-6)
- CD4% <15% and CD4 < 200 cells/mm³ (age ≥7),
- new CDC Stage C diagnosis

In addition children whose CD4 drops rapidly reaching re-start criteria within 10 weeks of stopping should NOT undergo further PTIs.

Children can undergo a further PTI, if, after at least 24 weeks back on therapy:

- age 2-6 years: the CD4 percent increases to ≥30% and HIV RNA is <50 c/ml (both at 2 visits, 3 months apart) or
- age ≥ 7 years: the CD4 percent increases to ≥25% and CD4≥500 cells/mm³ and HIV-1 RNA < 50 copies/ml (all at 2 visits, 3 months apart).
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