Blind adaptive equalization of polarization-switched QPSK modulation
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Abstract: Coherent detection in combination with digital signal processing has recently enabled significant progress in the capacity of optical communications systems. This improvement has enabled detection of optimum constellations for optical signals in four dimensions. In this paper, we propose and investigate an algorithm for the blind adaptive equalization of one such modulation format: polarization-switched quaternary phase shift keying (PS-QPSK). The proposed algorithm, which includes both blind initialization and adaptation of the equalizer, is found to be insensitive to the input polarization state and demonstrates highly robust convergence in the presence of PDL, DGD and polarization rotation.
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1. Introduction

Polarization and phase diverse coherent detection with digital signal processing has become an essential technique for mitigating fiber transmission impairments and therefore increasing capacity [1]. The basis of polarization and phase diverse coherent detection is that the in-phase and quadrature components of the two orthogonal polarizations are detected, corresponding to all four dimensions of the incoming optical field [2]. As all four dimensions of the field are detected, transmission induced distortions such as chromatic dispersion (CD) and polarization mode dispersion (PMD) may be compensated, and the effects of polarization dependent loss (PDL) mitigated [3]. Recently, much research has been performed into the compensation of self phase modulation (SPM) [4], [5], [6]. These digital techniques have demonstrated an increase in launch power of at most 2.5 dB [5] at great computational cost.

While the detection of all four dimensions of the incoming optical field has enabled mitigation of transmission impairments, it has also enabled the use of high-level modulation formats such as quaternary phase shift keying (QPSK) [7] and 16-state quadrature amplitude modulation (16QAM) [8]. These modulation formats are most commonly simultaneously transmitted on two orthogonal linear polarizations, doubling the achievable spectral efficiency. In this paper we will denote the use of polarization multiplexing with the prefix ‘DP’ for dual-polarization.

Recently, research has been performed into determining the optimum modulation format in four dimensions for the power constrained, uncoded case [9], [10], with some research being performed into using the extra capacity afforded by using an optimal 24-state constellation as coding overhead [11].

The modulation format presented in [9] and displayed in Fig. 1 – polarization-switched QPSK (PS-QPSK) – is of particular interest, as it has been shown to be the optimal 8-level modulation format in terms of asymptotic power efficiency for coherent optical communication. PS-QPSK modulation consists of a QPSK symbol (containing two bits of information) being transmitted on one of two orthogonal polarizations (determining the third bit of information). While the achievable spectral efficiency is reduced from 4 (b/s)/Hz to 3 (b/s)/Hz, an improvement of up to 1.76 dB in receiver sensitivity is possible. More recently, research into the performance of PS-QPSK in transmission has entered the literature. While this may be contrary to the trend for higher levels of modulation and more dense
constellations, there is still a demand for highly robust transmission at the expense of spectral efficiency for ultra long-haul applications [12], [13]. Despite recent interest in PS-QPSK modulation, DSP algorithms specifically designed for it have not yet been reported. Recent work focusing on transmission performance of PS-QPSK over uncompensated links [14] used an equalizer utilizing a training sequence, in contrast to current DP-QPSK systems which employ blind algorithms to minimize overhead due to training symbols. The work presented in [15] which examined the performance of PS-QPSK over dispersion managed links, did not discuss equalization. The work presented in reference [14] demonstrates an increase in span loss tolerance of approximately 2 dB comparing PS-QPSK to DP-QPSK at 111 Gb/s over a transmission link of 20 spans consisting of 90 km standard single mode fiber (SSMF) with either no dispersion compensation, or full optical dispersion compensation per span. Similarly, the study presented in [15] indicates that PS-QPSK modulation offers a 2 dB increase in Q-factor over DP-QPSK in transmission at 112 Gb/s over a transmission link of 20 spans of 100 km SSMF with full optical dispersion compensation per span.

In this paper we will focus on the digital equalization of PS-QPSK, which is the optimal 8-state four-dimensional constellation in terms of asymptotic power efficiency, giving the greatest tolerance to noise of any four-dimensional modulation format at a given bit rate.

2. The polarization-switched CMA equalizer

A blind equalizer is widely considered a desirable algorithm as it enables the elimination of overhead due to training sequences. While the decision-directed algorithm may be used without training sequences, it is known to have poor convergence when used without some pre-conditioning of the filter coefficients. This is often achieved with the dual-polarization CMA (DP-CMA) [16] for dual polarization (DP) modulation formats. Due to the form of the PS-QPSK constellation, the DP-CMA is fundamentally unsuited for either filter pre-conditioning or equalization. This is due to the fact that the DP-QPSK constellation has a constant modulus per polarization, which may be obtained by summing the two input polarizations of a PS-QPSK signal. The use of a DP-CMA with a PS-QPSK signal will therefore result in both output polarizations converging to the sum of both input polarizations. This will result in all information which is encoded onto the polarization state being discarded and both output polarizations being identical.

We propose the polarization-switched constant modulus algorithm equalizer, or PS-CMA. This equalizer utilizes a decision on the relative power in each output polarization from the equalizer. The polarization with more power is assumed to contain the QPSK symbol while the other polarization is assumed to contain only noise. We therefore minimize two error signals with differing moduli: the polarization with the QPSK symbol is forced toward a unit modulus, while the other polarization is forced toward the origin. This error term is therefore described in the pseudo-code in Eq. (1):

\[
\text{if } |x_{out}| > |y_{out}| \quad R_x = 1; R_y = 0, \\
\text{else} \quad R_x = 0; R_y = 1, \\
\text{end}
\]

\[e_x = R_x \cdot |x_{out}|^2; \quad e_y = R_y \cdot |y_{out}|^2.\]  

The taps of the four filters were adapted using the least mean squares algorithm given by Eq. (2) [17]:

\[
\text{Eq. (2) [17]:}
\]
\[ \begin{align*}
    \mathbf{h}_x &= \mathbf{h}_x + \mu e_x \mathbf{x}_{in}^\ast, & \mathbf{h}_y &= \mathbf{h}_y + \mu e_y \mathbf{x}_{out}^\ast, \\
    \mathbf{h}_{yx} &= \mathbf{h}_{yx} + \mu e_x \mathbf{y}_{in}^\ast, & \mathbf{h}_{xy} &= \mathbf{h}_{xy} + \mu e_y \mathbf{y}_{out}^\ast,
\end{align*} \]

(2)

where \( \mathbf{x}_{in} \) and \( \mathbf{y}_{in} \) are the input vectors to the equalizer on the x and y polarizations respectively. The outputs of the equalizer \( \mathbf{x}_{out} \) and \( \mathbf{y}_{out} \) are given by Eq. (3):

\[ \begin{align*}
    \mathbf{x}_{out} &= \mathbf{h}_x^\ast \mathbf{x}_{in} + \mathbf{h}_{yx}^\ast \mathbf{y}_{in}, & \mathbf{y}_{out} &= \mathbf{h}_y^\ast \mathbf{x}_{in} + \mathbf{h}_{xy}^\ast \mathbf{y}_{in},
\end{align*} \]

(3)

where \( \ast \) denotes the Hermite conjugate. If the algorithm is initialized with fixed tap weights, it is possible to find an input polarization state which will cause mal-convergence to occur. However, the nature of the PS-QPSK signal enables us to initialize the filter coefficients such that the expected cross correlation of the equalizer output powers is minimized (see appendix), which in turn avoids mal-convergence.

3. Performance analysis of the PS-CMA equalizer

The PS-CMA equalizer with PS-QPSK modulation has an attractive advantage over the DP-CMA equalizer in combination with DP-QPSK modulation, in addition to superior noise tolerance associated with the PS-QPSK format. As the two switched QPSK tributaries are orthogonal, the expected cross correlation of the output powers may be minimized during the filter initialization process. To test the polarization sensitivity of the equalizer, we noise loaded the signal to 5.8 dB SNR per bit (which corresponds to a BER of \( 10^{-3} \)) and applied a rotation of the form given by Eq. (4).

\[
    J = \begin{pmatrix}
        e^{i\varphi} \cos(\theta) & e^{i\varphi} \sin(\theta) \\
        -e^{-i\varphi} \sin(\theta) & e^{-i\varphi} \cos(\theta)
    \end{pmatrix},
\]

(4)

The angular parameters in Eq. (4) were uniformly sampled, providing 64 points over each dimension. The signal was then equalized with a 7 tap PS-CMA equalizer, initialized as described in the appendix. Error counting was performed over \( 2^{18} \) symbols for each point, with Q-factor then calculated according to [18]. For a convergence parameter \( \mu = 10^{-3} \) and a convergence period of \( 2^{15} \) symbols, a uniform penalty of 0.1 dB in Q-factor was observed with no sensitivity to input polarization state. In this and all subsequent simulations, we have neglected the effects of varying carrier phase - estimation of which has already been demonstrated [15] - in order to isolate and characterize the properties of the PS-CMA equalizer.

An essential capability of any practical equalizer is the ability to operate effectively in the presence of polarization dependent loss (PDL). To characterize the performance of the equalizer in the presence of PDL we took the transmitted optical signal, applied a polarization rotation according to Eq. (4) and then applied loss to one polarization. A second independent polarization rotation was then performed to vary the input polarization orientation to the equalizer, before the signal was noise loaded to 5.8 dB SNR per bit. Again, all three angular parameters in Eq. (4) were uniformly sampled with 32 points over each dimension for each rotation. A sequence of \( 2^{18} \) symbols was simulated for each polarization state and amount of PDL. A 7 tap equalizer was used with a convergence parameter \( \mu = 10^{-3} \). We have plotted the mean Q-penalty resulting from PDL in Fig. 2(a).

From Fig. 2(a) we note that the tolerance of small levels of PDL is good, with 3 dB of PDL resulting in a Q-factor penalty of less than 1 dB. It is noted that for levels of PDL up to 5 dB, mal-convergence was not observed and penalty accumulates approximately linearly. This is in contrast to when DP-QPSK modulation is used with the standard DP-CMA equalizer: singular mal-convergence causes a dramatic increase in penalty with more than a few dB of PDL as discussed in [19], [20]. Improved performance is described in [19], using an equalizer...
which utilizes independent component analysis (ICA). The performance of DP-QPSK modulation with a modified DP-CMA with ICA is similar to the PS-CMA with PS-QPSK, resulting in a maximum OSNR penalty of 1.2 dB, compared with a mean Q penalty of 0.9 dB for 3dB of PDL.

Due to the time-varying birefringence of optical fiber, another important characteristic of a digital equalizer for coherent optical communication is the ability to track the time varying state of polarization at the input of the receiver. To measure the performance of the receiver in this respect, we rotated the transmitted signal by a Jones matrix with a time varying circular rotation, such that $\phi$ and $\psi$ remain zero while $\theta$ is increased at a constant rate to produce a rotation with constant angular frequency. The signal was then noise loaded to 5.8 dB SNR per bit and equalized with a 7 tap PS-CMA equalizer prior to error counting. Error counting was performed over $2^{20}$ symbols for each simulated point with $2^{18}$ symbols used for equalizer convergence. Performance was measured by Q-factor against both the relative frequency of polarization rotation and the PS-CMA convergence parameter $\mu$. The results of this simulation are presented in Fig. 2(b).

![Figure 2](https://example.com/fig2.png)

Fig. 2. (a). Performance of the PS-CMA with PS-QPSK modulation in the presence of PDL. Mean Q-factor penalty in dB is plotted against the applied PDL in dB. (b) Performance of the PS-CMA with PS-QPSK modulation in the presence of polarization rotation. Q-factor penalty in dB is plotted against the polarization rotation frequency, where $\tau_s$ is the symbol period.

It is noted from Fig. 2(b) that an increased convergence parameter $\mu$ enables a faster polarization rotation to be tracked, at the expense of a reduction in receiver sensitivity. It is also noted that a polarization rotation frequency of approximately 0.1 mrad per symbol period may be tracked for a penalty in performance of approximately 0.5 dBQ.

We then performed simulations to determine the performance in the presence of first order differential group delay (DGD). The PS-QPSK signal was again noise loaded to 5.8 dB SNR per bit, and DGD applied on a variety of polarization axes such that the angular parameters defined in Eq. (4) were uniformly sampled with 32 points across each dimension. The signal was then equalized with a 7 tap PS-CMA equalizer with a convergence parameter $\mu = 10^{-3}$. Errors were counted over $2^{20}$ symbols for each point with a convergence period of $2^{18}$ symbols. We found that DGD up to the length of the adaptive equalizer delay (1.5 symbol periods) could be compensated without additional penalty, and that the equalizer was insensitive to the polarization axis at which the DGD was applied.

### 4. Conclusions

We have proposed and analyzed a polarization-switched constant modulus algorithm (PS-CMA) which includes both the blind initialization and the adaptation of an equalizer. PS-
QPSK modulation in combination with this algorithm exhibits remarkable robustness to PDL and input polarization state. This is particularly desirable as mal-convergence was not observed at any time for the PS-CMA with PS-QPSK modulation. This is in marked contrast to the standard DP-CMA with DP-QPSK modulation, which may experience severe singular mal-convergence issues with high PDL and certain input polarization states. PS-QPSK with the PS-CMA may therefore be considered advantageous in a high PDL channel where convergence is an issue for conventional systems and algorithms.

Appendix

To ensure accurate convergence of the PS-CMA, we initialize the central taps to be of the form given by Eq. (5):

\[
\begin{pmatrix}
h_{xx} & h_{yx} \\
h_{yx} & h_{yy}
\end{pmatrix} = \begin{pmatrix}
\cos(\theta) & \sin(\theta) \\
-\sin(\theta) & \cos(\theta)
\end{pmatrix}.
\] (5)

Our initial instantaneous equalizer outputs will therefore be equivalent to Eq. (6):

\[
\begin{pmatrix}
x_{\text{out}} \\
y_{\text{out}}
\end{pmatrix} = \begin{pmatrix}
\cos(\theta) & \sin(\theta) \\
-\sin(\theta) & \cos(\theta)
\end{pmatrix} \begin{pmatrix}
x_{\text{in}} \\
y_{\text{in}}
\end{pmatrix}
\] (6)

The optimum value of $\theta$ is that for which the expected correlation in equalizer output powers is minimized. This is equivalent to Eq. (7):

\[
\theta = \arg \min_{\theta} \varepsilon^2,
\]

where:

\[
\varepsilon^2 = \left\langle \left| x_{\text{out}} \right|^2 \right\rangle \left| y_{\text{out}} \right|^2
\]

where $\langle \cdot \rangle$ and $\|\cdot\|$ denote the expectation and modulus operators respectively. After some algebra may be shown that Eq. (7) may be expressed as a function of $\theta$ given by Eq. (8):

\[
\varepsilon^2 = a \{1 - \cos(4\theta)\} + b \sin(4\theta) + c \{3 + \cos(4\theta)\},
\]

where:

\[
a = \frac{1}{8} \left\langle \left| x_{\text{in}} \right|^4 + \left| y_{\text{in}} \right|^4 - 4 \text{Re}(x_{\text{in}}^* y_{\text{in}}) \right\rangle, \quad b = \frac{1}{2} \left\langle \left( \left| y_{\text{in}} \right|^2 - \left| x_{\text{in}} \right|^2 \right) \text{Re}(x_{\text{in}}^* y_{\text{in}}) \right\rangle, \quad c = \frac{1}{4} \left\langle \left| x_{\text{in}} \right|^2 - \left| y_{\text{in}} \right|^2 \right\rangle.
\]

This one dimensional optimization is straightforward to solve analytically for the optimal value of $\theta$, or using a direct search from a set of test values of $\theta$.
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