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Abstract:

BACKGROUND: Several approaches have been proposed to classify populations into ethnic groups using people’s names, as an alternative to ethnicity self-identification information when this is not available. These methodologies have been developed, primarily in the Public Health and Population Genetics literature in different countries, in isolation from and with little participation from demographers or social scientists.

OBJECTIVE: To bring together these isolated efforts and provide a coherent comparison, a common methodology and terminology in order to foster new research and applications in this promising and multi-disciplinary field.

METHODS: A systematic review of the most representative studies that develop new name-based ethnicity classifications has been conducted, extracting methodological commonalities, achievements and shortcomings.

FINDINGS: 13 studies met the inclusion criteria and all followed a very similar methodology to create a name reference list with which to classify populations into a a few most common ethnic groups. The different classifications’ sensitivity varies between 0.67 and 0.95, their specificity between 0.80 and 1, their positive predicted value between 0.70 and 0.96, and their negative predicted value between 0.96 and 1.

CONCLUSION: Name-based ethnicity classification systems have a great potential to overcome data scarcity issues in a wide variety of key topics in population studies, as have been proved by the 13 papers analysed. Their current limitations are mainly due to a restricted number of names and a partial spatio-temporal coverage of the reference population datasets used to produce name reference lists.

RECOMMENDATION: Improved classifications with extensive population coverage and higher classification accuracy levels will be achieved by using population registers
with wider spatio-temporal coverage. Furthermore, there is a requirement for such new classifications to include all of the potential ethnic groups present in a society, and not just one or a few of them.
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1. Introduction

Since the last decade and a half, there has been an explosion of interest in issues of ethnicity, nationalism, race and religion, around a renewed preoccupation with the question of defining and asserting collective identities in an increasingly globalised world (Castells, 1997). Governments and social scientists have struggled to keep track of the reality of rapidly changing populations that are constantly re-defining their self-perceptions of their collective identities (Skerry, 2000). Although highly contested, the practice of classifying the population into discrete groups according to race, ethnicity or religion has made a strong re-appearance in many countries’ recent national censuses (Howard and Hopkins, 2005, Kertzer and Arel, 2002, Nobles, 2000). Such questions in the censuses not only quantify the size and geographical extent of collectively pre-perceived racial, ethnic and religious groups, but more interestingly helps to reinforce the self-identity of those groups or accelerate the emergence of new identities (Christopher, 2002) by solidifying transient labels (Howard and Hopkins, 2005).

Due to the subjective nature of collective identities, its categorization process, that is, the problematic definition of ethnic groups’ boundaries and labels, has been a significant issue in social science (Peach, 1999). Following an impassioned debate around the essentialism of ethnicity labels (Modood, 2005), there seems to be a consensus, at least in the demographic and public health literature, that the classification of populations into ethnic groups has proven useful to fight discrimination and entrenched health and social inequalities (Bhopal, 2004, Mitchell et al, 2000). There is a vast literature that demonstrates the persistence of stark inequalities between ethnic groups, specially in health outcomes, access to housing and labour markets, educational
outcomes and socioeconomic status (for a review in Britain see Mason, 2003). As long as these inequalities between population subgroups persist, no matter how these are defined or perceived, the use of ethnic group definitions and labels will be useful to identify them and combat their causes. However, several of the current ethnicity classification practices have proved inappropriate to uncover the true nature of specific factors of ethnic minorities’ inequalities. This paper summarises these issues, before reviewing an alternative methodology of classifying populations into ethnic groups using the origins of people’s names.

The basic hypothesis of this methodology is that the classification of surnames and forenames into ancestral groups of origin provides a viable alternative to subdivision of populations or classifications of neighbourhoods into groups of common origin. This is of particular importance when ethnicity, linguistic or religious data are not available at appropriate temporal, spatial or nominal (number of categories) resolutions. The paper reviews the different theoretical and methodological approaches that have developed independently in the fields of public health/epidemiology, population genetics, linguistics, and statistics. The purpose is to bring together these isolated efforts from very different research angles, so far reduced to the study of a small number of ethnic groups in a few migration destination countries, and provide a coherent comparison, a common methodology and terminology in order to foster new research and applications in this promising and multi-disciplinary field.
2. Defining and Measuring Ethnicity and Race

The term ‘ethnicity’ is derived from the Greek ‘ethnos’ meaning ‘nation’, and thus is closely related to the concept of ‘peoples’ that share a perceived common ancestry or descent (Weber, 1997[1922]). Therefore, at the core of the concept of ethnicity is the question of an individual’s identity, which is defined by the characteristics of the ethnic group he or she considers herself to belong to, usually understood in a contextual rather than in an essentialist way (Peach, 1996). Ethnicity is a multi-faceted concept comprised of the different dimensions that makes a person’s identity, usually summarized as kinship, religion, language, shared territory, nationality, and physical appearance (Bulmer, 1996).

Due to the subjective, multi-faceted and changing nature of ethnic identification and because there is not a clear consensus on what constitutes an ‘ethnic group’ (Coleman and Salt, 1996, Office for National Statistics, 2003) the measurement of ethnicity is even more contentious than its definition. This paper will not go any further in the dense debate over the definition of Ethnicity and Race and its measurement as scientific research variables. Literature reviews are available in public health (Bhopal, 2004, Senior and Bhopal, 1994), genetics (Cavalli-Sforza, 1997), geography (Coleman and Salt, 1996), sociology (Banton, 1998, Brubaker, 2004), and anthropology (Eriksen, 2002). For a review of how ethnicity has been measured in 141 countries’ recent population Censuses see Morning (forthcoming).
There are three major problems with the way ethnicity is currently officially measured in most developed countries. Firstly, ethnicity is usually measured as a single variable, that of an ‘ethnic group’ into which the individual self-assigns his or herself from a classification of a reduced number of classes, what restricts its ability to represent the characteristics of the multi-faceted nature of self-identity exposed above. This problem has been partially addressed in the U.S. 2000 Census in which respondents were able to choose from more than one ‘race/ethnic group’.

A second problem is that pre-conceived ethnic group classifications are used, as opposed to just an open question whose responses are then arranged according to the more meaningful common identities. This is of course justified with the need to facilitate the reproduction and comparison of the resulting statistics over time and between different sources (Office for National Statistics, 2003). However, these categories have proved not to reflect the complex heterogeneity found within each group (Connolly and Gardener, 2005, Rankin and Bhopal, 1999), for example ‘Black African’ (Agyemang et al, 2005), ‘Asian’ (Aspinall, 2003), ‘White’ (Peach, 2000), or ‘Hispanic’ (Choi and Sakamoto, 2005). Efforts made to reach a consensus between the major stakeholders of government statistics on a set of meaningful ethnic categories comprises a highly contested issue in the arena of identity politics (Skerry, 2000). Furthermore, such categories are always contextual to a country and moment in time (Peach, 2000), according to each society’s response to their own particular historical processes of ethnogenesis (Eriksen, 2002).
A third problem comes with the current consensus in the method of self-assessment of ethnicity (Bhopal, 2004), as opposed to it being assigned by a third person or a computer. As a result of this, the classification of the same person can vary in time and space, since perceptions of individual and social identity changes over time (Aspinall, 2000) and are influenced by the type of ethnicity question asked (Arday et al, 2000), the definitions of categories offered (Olson, 2002), the country and method of data collection, and the time or generations passed since migration (degree of ‘assimilation’).

In addition to these three major issues, there is a recognised problem of lack of routine collection of ethnicity data in most government or public service datasets, which is especially critical in population registers, such as birth, death, electoral and health general practice registrations (London Health Observatory, 2003, Nanchahal et al, 2001). Even when ethnicity information is routinely collected, such as in U.K. Hospital Admissions, its quality, consistency and coverage is very poor (London Health Observatory, 2005), despite its critical importance in public policy decisions (Department of Health, 2005). As a result, the only major trustworthy source of ethnicity information is usually censuses of population, which are generally only carried out every ten years and results disseminated only in aggregated form.

Taken together, the issues of lack of reflection upon the multi-dimensional nature of ethnicity, the use of a limited range of pre-defined coarse categories, the variability of self-assignment of ethnicity, and the lack of routine collection of ethnicity information present a major shortcoming for researchers and public policy decision makers. As a consequence of these issues, they are frustrated in measuring socioeconomic
inequalities, equity of access to and uptake of public services, and demonstration of compliance with anti-discrimination and equal opportunities legislation. These are each important issues in increasingly multicultural populations.

Due to these issues other proxies, such as country of birth, have been used to ascribe a person’s ethnicity when it is not appropriately known for the purpose of analysis (Marmot et al, 1984, Wild and McKeigue, 1997). Despite the utility of country of birth to classify migrants’ origins, with growing numbers of second generation ethnic minorities born in the ‘destination’ or ‘host’ country (e.g. 50% of ethnic minority members in the U.K. 2001 Census), the proportion of people of the ‘majority ethnicity’ born abroad, and migrants born in ‘intermediate’ countries (e.g. East African Indians), this method has become increasingly inappropriate (Gill et al, 2005, Harding et al, 1999). In some countries, such as Spain or France, an alternative variable used is nationality, which is not recorded in many countries (such as in the U.K. Census of Population). This proxy is also problematic since it can change over time, there are people with more than one nationality, and usually second or third generation migrants acquire the host country’s nationality. A third option is the analysis of name origins (surname and forename), which in particular has been used to identify South Asian, Chinese and Hispanic populations, with a relatively high degree of accuracy; this will be the focus of the rest of this paper.

As already mentioned, ethnicity is a multidimensional concept reflecting kinship, religion, language, shared territory, nationality, and physical appearance (Bulmer, 1996). In principle one could accurately classify a person into an ethnic group if these
six dimensions were to be measured separately, which is the preferred way forward proposed by several researchers in health and ethnicity (Bhopal, 2004, Gerrish, 2000, McAuley et al, 1996), although physical appearance seems to be a much more sensitive aspect to ask about and even more to classify, than the other five dimensions. Name origin analysis has the potential to provide embedded information about several of these dimensions of a person’s origins, when no other ethnicity information is available, since names are usually unique to a language, a religion, a geographical area, a cultural tradition, a group of kin, a migration flow, etc. Although name analysis does not completely overcome the three major problems with the way ethnicity is currently officially measured, mentioned in this section, it does have the potential to substantially improve the situation at a fraction of the cost of other alternatives, as it will be explained through this paper.

3. Languages, Names, Genes and Human Origins

Charles Darwin’s ‘On the Origins of the Species’ (1859) included a parallelism between the evolution of languages and humans, suggesting that the genealogical arrangement of the ‘races of man’ necessarily had to follow a taxonomy of languages.

‘It may be worth while to illustrate this view of classification, by taking the case of languages. If we possessed a perfect pedigree of mankind, a genealogical arrangement of the races of man would afford the best classification of the various languages now spoken throughout the world’ (Darwin, 1859, 422).

With the subsequent advances in modern genetic techniques, population geneticists have demonstrated the existence of such a relationship in human evolution, mapping human origins, gene evolution, and geographical spread and intermixing through the
planet and comparing it to language evolution and the archaeological record (Cavalli-Sforza and Cavalli-Sforza, 1995, Piazza et al, 1987).

Moreover, in order to analyse the genetic linkages between human groups, the Human Genome Diversity Project has defined those human groups, called ‘populations’, by the common mother language of the subjects to be studied (M'charek, 2005), avoiding cases where there is known to have been a historic language replacement (e.g. Spanish imposed to Native Americans, or Finno-Urgic language to Hungarians: Cavalli-Sforza, 1997). They then compare the genetic linkages between such populations (i.e. an evolutionary tree) with the language taxonomy most widely accepted, that of Greenberg and Ruhlen (Ruhlen, 1987), to corroborate the geographical spread or explain the differences with historical data (Cavalli-Sforza et al, 1988).

Furthermore, due to a known relationship between surnames distribution and population structure (Piazza et al, 1987), surnames have been used since the 19th century to understand the relationships between population subgroups (Darwin, 1875) at regional or national levels (for a review see Lasker, 1985). Today, surnames have been demonstrated to correlate well with Y-chromosomes, since both are patrilinearly inherited (Jobling, 2001, McEvoy and Bradley, 2006), and this is opening up a new era of genetic genealogy (Shriver and Kittles, 2004). Moreover, a recent extensive study of the surname distribution of the total population of eight European countries has concluded that the present surname structure of Western Europe is strictly linked to local languages (Scapoli et al, forthcoming).
The combined facts that; first, surnames correlate well with Y-chromosomes at the regional and national level; second, several genetic markers also significantly correlate with languages at a continental and global scale; and, third, there is an obvious link between names and the languages from which they originate, indicate that analysis of people’s names can offer a reliable method to ascribe individuals to common human groups, where such groups are defined as having a common linguistic, geographic and ethnic origin. There is a vast literature on surnames and genetics, which has made great advances in disentangling ancestral human movements and distant historic settlement and migrations, as well as to study populations genetic structure, endogamy, and cultural evolution (for a full review see Colantonio et al, 2003, Lasker, 1985). This paper will not cover these aspects but will only focus on name origin analysis to classify contemporary populations according to recent migrations (their own or that of their ancestors to three or four generations back).

The use of people’s names’ origins to subdivide contemporary populations into ethnic groups has been applied to population studies in the U.S. at least since the beginning of the 20th century, (Rossiter, 1909). Initial applications were primarily focussed on the purpose of calculating immigration quotas, which were set according to the estimated ethnic composition of the “original national stock” of the population of the United States in the 1790 Census (American Council of Learned Societies, 1932, US Senate, 1928). However, name origin analysis has been more widely applied and independently validated in the fields of public health and genetics, in studies since the 1950s (Lasker, 1985, U.S. Bureau of the Census, 1953, Winnie, 1960). The application of such techniques has grown very rapidly through the past 20 years, following increasing
interest in research in international migration, improvements in computer processing power, and (most importantly) with the wider availability of digital name datasets covering entire populations at individual person level. Given this interest in name-based techniques, and the known limitations about their accuracy (Choi et al, 1993), a few studies have concentrated upon measuring the accuracy of different name-based ethnicity classification methods, a stream of research opened by Nicoll et al (1986) and with growing interest and relevance today (Nanchahal et al, 2001).

Hereinafter two types of personal names will be distinguished and named as follows; surnames (also known as family names or last names), which normally correspond to the components of a person’s name inherited from his or her family, and forenames (also known as first names, given names, or Christian names), which refer to the proper name given to a person usually at birth.

4. A review of Name-based Ethnicity Classification methods

A literature search has been carried out to identify the most representative research papers that specifically deal with the problem of classifying lists of names of individuals into ethnic groups and provide a full evaluation of their accuracy. This section presents a summary of this review, the main characteristics of the studies evaluated, and the results of the comparison.
4.1 Search Strategy

The literature search was carried out using three databases of scholarly publications; PubMed Medline, ISI Web of Knowledge (CrossSearch), and Google Scholar. The keywords and search string used to search these databases were:

1) [ethnic* OR race OR racial OR minorit* OR migrant* OR immigrant*]; in the title, keywords or abstract of the publication (abstract not used for Google Scholar)

AND

2) [name* OR surname* OR forename*]; only in the title or keywords of the publication (due to the common use of the word “name” in abstracts)

This search retrieved 186 unique publications at the time (January 2006)

The inclusion criterion was to select any study that developed or used a name-based ethnicity classification method to subdivide contemporary populations at the individual level, and evaluated its accuracy. On the other hand, the exclusion criteria were; a) studies that neither offered a new method of name-based ethnicity classification, nor evaluated a previously developed method that had not been tested before; b) studies that did not validate the classification using an alternative ethnicity information source (i.e. non-name-based); c) studies that provided insufficient detail of their research process and results as to support this systematic review, for which at least the methods’ sensitivity and specificity needed to be explicit, and d) studies that were not published in English.
The 186 publications retrieved by the search were filtered through a three tier process. First, potentially relevant publications were evaluated against the inclusion criteria, using solely the information offered in their title, with non-relevant publications being rejected, most of them using surnames in the genetic domain to study ancient migrations or isonomy. In case of doubt, the publication was left included in this phase. This reduced the number of publications to 129. Secondly, these were then evaluated against the exclusion criteria using the information provided in their abstract, what reduced the number of selected publications to 37. Finally, the full text of these 37 publications was analysed against the exclusion criteria, ending up with 11 publications that met all the selection criteria. These 11 publications were analysed in-depth, and all of their references were retrieved and also checked against the inclusion and exclusion criteria. This last step contributed with two additional publications that were not found by the original search, one of them because the word “name” or its equivalents did not appear neither in the title nor in the keywords (Sheth et al, 1999), and the second one because it is a government report only published on-line (Word and Perkins, 1996).

The final selection of publications consisted in 13 papers representing five countries (Canada, Germany, Netherlands, U.K., and the U.S.), and most of them from the field of public health. Table 1 shows the key characteristics of these studies, whose findings will be analysed in the following sections. The subset of ethnic minorities studied represent the biggest and most recently arrived groups in each country: a) South Asians (Indian, Pakistanis, Bangladeshis, Sri Lankans), b) Chinese, c) other East and South-east Asians (Vietnamese, Japanese, Korean, and Filipino), d) Hispanics, e) Turks, and f) Moroccans (see Table 1 for the correspondence between these groups and each study).
Amongst the publications excluded in the last phase of the selection strategy (n=26) there were some other interesting research papers in which an independent name-based approach was developed, although not explicitly explained nor independently evaluated. However, some of these studies are worth mentioning, since they typically used telephone directories to select names from a particular ethnic group as a sampling strategy for their surveys, showing the usefulness of the name-based approach to classify Vietnamese (Hinton et al, 1998, Rahman et al, 2005), Korean (Hofstetter et al, 2004), Cambodian (Tu et al, 2002), Chinese (Hage et al, 1990, Lai, 2004), South Asian (Chaudhry et al, 2003), Japanese (Kitano et al, 1988), Irish (Abbotts et al, 1999), Jewish (Himmelfarb et al, 1983) Iranian (Yavari et al, 2005) and Lebanese (Rissel et al, 1999) names, in the U.S., Canada, U.K. and Australia.

4.2 Structure of the selected studies

The 13 finally selected papers aimed to demonstrate a satisfactory accuracy rate in separating individuals of either one, or just a few, ethnic minority groups from the rest of the resident population in some developed countries. None of them tried to classify the whole population into all of the potential ethnic groups in a country, something that remains a research gap. The studies differ substantially in the sizes of the target populations to be classified (from 137 to 1.9 million people), the numbers of unique forenames or surnames in the reference list used in the search (from fewer than 100 to 27,000 names), and hence the method to allocate them (manual vs. automatic
classification). However, each of the studies includes a number of common methodological processes and research components: firstly a name reference list is independently built or sourced from another study or from ‘an expert’; secondly a separate target population is manually or automatically classified into ethnic groups; and thirdly the accuracy of the method is evaluated against a previously known ‘gold standard’ for ethnicity in the target population. These common structure and processes are summarised through a flow chart in Figure 1.

Insert Figure 1 about here

**Figure 1: Structure and processes of Name Classifications Evaluated**

### 4.3 Source data, reference and target populations

The primary source material for each of the studies is datasets of individuals’ personal data that are usually sourced from population administrative files, health registers, or surveys. Target population is the term given to the list of individuals to be classified into ethnic groups using their names, either manually or automatically. Automatic classification methods require an independent reference list of surnames or forenames with their pre-determined ethnic origin, that is used to perform the computerized search and allocation of ethnicity for each individual in the target population (in the manual methods the equivalent to the reference list is embedded in the expert’s knowledge). This distinction between reference and target lists of names is key to the understanding of the methodologies here analysed.

### 4.4 Building Reference Lists

The first step thus involves building reference lists or borrowing them from previous studies, that would finally include several hundreds or thousands of surnames, each of
one of them with a pre-assigned ethnic group (e.g. Nguyen – Vietnamese; Chang – Chinese, etc). The characteristics of how the reference lists in the eight studies that used automatic classification were developed are further detailed in Table 2. Two of these studies used a software application already developed to identify South Asian names in the U.K., *Nam Pehchan* (Cummins et al, 1999, Harding et al, 1999), which contains 2,995 unique South Asian surnames, and was derived from the Linguistic Minorities Project (1985). Another study, Nanchahal et al (2001), develop a similar software called SANGRA, but do not offer sufficient information about how they built their reference list of 9,422 South Asian names. In the remaining five studies a purpose-built reference list was constructed, containing from 427 to 25,276 unique surnames. These *reference lists* were typically built from an independent source to the *target population*, a second population generally described as *reference population* (see the left half of Table 2), except in Choi et al (1993) and Coldman et al (1988), with important consequences for their results, as will be mentioned later.

*Insert Table 2 about here*

**Table 2: Characteristics of Reference Populations and Reference Lists in Automatic Methods**

Despite the big differences in the sizes of the reference populations, the methods employed to derive the name reference lists were broadly similar. Generally, they all used some type of ‘ethnic origin information’ in the reference population, such as self-reported ethnicity, country of birth, or nationality, to classify individuals into ethnic groups, and they then aggregated them by surname and produced a frequency count for each surname and ethnic group combination (and the same for forenames when available). Each surname or forename was then assigned to the ethnic group with the
highest frequency, using a series of rules or thresholds in some cases (Lauderdale and Kestenbaum, 2000, Word and Perkins, 1996), producing the final reference list.

In general, there are four factors affecting the accuracy and coverage of the reference list as will be explained in the accuracy evaluation section: the independence between reference and target populations, the size of the reference population, its spatio-temporal coverage (the countries and regions where it was sourced and the time period covered), and the method to ascribe ethnicity (using proxies vs. self-reported ethnicity). Therefore, the desired qualities of the reference list is to be large enough as to maximise coverage in the target population, and accurate enough as to minimise misclassifications (Coldman et al, 1988, Nanchahal et al, 2001). These two qualities are usually mutually exclusive, and there is a trade-off to be made between marginal extra coverage of a larger number of names and marginal extra accuracy of the classification, as each extra name tends to be rarer than the last. The final decision will depend on each specific type of application. A similar issue arises regarding the nominal resolution of the ethnic group categorizations used: the finer the groups are defined (e.g. Hindu, Bengali, Tamil, Urdu, Gujarati, Punjabi, etc vs. ‘Indian’ or ‘South Asian’), the less accurate the name classification becomes and vice versa.

4.5 Minimum size of the reference list

As per calculating the ideal size of the reference population, the best attempt has been proposed by Cook et al (1972: 40) using the following formula:

\[ n \geq \frac{\log(1 - x)}{\log y} \]
Where \( n \) is the required minimum size of the reference population, \( x \) is the desirable level of confidence for the allocation of an individual to his or her appropriate ethnic group, and \( y \) is the required level of confidence that a particular surname will perform as desired. For example, for \( x = 80\% \) and \( y = 95\% \) the minimum size of the reference population required will be \( n \geq 13.4 \), meaning that for every surname to be classified a list of at least 13.4 individuals with that surname and their ethnicity is required. The minimum value of \( n \) (in the above example equal to 13.4) refers to the unlikely situation that all individuals with the same surname in the reference population had the same ethnicity, and hence the size would have to be extended in proportion to the ‘noise’ found in each specific reference population. Cook et al (1972) propose to multiply \( n \) by a factor of 4 to obtain a workable reference population size. The actual reference population sizes used in the five studies evaluated here, that built their own reference lists, has been compared against these two ‘Cook et al criteria’: first criterion; \( n = 13.4 \) people per surname, and expanded criterion; \( n = 13.4 \times 4 = 53.6 \) people per surname. It is surprising to find out that only two of the five studies’ reference populations satisfy the first ‘Cook first criterion’ (Lauderdale and Kestenbaum, 2000, Word and Perkins, 1996), with the remaining three below 75% of the required size. Moreover, only one satisfies the ‘Cook expanded criterion’ (Lauderdale and Kestenbaum, 2000), with the rest below 45% of the required minimum reference population size.

### 4.6 Classification of Target Populations

The second step in the 13 studies analysed consisted in classifying the target population into ethnic groups, using either a manual (by an expert) or an automatic method (through computer algorithms). The characteristics of the target populations selected in each of the 13 studies are summarised in Table 3 (‘Target Population’ section).
Manual methods have the advantage of not requiring a name reference list and also to include a rich number of ‘fuzzy rules’ that the experts performing the classification can apply in order to decide the group into which an individual should be assigned. However, the manual method has a series of major limitations, the main one being that it is cumbersome and time-consuming (Bouwhuis and Moll, 2003) and this seriously constrains the size of the target population to be coded. In order to increment the number of individuals to be coded, additional experts need to be recruited, which causes inconsistency in the subjective decisions taken by different human subjects. Additionally, most of the manual classification studies focus on a two-group classification problem, that only requires a simple binary decision on whether the individual belongs to a specific ethnic minority group or not, but when more groups are introduced, several experts from different cultural backgrounds are required, and hence the number or misclassifications quickly rises, especially between similar ethnic groups when names overlap between groups (Martineau and White, 1998). For these reasons, not further specific attention will be given here to those studies which used manual methods (last four papers in Table 3).

On the other hand, automatic methods to classify the target population rely on the availability of an appropriate name reference list. The studies analysed here applied an automated algorithm to search the name of each individual in the target population against the reference list, and then assign the pre-coded ethnic group for that name to the individual. One of the main differences between the studies is whether they used only one name component of the individual (surname) or more (forename and surname,
or even middle name) (see last column of Table 1 for details). Nam Pehchan includes a set of rules that use name stems if the name has no match in the reference list (Cummins et al, 1999), but this is avoided by SANGRA since it is deemed to derive an unacceptable number of false positives (Nanchahal et al, 2001).

A second difference between studies is whether one or several ethnic groups are to be classified. It must be emphasized that almost all of the studies that used automatic classification were designed to classify individuals with a binary taxonomy in mind that seeks to identify members of a particular minority group or macro group (i.e. South Asians) from a general population. The exception is Lauderdale and Kestenbaum (2000) classifying six substantially different Asian ethnic groups (Chinese, Vietnamese, Japanese, Korean, and Filipinos). A third difference, is the use of certain name scores or thresholds related to the strength of the association between each name and ethnic group of origin (e.g. Heavily Spanish, Moderate Spanish, etc.), to the final user’s advantage when fine-tuning the classification to their specific target population and purpose. Only two studies use such thresholds (Lauderdale and Kestenbaum, 2000, Word and Perkins, 1996).

*Insert Table 3 about here*

**Table 3: Summary of Target Population characteristics and results of the evaluation of classification accuracy in the 13 papers reviewed**

5. Evaluating Name Classifications

All of the studies measure the accuracy of the name-based classification, by comparing it to a ‘gold standard’ for the ethnicity of the individuals in the target population, that had to be previously known through an independent source (the exception is Word and
Perkins, 1996, but another study that evaluates their method is used here: Stewart et al (1999). This ‘gold standard’ is either the person’s ethnicity (self-reported, by a next-of-kin, or by a third party), or a proxy for it such as country of birth or nationality (of the person or of his/her parents), all of which are assumed to represent the individuals ‘true ethnicity’. However, we have to bear in mind that an objective entity such as the ‘true ethnicity’ does not exist, and hence ‘there can be no such thing as a completely correct method of classifying individuals into ethnic groups’ (Cook et al, 1972: 39), but to a certain extent a more appropriate one.

5.1 Accuracy Evaluation

The studies reviewed here self-evaluated their accuracy using the epidemiological measures of sensitivity, specificity, positive predictive value (PPV), and negative predicted value (NPV). Sensitivity, is the proportion of members of ‘Ethnic Group X’ (gold standard) who were correctly classified as such; specificity, the proportion of members of ‘Other Ethnic Groups’ (gold standard) who were correctly classified as such; Positive Predictive Value (PPV), is the proportion of persons classified as ‘Ethnic Group X’ (predicted) who were actually from ‘Ethnic Group X’; Negative Predictive Value (NPV), is the proportion of persons classified as ‘Other Ethnic Groups’ (predicted) who were actually from ‘Other Ethnic Groups’. These concepts are better explained in Table 4 in a more visual fashion. Any classification’s objective is to maximize the number of correct classifications across the diagonal (‘a’ and ‘d’) and to minimise the number of misclassifications (‘b’ and ‘c’).

Insert Table 4 about here
Table 4: Explanation of measures of classification accuracy: Sensitivity, Specificity, PPV and NPV

The results for these four variables in the 13 studies are offered in Table 3 (‘Method Evaluation’ section) and a range of values is offered where the study evaluated different populations, or made separate evaluations for subpopulations (e.g. by gender). If certain isolated outliers are excluded, the sensitivity varies between 0.67 and 0.95, the specificity between 0.8 and 1, the PPV between 0.7 and 0.96, and the NPV between 0.96 and 1 (only reported in four studies).

It is striking to notice that there are no substantial differences between the accuracy of the manual (bottom four in Table 3) and automatic classification methods, removing the theoretical advantage, in accuracy terms, of the former over the latter. In general the studies tend to reach a high specificity and NPV (near to 1), in detriment of a slightly lower sensitivity and PPV (see for example Razum et al, 2001), a fact linked to the mentioned trade-off between the marginal extra coverage of a classification and its marginal extra accuracy. The differences between the statistics of the 13 studies do not seem to imply substantial differences in the quality of the methods adopted. Rather more, they reflect variations between the degree of distinctiveness of each subpopulation’s names in the particular context of the general population studied, as well as constraints imposed by the characteristics of the datasets utilised.

All authors read in these results a validation of the name-based classification method to ascribe ethnicity, when other data sources are not available, giving further details of their advantages and the limitations found which will be both discussed in the next two
sections. However, one could argue as well the issue of publication bias, in which studies which did not achieve satisfactory results may have not been published.

5.2 Limitations found in the methodology

The 13 studies list a series of issues and limitations, many of them common between them, and that have been summarised here complementing them with other studies (Jobling, 2001, Senior and Bhopal, 1994) under the following eight major themes:

a) Temporal differences in name distribution between the reference and the target populations; because of different migration waves and variations in the geographic distribution patterns through time, which introduces misclassification and low coverage in the classification. For example, Lauderdale and Kestenbaum (2000) use a list of people born in Asia before 1941, which might misrepresent today’s common Asian names in the U.S., and a similar problem is present in Coldman et al (1988) with Chinese names in Canada.

b) Regional differences in the frequency distribution of names, whether these are between the origin and the host country, within either of them, or between different host countries, due to differential geo-historical processes and migration flows. If this heterogeneity in name distribution is ignored when sampling the reference population, the subsequent name reference lists will be biased and names from a single region might not represent well the names present in other regions. Some examples found are: different Pakistani names present in the North of England, compared to the South East of England (Cummins et al, 1999), Turkish names between Germany and Turkey (Razum et al, 2001), or Chinese migrant names between Australia and Canada (Choi et al, 1993)
c) Differences in the average ratio of people per surname; between the ethnic minority (higher) and the host population (lower), and the ethnic minority in the host country (higher) and in the origin country (lower) (see Table 2: ‘E.M. People / Surname’). This asymmetry is caused by a combination of a phenomenon of ‘family autocorrelation’ in the data (Lasker, 1997), and the uneven initial distribution of migrant names due to selective migration (a few initial names that can be rare in the origin country grow rapidly because of intra-group marriages in the host country). This causes the false assumption that a common name in the host country might also be common in the origin country, which together with item b) above make a strong case for a sourcing of name reference lists from the whole population of both origin and host countries.

d) Name Normalisation issues; data entry misspellings, forename and surname inversions, and name corruptions, all need to be normalised both in the reference and target populations in order to cleanse the datasets, but making the difficult decision to keep the ones that might be accepted as official names, even for several generations (Lasker, 1985). This could be due to different transcriptions of a name into a different language’s alphabet and/or pronunciation (called transliteration); what creates name duplications and long lists of name variants, presenting a barrier to the accuracy of the reference lists. This problem is linked to other processes of name change, the ‘acculturation of a name’ in a host country, and the degree of inter-marriages between groups, which are all well documented for ‘older’ immigrant groups in the U.S. such as Norwegians (Kimmerle, 1942), Finnish (Kolehmainen, 1939), Italian (Fucilla, 1943) or Polish (Lyra, 1966).
e) Names usually only reflect patrilineal heritage; and thus, the methodology assumes a high degree of group endogamy, and is incapable of identifying mixed ethnicity or women’s ethnicity in mixed marriages (when women maiden name is not available) (Harland et al, 1997). If exogamy increases, as is anticipated in the near future, the method's discriminatory ability may decline. This has already happened in highly mixed populations such as the U.S. or Argentina, where more than three generations have passed since immigration of the traditional European migrant groups, their populations are assimilated into the general population, and the male surnames that are passed on do not normally reflect a perceived ethnic identity (Petersen, 2001).

f) There is a different history of name adoption, naming conventions and surname change that varies from country to country (e.g. Caribbeans have British surnames, Spanish women do not change surname at marriage), leading to the overlapping of certain names between ethnic groups (Martineau and White, 1998) which is difficult to accommodate in a single classification.

All of the above issues result in differences in the strength of association of a particular name with an ethnic group, measured by the proportion of people with a name ascribed to a certain ethnic group that actually consider themselves from that ethnic group. The effects of issues a) b) and c) can be mitigated by sourcing broad reference populations from both the origin and host country and from a wide enough time period, using the Cook et al (1972) formula mentioned before to calculate its minimum size. This would
ensure that the name reference list would reflect all of the potential names and true frequencies from the regions of the origin and host countries in equal probability than the methods analysed here have. Moreover, when aggregating the reference population by household surname, the issue of family autocorrelation can be avoided (Word and Perkins, 1996). The effects of issues d) to h) can be ameliorated by the use of ‘name scores’ to measure the strength of the association between a name and its ethnic group (Lauderdale and Kestenbaum, 2000), and use them in different ways sensitive to other context information (e.g. such as address of residence, which can be linked to Census information on the distribution of ethnic groups in an area).

5.3 Advantages of the methodology

According to the authors of the studies analysed here, name-based ethnicity classification methods present a valid alternative technique to ascribe individuals to ethnic groups through their name origins, when self-identification is not available. The criterion for such validity is that the methodology makes it possible to subdivide populations to a sufficient degree of accuracy at the ethnic group aggregate level, and not necessarily at the individual level (i.e. it produces relatively accurate total figures and orders of magnitude). In general, there is a consensus in the literature that although this methodology cannot entirely replace self-assigned ethnicity information, it provides a sufficient level of classification confidence to be used in the measurement of inequalities and in the design and delivery of services that meet the needs of ethnic minorities. In predicting these types of outcomes, name-based classifications have proved a very cost effective method compared to conventional collection of self-assigned ethnicity information (e.g. projects aiming to collect all patients' self-reported
ethnicity in the U.K. have had an average response rate of 56%: Adebayo and Mitchell, 2005).

Some of the methods evaluated here also provide a degree of strength in the assignment of an ethnic group to each name (Lauderdale and Kestenbaum, 2000, Word and Perkins, 1996), and others offer the probable religion and language associated with each group of names (those using Nam Pehchan or SANGRA). These efforts have produced three computerised name classification systems, Nam Pehchan (Cummins et al, 1999) and SANGRA (Nanchahal et al, 2001), designed to classify South Asian names in the U.K., and GUESS (Generally Useful Ethnicity Search System) (Buechley, 1976) which identifies Hispanic names in the U.S.. These computer systems have been used in a wide variety of studies in Public Health, having proved very useful to identify areas of inequality and health needs within populations (Coronado et al, 2002, Honer, 2004).

Furthermore, name-based methods have been successfully applied to sample members of particular ethnic groups using electoral registers or telephone directories (see discarded studies listed in section 4.1), presenting significant cost advantages over other alternatives (Cook et al, 1972). Moreover, this methodology has also proved useful in combination with conventional ethnicity classification information (Coronado et al, 2002). When some degree of ethnicity information is already available for a population, name-based classification can provide complementary information to detect errors, fill missing data, or correct bias introduced by proxies of ethnicity used, such as country of birth (e.g. second generation migrants).
Despite having found some inconsistencies between Nam Pehchan and SANGRA, when trying to classify the entire U.K. population (using the electoral roll), Peach and Owen (2004) conclude that name-based methods have a potential value to health organisations, local authorities, commerce and academics, but further research to improve the classifications is needed. Furthermore, a similar conclusion is reached by Bhopal et al (2004), who also used Nam Pehchan and SANGRA in an extensive study linking Census and health data in Scotland, highlighting that name-based methods are valuable in the absence of alternative information sources, and more crucially, they produce important information at relatively low costs (Bhopal et al, 2004).

6. Promising developments in name-based classifications

The 13 research studies reviewed here have demonstrated the advantages of name-based methods as well as their current main limitations. From the latter, three general needs for improvement arise, as justified in the previous section: a) a need for a reference population with high spatio-temporal coverage including name frequency data sourced both in the host and origins countries, b) the need to use name scores to measure the probability of a name being associated with a particular ethnic group, and c) the need for a system that classifies the whole population into all of the potential ethnic groups, and not just one or a few.

These tasks are made much easier today by the use of population registers that cover most of the population, such as electoral registers or telephone directories, providing very valuable name frequency information, name spelling variants, linkages between surnames and forenames, precise addresses, etc. A few of the studies analysed make use
of some of these resources, although they only cover parts of a country, or use manual methods such as counting names in a paper telephone directory. Electronic versions of such registers can today be accessed through special requests or purchased from data providers, making this type of analyses much simpler.

6.1 The Cultural Ethnic Language Group (CELG) technique

However, such directories or registers do not obviously contain any ethnicity information associated with people’s names. To be able to develop a name reference list from such datasets an alternative method has been recently proposed in the onomastics field by Tucker (2005), who pre-classified over 70,000 surnames into 44 ‘Cultural Ethnic and Linguistic’ groups (CELG) for the Oxford Dictionary of American Family Names (DAFN) (Hanks, 2003). Tucker (2005) developed a technique that termed Cultural-Ethnic-Language Group (CELG) in which a database of individuals with both forenames and surnames is required. To do this he uses the U.S. telephone directory with 88 million subscribers.

Firstly, a set of ‘diagnostic forenames’ (good predictors of ethnicity) is manually classified into cultural-ethnic-linguistic groups (CELG) by onomastic experts (8,000 forenames: Hanks and Tucker, 2000). Secondly, this diagnostic list of forenames is applied to classify the forenames of all the individuals in the telephone directory by CELG. Thirdly, for each surname in the database (1.75 million) the following calculation is done:

Surname X; % Forenames of CELG-1, % Forenames CELG-2 …etc.

(E.g. a fictitious surname being: 72% English, 17% Polish, 4% Spanish, and 3% Jewish)
That is, the relative frequency of people bearing that surname in each of the ethnic groups assigned to their forenames in the previous step. Finally, the surname is assigned to the group of highest frequency other than ‘English’, due to a ‘host-country’ assimilation effect (the previous example resulting in the surname being classified as Polish). This technique can be repeated iteratively to increase the number of diagnostic forenames classified and then the number of surnames and so forth. The performance of the CELG technique is deemed to have an accuracy of 88-94% (Tucker, 2005).

This method is very efficient because it leverages on the difference in the asymmetry of the name frequency distribution between that of forenames (extremely positively skewed) and surnames (largely positively skewed). To illustrate this with an example, 10% of the surnames in the U.S. are sufficient to cover 91% of the population, while 1% of forenames is sufficient to cover 95% of the population. There are 1.25 million unique forenames in the U.S., so concentrating just in 1% of them (12,500 forenames) one can code the forenames’ ethnicity of 95% of the U.S. population, and hence their surnames’ ethnicity (Tucker, 2001). Furthermore, by applying the CELG technique this population coverage can be increased to nearly 100%, while improving the overall accuracy of the names classified. This is further eased by the use of etymology dictionaries of forenames origins to code ‘diagnostic forenames’, with larger coverage and availability than surname dictionaries.
6.2 Towards a total population multi-ethnicity classification method based on names.

The CELG technique has not been used in any of the studies reviewed in this paper but it has a great potential for efficiently classifying hundreds of thousands of names into all of the potential ethnic groups present in a given population. Furthermore, it makes it possible to create the desired ‘surname scores’, measuring the degree of association between a surname and an ethnic group by setting thresholds to the ethnicity distribution of its bearers forenames (as in the Polish example mentioned above). This approach is being followed by the team of researchers at University College London to which the author belongs, what has provided promising developments that at the time of writing are being evaluated in the same way as other studies have (see Mateos et al, 2007 for initial results).

Finally, in order to create an ethnicity classification covering all of the potential ethnic groups present in a population, the name reference list has to be created using reference populations originated in a large number of countries, what is made possible today through the use of electronic telephone directories, population registers and a growing realm of genealogical internet resources (Hanks, 2003). Furthermore, a set of alternative classification techniques, such as census area information, text pattern mining, etc. which are discussed in detail in Mateos et al (2007) can be brought to the effort of improving name classification methods currently available.
7. **Conclusion**

Name-based Ethnicity Classification Methods have been successfully applied, primarily in public health applications, to subdivide populations into groups of common origin, although they clearly present room for improvement. Moreover, these methods present a high potential to be applied in broader population studies about ethnicity, such as: in ethnic group population forecasting by small area (Large and Ghosh, 2006), monitoring migration (Stillwell and Duke-Williams, 2005), detecting Census undercount (Graham and Waterman, 2005), measuring residential segregation (Simpson, 2004), analysing the geography of ethnic inequalities (Dorling and Rees, 2003) or of mortality and morbidity (Boyle, 2004), evaluating equal opportunity policies (Johnston et al, 2004) and political empowerment processes (Clark and Morrison, 1995), and improving public and private services to ethnic minorities (Van Ryn and Fu, 2003). All of these research and public policy areas present a lack of appropriate timely and detailed data on ethnicity, a problem that is increasing as the last round of Census data age and new migration flows are changing the composition and demands for public services. Improved methods in these areas are thus of key policy importance in today's multi-cultural society.

The name-based ethnicity classification methodology evaluated here through 13 representative studies, offers a few advantages over traditional information sources such as the Censuses of population. Amongst them, it can develop a more detailed and meaningful classification of people’s origins categories (finer categories based on a very large number of languages versus just 10 to 20 ethnic groups in the Census), offers improved updating (annually through registers with substantial population coverage; e.g. electoral or patient registers), it better accommodates changing perceptions of
identity than ethnicity self-classification (through independent assignment of ethnicity and or cultural origins according to name) and is made available, subject to confidentiality safeguards, at the individual or household level (rather than an aggregated Census area). Moreover, according to the literature its main advantage remains its capability to provide an ethnicity classification when self-reported ethnicity is not available, which is the case in most population registers and datasets about individuals, and at a fraction of the cost of alternative methods. However, this advantage will tend to disappear with time, as the recording of self-reported ethnicity becomes a routine practice, and data linkage methods allow that this information is only recorded once throughout population registers (Bhopal et al, 2004, Blakely et al, 2000)

However, this review has also revealed a series of limitations that remain mostly unsolved, and have hindered the wider adoption of name-based classifications. The comparative approach taken here has enabled to group the common causes of these issues and propose a few improvements to overcome them. These issues are; spatio-temporal differences in the frequency distribution of names, the selective process of migration, family autocorrelation, differences in the strength of association between a name and an ethnic group, name spelling errors and name normalisation issues, different transcriptions or transliteration of a name into a different alphabet or pronunciation, names usually only reflecting patrilineal heritage, different histories of name adoption, naming conventions and surname change, and that they currently only classify a few ethnic groups.
In order to overcome or ameliorate these issues, future name-based classifications will have to use large enough reference populations with wide spatio-temporal coverage sourced both in the host and origins countries. They will also necessarily require the development of name-to-ethnicity probability scores, and they will need to be able to classify complete populations into all of the potential ethnic groups present in a society at any given time and place. Two of the studies analysed here stand out from the rest in that they manage to gather some of these qualities (Lauderdale and Kestenbaum, 2000, Word and Perkins, 1996), and while the rest present important shortcomings, they have all demonstrated their value and sufficient accuracy in classifying ethnicity in the context for which they were designed for. There is an important potential for future research on improvements to this methodology (Bhopal et al, 2004, Peach and Owen, 2004), and key advancements have already been proposed by Hanks and Tucker (2000) and Tucker (2005), which are being adopted into new classifications aiming for complete population coverage (Mateos et al, 2007). Finally, there are certain uncertainties regarding the ethical and legal implications of using names in this manner, which also need to be assessed and clarified.

There is evidence today that names are unfortunately still being used to discriminate people in access to the labour, housing, and credit market (Carpusor and Loges, 2006, Williams, 2003), due to the prejudices that some still have about people’s ancestry, language, religion, culture, or skin colour. Using the same weapons as the ‘enemy’, in the ‘The Causes and Consequences of Distinctively Black Names’ Fyer and Levitt (2004) present a crude picture of ethnic inequalities and discrimination in the U.S. through an innovative analysis using forenames. A golden opportunity would be missed
if researchers in population studies do not be creative enough to find alternative ways to reduce persistent discrimination and inequalities between ethnic groups in today’s ever increasingly multi-cultural cities.
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<table>
<thead>
<tr>
<th>Paper Reference</th>
<th>Geographical area of study</th>
<th>Ethnic Minorities (E.M.) classified</th>
<th>Name to Ethnicity Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Method</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em><strong>Automatic</strong></em></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em><strong>Manual</strong></em></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>F, S, M</strong></td>
</tr>
<tr>
<td>Coldman, Braun &amp; Gallagher (1988)</td>
<td>Canada (British Columbia)</td>
<td>Chinese</td>
<td>A</td>
</tr>
<tr>
<td>Razum, Zeeb, &amp; Akgun (2001)</td>
<td>Germany (Rhineland-Palatinate &amp; Saarland)</td>
<td>Turkish</td>
<td>A</td>
</tr>
<tr>
<td>Bouwhuis &amp; Moll (2003)</td>
<td>Netherlands (Rotterdam; 1 Hospital)</td>
<td>Turkish, Moroccan, Surinamese</td>
<td>M</td>
</tr>
<tr>
<td>Nicoll, Bassett, &amp; Ulijaszek (1986)</td>
<td>U.K. (Selected areas)</td>
<td>South Asian</td>
<td>M</td>
</tr>
</tbody>
</table>

Table 1: Summary of the general characteristics of the 13 studies reviewed. Method of name to ethnicity assignment: ‘A’ = Automatic, ‘M’ = Manual. Name components used in the classification; ‘S’ = Surname, ‘F’= Forename, ‘M’= Middle Name.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Coldman, Braun &amp; Gallagher (1988)</td>
<td>203,354</td>
<td>5,430</td>
<td>2.7%</td>
<td>Death registrations</td>
<td>1950-1964</td>
<td>Ethnicity (family)</td>
<td>544</td>
<td>16 (Chinese) // 1.7 (Non-Chinese)</td>
<td></td>
</tr>
<tr>
<td>Lauderdale &amp; Kestenbaum (2000)</td>
<td>1,765,422</td>
<td>1,609,679</td>
<td>91.2%</td>
<td>Social Security Card Applications (MBR)</td>
<td>Born &lt;1941</td>
<td>Country of Birth</td>
<td>27,000</td>
<td>59.6 (avg.)</td>
<td></td>
</tr>
<tr>
<td>Razum, Zeeb, &amp; Akgun (2001)</td>
<td>4,000,000</td>
<td>108,500</td>
<td>2.7%</td>
<td>Rhineland-Palatinate Population Register</td>
<td>c.2000</td>
<td>Nationality + Manual cleansing</td>
<td>12,188</td>
<td>12.8 (in Germany) / 3.1 (in Turkey)</td>
<td></td>
</tr>
<tr>
<td>Harding, Dews, &amp; Simpson (1999)</td>
<td>List of 2,995 surnames in <em>Nam Pehchan</em> program</td>
<td><em>Nam Pehchan</em> program</td>
<td>1981-1998</td>
<td>Experts’ knowledge</td>
<td>2,995</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cummins, <em>et al</em> (1999)</td>
<td>List of 2,995 surnames in <em>Nam Pehchan</em> program</td>
<td><em>Nam Pehchan</em> program</td>
<td>1981-1998</td>
<td>Experts’ knowledge</td>
<td>2,995</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nanchahal, <em>et al</em> (2001)</td>
<td>List of 9,422 surnames in <em>SANGRA</em> program</td>
<td>Surveys and Hospital Records</td>
<td>1995-1999</td>
<td>From list of voluntary organisations and ONS</td>
<td>9,422</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Characteristics of Reference Populations and Name Reference Lists in Automatic Methods. (E.M. = Ethnic Minority, N/K= Not Known, N/A= Not Available). Reference Population: ‘Total population’ is the input dataset used, of which ‘E.M. population identified’ is the ethnic minority population identified within the ‘total population’. Reference List: ‘Production Method’ is the technique or piece of ethnicity information in the reference population used to produce the reference list; ‘Nr. Unique E.M. Surnames’ is the final number of ethnic minority surnames present in the reference list. ‘E.M. People / Surname’ is the average number of people of the ethnic minority sharing the same surname (column 3 / column 8).
<table>
<thead>
<tr>
<th>Paper Reference</th>
<th>Division of Reference &amp; Target Population</th>
<th>Target Population</th>
<th>Method Evaluation (single value or a range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choi, et al (1993)</td>
<td>Random split</td>
<td>270,138</td>
<td>1,910</td>
</tr>
<tr>
<td>Coldman, Braun &amp; Gallagher (1988)</td>
<td>Chronological split sample</td>
<td>155,629</td>
<td>3,205</td>
</tr>
<tr>
<td>Lauderdale &amp; Kestenbaum (2000)</td>
<td>Different sources</td>
<td>1,900,000</td>
<td>N/K</td>
</tr>
<tr>
<td>Razum, Zeeh, &amp; Akgun (2001)</td>
<td>Different sources</td>
<td>NK</td>
<td>192</td>
</tr>
<tr>
<td>Word &amp; Perkins (1996) / Stewart et al (1999)</td>
<td>Different research papers</td>
<td>7,232</td>
<td>780</td>
</tr>
<tr>
<td>Sheth, et al (1997)</td>
<td>Different sources</td>
<td>200</td>
<td>100</td>
</tr>
<tr>
<td>Harding, Dews, &amp; Simpson (1999)</td>
<td>Different sources</td>
<td>275,353</td>
<td>6,585</td>
</tr>
<tr>
<td>Nanchahal, et al (2001)</td>
<td>Different sources</td>
<td>130,993</td>
<td>15,390</td>
</tr>
<tr>
<td>Martineau &amp; White (1998)</td>
<td>N/A</td>
<td>137</td>
<td>107</td>
</tr>
<tr>
<td>Bouwhuis &amp; Moll (2003)</td>
<td>N/A</td>
<td>335</td>
<td>99</td>
</tr>
<tr>
<td>Nicoll, Bassett, &amp; Ulijaszek (1986)</td>
<td>N/A</td>
<td>846</td>
<td>348</td>
</tr>
<tr>
<td>Harland, White &amp; Bhopal (1997)</td>
<td>N/A</td>
<td>129,914</td>
<td>1,702</td>
</tr>
</tbody>
</table>
Table 3: Summary of Target Population characteristics and results of the evaluation of classification accuracy in the 13 papers reviewed.

'E.M.' = Ethnic Minorities; COB = Country of Birth; 'N/K' = Not Known; 'PPV' = Positive Predictive Value; 'NPV' = Negative Predictive Value. A range of values is included here when a study reports several values of results for different subpopulations (e.g. by gender or ethnic group), or under different evaluation criteria.
Gold Standard (‘true’ ethnicity)

<table>
<thead>
<tr>
<th>Classification (predicted ethnicity)</th>
<th>Ethnic Group X</th>
<th>Other Ethnic Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethnic Group X</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Other Ethnic groups</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

Measures of classification accuracy:

- **Sensitivity** = \( a / (a + c) \)
- **Specificity** = \( d / (b + d) \)
- **Positive Predictive Value (PPV)** = \( a / (a + b) \)
- **Negative Predictive Value (NPV)** = \( d / (c + d) \)

Table 4: Explanation of measures of classification accuracy: Sensitivity, Specificity, PPV and NPV
Reference Population

Ref. List creation

Name Reference List

Automatic

Target Population

Manual

Name Expert knowledge

Independent ethnicity (gold std.)

Name-based ethnicity

Evaluation
(Sensitivity, Specificity, PPV, NPV)

Figure 1: Structure and processes of Name Classifications Evaluated