Acoustic Sensors to Measure Speed of Oil Flow in Downhole Pipes
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Abstract—This study was conducted to estimate the downhole speed of flow in oil wells and determined the flow direction by analyzing acoustic data recorded by fibre optic distributed acoustic sensors. The signals generated from acoustic data are in the time versus distance domain that are then normalized and differentiated with respect to distance. A 2D Fast Fourier Transform is used to convert time to frequency and distance to wave-number for subsequent calculation. A Gamma correction function was employed to enhance an intensity of the signal in the frequency wave-number domain. Also, decaying function was successfully applied to enhance the signals with a very low frequencies. We developed a novel method called integration along the radius in polar coordinate to measure the speed of sound and calculating the speed of oil flow. We compared the performance of our method with a Radon transform and proved our method outperforms an existing methods in both processing time and accuracy. The data sets used in this study are recorded from real oil and gas pipes which means there is no controlled environment and there are lots of noisy signals as a result of unpredicted events under the sea. The result of this study is applicable in Oil and Gas production energy industry, Hydraulic fracturing and shale gas extraction energy industry, Borehole water supply industry, Gas pipeline transportation energy industry and Carbon Dioxide Sequestration industry.

Index Terms—Flow speed measurement, normalization, line detection, radon transform, Fast Fourier Transform

I. INTRODUCTION

Downhole flow speed measurements have a great economic value for the oil and gas industry such as monitoring the flow speed at each point down a well in order to maximize oil and gas production and optimize the quality of oil and gas produced, whilst reducing the cost [1], [2]. Numerous approaches for flow speed measurements have been identified and developed which are classified into two groups: on-line and off-line techniques [3]. The on-line techniques are usually more complicated and can be done by use of sensors such as distributed optical fiber sensors, Distributed Temperature Sensor (DTS) [4], Electrical capacitance tomography (ECT) [5], kinematic wave detection [6] and ultrasonic measurements [7], [8]. The idea of these techniques is to develop an arrangement of instruments which provide localized measurements of pressure and temperature. One of the disadvantages of these technologies is that they are only able to measure the flow at specific positions along the down hole pipe and the instruments have to be installed prior to the pipe insertion [9]. Also, traditional techniques cannot monitor the wells in real time continuously. In addition, developing an algorithm for real time data acquisition needs to be high speed [10], which is difficult to achieve by tomographic techniques as they require complex image reconstruction [5]. Recent developments in distributed fiber technology use distributed pressure and temperature information to estimate the flow speed. However, the relationship between flow speed, pressure and temperature is uncertain and it is difficult to calculate the results accurately [7].

![Sample of raw acoustic data in distance (horizontal axis) and time (vertical axis).](image)

The intelligent Distributed Acoustic Sensor (iDAS) developed by Silixa [11] is an optoelectronic system which records the true acoustic signal continuously along the path of sensing fiber tens of kilometers long [12]. When a pulse of light travels down an optical fiber, a small amount of the light is naturally backscattered and returns to the sensor unit. The nature of this scattered light is affected by tiny strain events within the optical fiber structure which themselves are determined by the localized acoustic signal. By recording the returning signal against time, a measurement of the acoustic field all along the fiber can be determined [13]. The iDAS has a frequency...
range from millihertz to hundreds of kilohertz. The optical fiber cables were permanently clamped and installed along the production/injection tubing pipe. As the fluid mixture travels through the pipe its motion is very turbulent and it generates a noisy sound. The pipe acts like an acoustic wave guide that guides sound waves up and down the pipe. The sound is recorded continuously at every meter and this results in very large amounts of data being recorded daily, typically 48 Terabytes.

In this study, the raw data is pre-processed by applying normalization and filtering methods. The speed of sound is estimated by implementing a novel method which is summation along radius in polar coordinate and also Radon transform method. Having measured the speed of sound, we will consider the Doppler Effect [14] and calculate the flow velocity. The details of each technique are presented in section IV. A summary of the main findings are reported in the section V, which compares the speed of flow versus depth calculated by each method.

II. EXPERIMENTAL DATA

Acoustic data is collected using the iDAS in an oil producer. The fibre is attached to the motherbore for up to 3427.3 m length. A sample of raw acoustic signals are presented in Fig. 1. The horizontal axis indicates the distance in metres with a spatial resolution of 0.51 m. The vertical axis shows the stream of data for one second with a sampling rate of 10 kHz.

III. PRE PROCESSING ACOUSTIC DATA

A. Normalization

Some parts of the optical fiber (iDAS) are tightly bound to the pipe and they record a higher amplitude acoustic signal, therefore it is advantageous to first perform a normalization. We implemented four normalization methods and compare the result to select the most suitable one for our dataset.

1) Statistical Normalization: Statistical or Z-score normalization uses the mean of signal, \( \mu \), and its standard deviation, \( \sigma \). The input signal is represented by a vector \( x \), and its normalized version is given by \( x' \):

\[
x' = \frac{x - \mu}{\sigma}
\]

(1)

The Statistical Normalization reduces the effect of noise and outliers [15].

2) Energy Normalization: Energy Normalization divides the input signal by its energy norm:

\[
x' = \frac{x}{\sqrt{x \cdot x}}
\]

(2)

where \( x' \), and \( x \) are the output and input signals respectively.

3) Scaling: Scaling is sometimes referred to as min-max normalization in which the output is constrained between certain values. Most commonly, the input is rescaled to the range of [-1 1] or [0 1]. We scaled the acoustic signals between [-1 1] and [0 1] by using Eq. 3 and Eq. 4 respectively where \( x' \) is output signal and \( x \) is input signal:

\[
x' = \frac{x - \mu}{\max(x - \mu)}
\]

(3)

\[
x' = \frac{x - \min(x)}{\max(x - \min(x))}
\]

(4)

Scaling uses linear mappings that does not affect the underlying distribution of data, thus keeping the same features [15].

To compare different normalization methods, standard deviation is calculated for each case. Fig. 2 shows the results of normalization in a logarithmic scale. Statistical normalization presents more consistent performance compared to the other methods.

![Comparison of different normalization technique.](image_url)

Fig. 2. Comparison of different normalization technique.

![Sample of acoustic data after applying 2D-FFT.](image_url)

Fig. 3. Sample of acoustic data after applying 2D-FFT. The vertical axis shows frequency (Hz) and the horizontal axis shows wavenumber (1/m)
Fig. 4. The result of gamma correction on the V-shape image. The visibility of the V-shape enhanced after applying gamma correction function.

Fig. 5. The result of decaying function. The visibility of the V-shape enhanced after applying decaying function on the low frequency range.

B. Filtering and Transformation

As the data comes from real subsea wells a lot of sound external to the fluid filled pipe can be received by the optical fibre DAS. This may come from the sound of the waves on the sea surface, from submarines, whales, moving rocks on the sea floor. However, probably the strongest source of sounds is from adjacent wells. As all of these sources of sound are more than several pipe diameters away and certainly many acoustic wavelengths away, by the time the sound from any point source reaches the optical fibre DAS the phase front of the sound will have changed from spherical to almost a plane wave, so will impinge on the various parts and the effective microphones in the optical fibre DAS at the same time. Whereas sounds from the fluid flow itself, as it is so close to the optical fibre DAS, will still have spherical wavefronts from point sources. This means that such wavefronts will impinge on one effective microphone before they later impinge on another effective microphone. So we can remove the external sounds and keep the internal sounds by subtracting the sound waveform from one effective microphone from that from the adjacent effective microphone. This is the same as differentiating the dataset with respect to distance or depth.

2D Fast Fourier Transform (2D-FFT) is applied to convert data from time-distance domain to frequency-wavenumber domain. 2D-FFT can be computed efficiently where the dimensions of the samples are of power 2 [17]. We selected $2^9$ samples in distance and $2^{14}$ samples in time to maintain the Nyquist criterion [18]. Fig. 3 shows the acoustic data after applying 2D-FFT. The vertical axis corresponds to the frequency, whereas the horizontal axis corresponds to the wavenumber. The lines are corresponding to the speed of sound in the well have a V-shape (Fig. 3). The line with a positive gradient corresponds to the speed of sound in an upward direction and the line with a negative gradient corresponds to the speed of sound in a downward direction.

We can not achieve a clear V-shape within the full frequency range, therefore we apply an intensity transformation functions on the result of 2D-FFT to enhance the visibility of the V-shape. Gamma correction and decaying function are two operations which have been selected [17]. Gamma correction stretches the intensity of data by using:

$$I_{out} = I_{in}^\gamma$$

(5)

where $I_{out}$ and $I_{in}$ correspond to the input and output images respectively. The gamma constant, $\gamma$, determines if the stretching is compressive or expansive [17]. Fig. 4 shows the result of applying the gamma function with $\gamma = 2.5$.

Our experiment shows the V-shape line have a higher intensity in the range of frequencies between 30 Hz and 250 Hz. Therefore we apply a decaying function 6 on k-f diagram (Fig. 3) to emphasise the visibility of lower range frequencies. Where $k$ and $f$ are the wavenumber, and frequency respectively. The constants $\alpha$ and $\beta$ determine how fast the decaying is along the wavenumber or frequency axes.

$$I_{out}(k,f) = I_{in}(k,f) \times \exp(-\alpha k^2 - \beta f^2)$$

(6)

The result of applying decaying function can be seen in Fig. 5.

IV. DETECTING THE LINE

Different approaches can be applied to detect the lines corresponding to the speeds of sound in k-f graph (Fig. 3). We can employ filters such as Sobel, Prewitt and Canny [17]. Then a linear model can be used to best fit the resultant points. Another approach is to transform the diagram using a Radon transform, or Hough transform to extract the straght lines. Radon transform usually gives a better resolution at the cost of processing time [19]. In this section, we implement a method, which depends on the polar transformation of the diagram and compare it with another method based on the Radon transform.
A. Integrating along the Radius in Polar Coordinates

This method works by first applying the Polar transformation on the k-f diagram (Fig. 5) with the origin at \( k_0 = 0 \), and \( f_0 = 0 \). The basic relation to transform a function from cartesian coordinates to Polar coordinates is given by:

\[
x = r \cos \theta \quad \text{and} \quad y = r \sin \theta.
\]

To simplify the mapping process with a discrete image, rounded values of the grid index are considered. A simplified form of the mapping is given by:

\[
I_{\text{out}}(m,n) = I_{\text{in}}(f_0 + \text{round}(r \sin \theta, k_0 + \text{round}(r \cos \theta))) \quad (7)
\]

where \( m \) and \( n \) are coordinates of the polar graph corresponding to the radius and angle respectively. Their values are incremented as we increment \( \theta \) and \( r \). Values of \( \theta \) are limited between 0° and 180°. In addition, the maximum value of \( r \) can have the smaller value of either the frequency length or half the wavenumber length. Resolutions of both \( \theta \) and \( r \) are specified carefully as a higher resolution would require an extra computational power but will improve accuracy of the result.

Fig. 6 represent the polar transformation of k-f diagram. After applying the transformation, intensities are summed along the
radius. The sum is normalised to have a maximum value of 1. Fig. 7 shows the result of taking the sum along the radius. The peaks in the figure correspond to the lines in the k-f diagram. In order to detect the angles corresponding to the lines, the highest peaks need to be determined.

B. Radon Transform

The Radon transform is a projection of an image at specified directions. To apply the Radon transform on an image, intensities are summed along a set of predefined angles [16]. Radon transform of an image \( f(x, y) \) is calculated by:

\[
g(x', \theta) = \int f(x' \cos \theta - y' \sin \theta, x' \sin \theta + y' \cos \theta) dy'
\]

where

\[
\begin{bmatrix}
x' \\
y'
\end{bmatrix} = \begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
x \\
y
\end{bmatrix}
\]

which means that \( g(x', \theta) \) is a line integral of \( f \) in a parallel direction to the \( y' \) axis. Before applying the Radon transform on the \( k-f \) diagram the center of the image must correspond to \( k = 0 \) and \( f = 0 \). Fig. 8 shows the result of applying Radon transform, where the horizontal axis corresponds to the angle in degrees, and the vertical axis corresponds to the radial coordinates.

At \( x' = 0 \), an integral is taken at the centre of the diagram for each angle. So, we can determine the angles of lines by examining intensity values of the Radon transform at \( x' \) peaks of the resultant vector corresponds to the angles of the detected lines.

The peaks correspond to angles 80.5800° and 99.4300°, compared to 80.5579° and 99.4655° which are obtained using the previous method.

V. RESULT AND DISCUSSION

We implemented a novel method called integrating along the radius in polar coordinate to measure the speed of oil in downhole pipe. we compared the performance of our proposed algorithm with an existing method, Radon transform, using a synthetic image (Fig. 11), in which the angles of lines are known. We create a grey-level image (256 × 512), with two lines. The lines are created such that they make angles of approximately 46.2628° and 135° with the horizontal axis.

The angle resolution in both methods can be specified and Table. I shows the comparison between the two methods for 3 different angle resolutions.

The error is measured as an absolute difference between the actual angle and the detected angle, divided by the actual angle. In this comparison, our method performs very well compared to the Radon method. Overall, the processing time of our method is less than Radon method and it is more accurate.

A. Flow Speed Measurement

Once the angles are detected, speeds of sound (upward and downward the wellbore) can be calculated using the following relation:

\[
speed = \tan(\theta) \frac{\Delta f}{\Delta k}
\]

where \( \Delta(f) \) and \( \Delta(k) \) correspond to the frequency and wavenumber resolutions respectively. The tangent of \( \theta \) represents the slope of the line. For instance, angels 74.8856°, and 105.1378° correspond to velocities 970.5836 m/s and -969.0154 m/s. This range of velocities is within the range of speed in crude oil. The process can be done 42 along the length of the wellbore, giving distributed measurements of speeds of sound as shown in Fig. 12.

A small change in the detected angle could signify a large change in the speed, partly because \( \tan(\theta) \) is non-linear. Additionally, it is difficult to determine angles accurately in discretized images (rounded or interpolated values are taken). This can explains the sudden changes in Fig. 10.

Once the speeds of sound are obtained in both directions, the flow speed can be determined. The speed of sound travelling along the fluid flow will be faster due to the Doppler Effect [14]. The flow speed is given by:
where $V_u$ and $V_d$ are speeds of sound travelling upward and downward the pipe respectively. A negative result means that the fluid flows in a downward direction. The result of distributed flow measurements can be obtained along the wellbore as shown in Fig. 13. Similar to the speeds of sound in Fig. 12, sudden changes occur in the measured flow speeds, as shown in Fig. 13 (obtained measurements are linearly dependent on the sound speeds). The average value of flow speed (in a 100 m interval) indicates that the flow is going upward at a rate of 0.41 m/s.

VI. CONCLUSION

This paper successfully developed a novel methods to extract the flow velocity from the two dimensional acoustic data recorded by a fibre optic Distributed Acoustic Sensor in active Oil wells and also determined the direction of the flow. Our method demonstrated faster and more accurate estimation comparing with an existing method. The result of this study leads to direct industrial applications for real time condition monitoring of the behaviour of fluids along the whole length of fluid filled pipes.
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