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Abstract—We experimentally demonstrated the transmission of 312×35 GbD DP-256QAM over 9×70 km spans using hybrid distributed Raman-EDFA (HRE) amplifiers with a continuous 91 nm gain bandwidth. A total throughput of 120 Tbit/s over 630 km is demonstrated, with a net achievable information rate after SD-FEC of 10.99 bit/symbol. An extensive, theoretical investigation of the noise contributions originating from amplifier, transceiver sub-system and fiber nonlinearity were carried out using the Gaussian noise model in the presence of inter-channel stimulated Raman scattering (ISRS GN model). The ISRS GN model accounts for arbitrary, wavelength dependent signal power profiles along fiber spans, which is vital for the modeling of ultra-wideband transmission, particularly for hybrid Raman-amplified links. The analysis serves to quantify the relative noise contributions and explain the performance achieved. It was found that, due to the low noise HRE amplifier and a transmission distance of 630 km, the noise originating from the transceiver sub-system imposed a penalty of 6 dB in SNR. For this system, the transceiver noise is, therefore, the main limitation to the system throughput.

Index Terms—Hybrid Raman-EDFA amplifier, broadband transmission system, high order modulation format, adaptive rate LDPC decoder.

I. INTRODUCTION

Currently, fundamental limits on the performance of optical communication systems are imposed by a combination of noise from the transceiver sub-system, the optical amplifiers, as well as signal distortion due to fiber nonlinearity. Advances in digital signal processing (DSP), higher-order modulation formats, coded modulation, high speed electronics, transmission fibers, and broadband optical amplification have resulted in a significant increase in single-mode fiber (SMF)-based system capacity. Recent years have seen several landmark transmission results using SMF [1]–[10], with demonstrations achieving throughputs exceeding 70 Tbit/s over 7,600 km [1] and 50 Tbit/s over 17,107 km [2]. These trans-Atlantic and trans-Pacific records have been enabled by the combination of coded modulation with hybrid probabilistic and geometrical constellation shaping, multi-stage nonlinearity compensation including digital back-propagation, fast least mean square (LMS) equalization and channel-adaptive coding rates. Despite the advantages of low noise hybrid distributed Raman-EDFA amplifiers (HRE), as demonstrated in [3], most of these record throughput demonstrations over trans-Atlantic and trans-Pacific distance were achieved using C+L band EDFA. On the other hand, the record throughput in short, metropolitan transmission distance systems, has been achieved mainly by using amplification techniques operating beyond the operation bandwidth of C+L band EDFAs. In [4], a continuous-band 100 nm semiconductor optical amplifier (SOA) enabled a potential SMF capacity of 115.9 Tbit/s over 100 km. Although the bandwidth is notable, SOAs have a relatively high noise figure compared with distributed Raman amplifiers, so the system performance decreases rapidly with distance. High data throughput in [5] [6] and [7] was achieved by using continuous 90 nm hybrid distributed Raman-EDFA amplifier with data throughput of 120 Tbit/s over 630 km demonstrated in [7] and an overall record throughput of 130.3 Tbit/s over 40 km span [8], achieved by transmitting the signals in the S, C and L-bands.

Despite these impressive advances, a theoretical assessment of the major noise contributions in ultra-wideband, high-capacity transmission has not been investigated on a per-channel basis. This theoretical analysis is important to help identify potential performance bottlenecks and over-engineered sub-systems.

This paper presents a comprehensive analysis of the penalty introduced by the major noise sources arising from the amplifier and transceiver sub-systems, as well as from fiber nonlinearity. The nonlinear interference (NLI) is evaluated using the recently proposed Gaussian noise (GN) model in the

1This manuscript is an extension of the work presented at the 2018 European Conference on Optical Communications [7].
presence of inter-channel stimulated Raman scattering (ISRS) [11]. The model, termed the ISRS GN model, accurately estimates the NLI in ultra-wideband transmission, in which each WDM channel experiences a different effective attenuation. This variation in effective attenuation across the entire transmission bandwidth is a consequence of the varying fiber attenuation, ISRS and the used HRE amplification scheme. The modeling predictions are compared to the experimental findings in terms of signal-to-noise ratio (SNR).

The experimental transmission system under investigation is a 312×35 Gbdual polarization 256-ary quadrature amplitude modulation (DP-256QAM) wavelength division multiplexed (WDM) channels over 9×70 km single mode fiber spans. The high channel count is enabled by hybrid distributed Raman-EDFA (HRE) amplifiers with a continuous gain bandwidth of 91 nm. A record throughput over a continuous transmission bandwidth of 120 Tbit/s over a transmission distance of 630 km is reported, with a net information rate of 10.99 bit/symbol after SF-FEC.

The paper is organized as follows. In Section II, the experimental configuration is described. Section III presents the modeling approach and the evaluation of the individual noise components. The experimental and theoretical investigation of the transmission system performance is presented in Section IV, the data throughput estimation using the generalized mutual information and the proposed FEC scheme are described in Section V and the conclusions are in Section VII.

II. TRANSMISSION CONFIGURATION

The experimental configuration used in this work is shown in Fig. 1. Four carriers, spaced at 35.5 GHz, were connected to two independent dual-polarization IQ optical modulators, each driven by four 92 GS/s digital-to-analogue converters (DACs) to generate four odd/even channels. A digital root-raised cosine (RRC) filter with a 0.01 roll-off was used to spectrally shape the signals and digital pre-emphasis was applied to overcome the electrical response of the transmitter components. The channels were generated at carrier frequencies which were tuned across the range 185.5405 to 196.5810 THz, allowing the measurement of 312×35 Gbd DP-256QAM channels, covering the spectrum from 1524.9 to 1615.9 nm.²

The modulated channels were amplified using a pair of 97 nm bandwidth discrete Raman amplifiers with 12.5 dB gain and combined with wideband amplified spontaneous emission (ASE) noise, which emulated co-propagating channels over the entire transmitted bandwidth. The ASE noise source, with continuity across the entire 97 nm bandwidth, was generated by a pair of discrete Raman amplifiers, were the output of the first Raman amplifier, illustrated by the ASE box in Fig. 1, is connected to the second Raman amplifier and, followed by a band stop filter (BSF), used to create a notch in the ASE within which the modulated channels were positioned. The validity of using ASE noise to emulate aggressor channels was verified in [12] [13], showing that this technique provides a conservative measure of system performance. This technique has also been used in [4], [14] and [15] to emulate interference channels and estimate transmission system capacity.

A gain equalizing amplifier (GEA) with a continuous 91.04 nm bandwidth was used to amplify and spectrally shape (SS) the combined ASE and modulated channels. The combined SS-ASE and modulated channels occupied a total useable bandwidth of 11.0758 THz (91.04 nm) with a total output power of 22 dBm. The optical spectrum after the GEA is shown as inset (a) in Fig. 1. A power tilt of -2 dB across the bandwidth was applied to optimize channel performance, taking into account the wavelength-dependent noise figure of the transmission line amplifiers. The back-to-back 256QAM constellation is illustrated in the inset (b) of Fig. 1.

The transmission link is comprised of a straight-line link of 9 spans, with 70 km of single-mode fiber and a hybrid distributed Raman-EDFA amplifier (HRE) in each span. Fig. 2 illustrates the schematic of the HRE amplifier. It provides a continuous gain from 1524.9 nm to 1615.9 nm and used two counter-propagating pumps at 1427 and 1495 nm with output continuous gain band external cavity laser (ECL) with 15.5 dBm output power and 100 kHz linewidth was used for the channels wavelength between 1534 - 1566 nm and 1569 - 1610 nm. For the channel wavelengths between 1525 - 1534 nm; 1566 - 1569 nm; and 1610 - 1615 nm, a tunable laser assembly (TLA) with 13 dBm output power and 200 kHz linewidth was used.

²Two different types of lasers were used in this experiment: C and L-band external cavity laser (ECL) with 15.5 dBm output power and 100 kHz linewidth was used for the channels wavelength between 1534 - 1566 nm and 1569 - 1610 nm. For the channel wavelengths between 1525 - 1534 nm; 1566 - 1569 nm; and 1610 - 1615 nm, a tunable laser assembly (TLA) with 13 dBm output power and 200 kHz linewidth was used.

Fig. 1. Experimental configuration; the four channels generated are co-propagated with ASE noise to emulate transmission over the amplifiers’ 91 nm gain bandwidth. (a) The transmitted optical spectrum, and (b) the back-to-back measurement of a 256QAM constellation at 1550 nm.
delivering a total signal power of 19.5 dBm to the EDFA stage. The single stage EDFA followed by a 91 nm gain flattening filter (GFF), designed to equalize the gain across the entire HRE bandwidth, boosted the signal to a total output power of 22 dBm. Each 70 km fiber span is comprised of two fiber types; the first part of the hybrid span used 40 km of Sumitomo Z+150 fiber with an average attenuation of 0.148 dB/km and an effective core area of 1.49 µm². The second part of the span used 30 km of Sumitomo Z fiber with an average attenuation of 0.16 dB/km and an effective core area 81 µm². The second segment of the hybrid span used a lower effective area to increase the Raman gain in the second part of the span for a given pump power.

At the receiver, a bandpass filter (BPF) with a 40 GHz bandwidth was used to filter the channel under test. The transmitter BSF and the receiver BPF were moved together in order to create a notch for the channel under test (channel 2 in the 4-channel group were used for performance measurement), as well as exclude the out-of-band noise from the receiver. The coherent detection was carried out using a phase- and polarization-diverse coherent receiver incorporating 70 GHz bandwidth photodetectors, and the signal was digitized using a real-time oscilloscope with 63 GHz bandwidth, sampling at 160 GSa/s. Digital signal processing was performed as described in [12], which included matched filtering, single step chromatic dispersion compensation, a 21-tap blind adaptive equalizer, frequency offset compensation and decision directed carrier phase estimation.

III. ANALYTICAL MODEL

In order to maximize the amount of data that can be reliably transmitted through a broadband optical communication system, it is crucial to evaluate and maximize the performance of each individual WDM channel. In this work, the major noise contributions governing the system performance, were investigated and quantified, namely the amplifier noise, transceiver noise and nonlinear interference noise.

After coherent detection and electronic dispersion compensation of the *i*th channel, the channel dependent SNR (herein SNR\(_{\text{Total}}\) ) is comprised of statistically independent noise and distortion components that can be calculated as

\[
\text{SNR}_{\text{Total}, i} = \frac{1}{\text{SNR}_{\text{TRX}, i}} + \frac{1}{\text{SNR}_{\text{Link}, i}},
\]

and

\[
\frac{1}{\text{SNR}_{\text{Link}, i}} = \frac{1}{\text{SNR}_{\text{ASE}, i}} + \frac{1}{\text{SNR}_{\text{NLI}, i}},
\]

where SNR\(_{\text{ASE}, i}\) is the SNR imposed by the amplifier, SNR\(_{\text{NLI}, i}\) is the SNR imposed by the optical fiber and SNR\(_{\text{TRX}, i}\) is the transceiver-constrained SNR (i.e. the back-to-back SNR). This transceiver noise sets an upper limit on the available SNR, and therefore each channel’s greatest achievable information rate. This variable includes all phenomenological impairments of the system under test, and it can be accurately measured experimentally, in a back-to-back configuration.

The SNR\(_{\text{ASE}, i}\) is a linear noise source generated by optical amplifiers used in the transmission line to compensate for fiber loss. It accounts for the amplified spontaneous emission (ASE) noise within the bandwidth of the channel, *i*, and can be calculated as

\[
\text{SNR}_{\text{ASE}, i} = \frac{P_i}{NP_{\text{ASE}, i}},
\]

where *P*\(_i\) is the signal launch power *N* is the number of amplifiers, and *P*\(_{\text{ASE}}\) is the ASE noise power within the channel bandwidth. The ASE noise power in a multi-span system can be calculated as *P*\(_{\text{ASE}}\) \(\approx G_iNF_ih\nu_i\), where *G*\(_i\) is the channel-dependent gain (see Fig. 5), *NF*\(_i\) is the noise figure, *h* is the Planck’s constant and *ν*\(_i\) is the channel center frequency.

Finally, as described in detail in [16] SNR\(_{\text{NLI}, i}\) accounts for nonlinear noise arising from fiber nonlinearity and it can be written as

\[
\text{SNR}_{\text{NLI}, i} = \frac{P_i}{P_{\text{NLI}, i}} = \frac{P_i}{N^{1+c_i\eta_i}P_i^3},
\]

where *c*\(_i\) is the coherence factor and *η*\(_i\) is the nonlinear interference coefficient of channel *i*. It should be noted that for ultra-wideband transmission, where ISRS is significant, the NLI coefficient *η*\(_i\) is a function of the total input launch power and its spectral distribution [16], [17], [22].

The total SNR (SNR\(_{\text{Total}}\) ) can be expressed as [16]

\[
\text{SNR}_{\text{Total}} = \frac{P_i}{\kappa P_i + NP_{\text{ASE}, i} + N^{1+c_i\eta_i}P_i^3},
\]

where \(\kappa = 1/\text{SNR}_{\text{TRX}}\).
IV. RESULTS

In order to understand the impact of each noise source contribution on the $\text{SNR}_{\text{Rural}}$, and therefore, its impact on the overall data throughput of the transmission system under test, in this section each noise source contribution is individually assessed.

A. Transceiver Noise

To investigate the transceiver noise contribution, in this subsection, the back-to-back performance of the system under test is quantified. The back-to-back signal-to-noise ratio ($\text{SNR}_{\text{Rural}}$) versus OSNR, over both polarisation, with channel i located at 1550 nm is shown in Fig. 3.

The experimentally measured $\text{SNR}_{\text{Rural}}$ was recorded by connecting the output of the GEA amplifier straight to the BPF filter (see Fig. 1) and ASE was added to the signal to vary the OSNR. The same equaliser filter, that generated the channel power tilt across the 91 nm bandwidth, was used for back-to-back $\text{SNR}_{\text{Rural}}$ measurements. Therefore its impairments contributed to the back-to-back implementation penalty. The $\text{SNR}_{\text{Rural}}$ was evaluated as the ratio between the variance of the transmitted symbols $E[|X|^2]$ and the variance of the noise $\sigma^2$, where $\sigma^2 = E[|X - Y|^2]$ and $Y$ represents the received symbols after DSP is applied. The theoretical calculation of OSNR in 0.1 nm bandwidth is given by OSNR = $\text{SNR}_{\text{Rural}} + 10 \log_{10}(R_i/B)$, where $R_i$ is the symbol rate and $B$ is the noise bandwidth, is also shown to provide a performance reference relative to the experimental results. It can be seen that the highest measured $\text{SNR}_{\text{Rural}}$ and OSNR on this back-to-back subsystem was 20.8 dB and 31 dB, respectively. It can also be noted that at lower OSNR regime, the system is mainly limited by ASE noise, a penalty in experimentally measured SNR, compared with the theoretical limit, was observed. This is still due the noise contribution of the transceiver constrained $\text{SNR}_{\text{Rural}}$. A detail analysis of transmitter and receiver noise contribution can be found in [18]. The $\text{SNR}_{\text{Rural}}$ noise source contribution is mainly due to the low effective number of bits (ENOB) from digital to analog converters (DACs) and analog to digital converters (ADCs) and noise figure from the linear amplifiers to drive the modulators. [18] [19] [20]. The DACs and ADCs in the real time sampling oscilloscope exhibited a frequency dependent ENOB, of 5 and 4.8 bits at a frequency of 15 GHz, respectively. The linear amplifiers to drive the modulator, each have a noise figure of 6 dB.

Aside from the electrical noise from the transceiver subsystem, the highest achievable $\text{SNR}_{\text{Rural}}$ is further limited by non-ideal digital signal processing (DSP) and ASE noise introduced by optical amplifiers needed to compensate for optical losses on the back-to-back experimental setup, including those from the modulators (insertion + modulation loss, typically 24 dB). In this case of continuous broadband system [20], which required high noise figure continuous lumped Raman amplifier to compensated for optical losses on the back-to-back setup, the highest measured OSNR was only 31 dB, before the signals is launched into the transmission fiber. A way to enhance this OSNR is to place an optical amplifier before the modulator, however for broadband continuous transmission systems, with bandwidths beyond C+L band EDFAs, this is challenging as any other lumped optical amplifier technology is based on nonlinear devices, such as lumped Raman...
or semiconductor optical amplifier (SOA), which generate nonlinear effects such as four wave mixing and stimulated Brillouin scattering. These are specific challenges in design of a state-of-the-art, advanced and flexible experimental platform - commercial systems would, of course, have independent transceivers. The SNR_{R Tx} back-to-back measurements was taken for few wavelengths across the entire 91 nm bandwidth, and expected, a very similar performance was found. Therefore, for the system modeling a SNR_{R Tx} of 20.8 dB was considered for all i channels.

### B. Amplifier Noise

In this subsection, the linear noise power contribution of the HRE amplifier limiting the system performance is investigated. The first step to estimate the linear noise power is to simulate the signal power profile across the entire 91 nm of bandwidth as illustrated in Fig. 4. The frequency dependent signal power profile can be obtained by solving a set of coupled ordinary differential equations [21]

$$\frac{\partial P_i}{\partial z} = - \sum_{k=i+1}^{M} \frac{f_i}{f_k} g_i(\Delta f) P_k P_i + \sum_{k=1}^{i-1} g_i(\Delta f) P_k P_i + \sum_{k=1}^{i-1} g_i(\Delta f) P_k P_i,$$

$$\text{ISRS loss}$$

$$\text{ISRS gain}$$

$$+ \sum_{k=1}^{2} g_i(\Delta f) P_{k,1} P_i - \alpha (f_i) P_i,$$

$$\text{distributed amplification}$$

$$\frac{\partial P_{p,1}}{\partial z} = \sum_{k=1}^{M} \frac{f_{p,1}}{f_k} \frac{f_{p,1}}{f_{p,1}} g_i(\Delta f) P_{k,1} P_{p,1} - g_i(\Delta f) P_{p,2} P_{p,1} + \alpha (f_{p,1}) P_{p,1},$$

$$\text{ISRS loss}$$

$$\text{ISRS gain}$$

$$+ \alpha (f_{p,2}) P_{p,2},$$

$$\frac{\partial P_{p,2}}{\partial z} = \sum_{k=1}^{M} \frac{f_{p,2}}{f_k} \frac{f_{p,2}}{f_{p,1}} g_i(\Delta f) P_{k,2} P_{p,2} + \frac{f_{p,2}}{f_{p,1}} g_i(\Delta f) P_{p,1} P_{p,2} + \alpha (f_{p,2}) P_{p,2},$$

where $P_i$, $f_i$ are the power and center frequency of signal channel i, $P_{p,1}$, $P_{p,2}$ are the power and center frequency of pump k, $M$ is the total number of WDM channels, $g_i(\Delta f)$ is the polarization averaged, normalized (by the effective core area $A_{eff}$) Raman gain spectrum for a frequency separation $\Delta f$ of the interacting channels and $\alpha (f)$ is the frequency dependent attenuation coefficient. Eq. (6) is indexed such that $P_i$ is the signal channel with the highest center frequency and $z = 0$ references the beginning of the fiber span. The normalized power profile for a particular channel center frequency $f_i$ is defined as $\rho (z, f_i) = \frac{P_i(z)}{P_i(0)}$. The continuous interpolation of all signal channels $\rho (z, f_i)$ yields the signal power profile for a generic frequency component $\rho (z, f_i)$.

Eq. (6) takes into account the Raman pumps at 1427 and 1495 nm with 300 mW and 310 mW, respectively, wavelength-dependent fiber attenuation, inter-channel Raman scattering, pump depletion, transmission fiber parameters as described on Section II, and an average channel launch power of -3.5 dBm with average channel launch power of -3.5 dBm with a slope of -0.014 dB/nm , which was deemed to be optimal. Note that, due to implementation constrains, a power tilt of 2 dB was considered on the experimental setup.

The distributed Raman gain can than be obtained from the signal power profile, as shown in Fig. 4. The EDFA gain was than set to recover the input power distribution, and it is illustrated in Fig. 5. In order to estimate the ASE noise power it is also crucial to know the the frequency-dependent noise figure (NF) of the HRE amplifier. Fig. 6 illustrates the NF experimental measurements of the EDFA only (black line), distributed Raman amplifier only (red line) and the total NF (blue line). The distributed amplification approach reduces the NF compared to lumped amplification scheme; reducing the effective NF to only 1.4 dB on average.

![Fig. 7. NLI after one spans as a function of wavelength obtained by numerically integrating the ISRS GN model with a signal power profile as shown in Fig. 4](image_url)

![Fig. 8. Coherence factor as a function of channel wavelength obtained by numerically integrating the ISRS GN model.](image_url)

![Fig. 9. Noise power for the major noise components as a function of channel wavelength after 630 km transmission.](image_url)
C. Nonlinear Interference Noise

The recently proposed ISRS GN model was used to calculate the nonlinear interference coefficient [11], [23], [24]. The ISRS GN model represents an extension of the conventional GN model [25], to account for wavelength dependent signal power profiles along fiber spans. Wavelength dependent signal power profiles arise from varying fiber attenuation, ISRS and distributed Raman amplification. In the context of HRE amplification, the ISRS GN model in semi-analytical form must be used, which is [11, Eq. (4)]

$$
\eta_i = \frac{16}{27} \gamma^2 \frac{B_{ch}}{P_i} \int_{0}^{L} df_1 \int_{0}^{f_2} df_2 \frac{G_{T_x}(f_1)G_{T_x}(f_2)G_{T_x}(f_1 + f_2 - f)}{\rho(\zeta,f_1)\rho(\zeta,f_2)\rho(\zeta,f_1 + f_2 - f)} e^{i\phi(f_1,f_2,\zeta)}
$$

where $G_{T_x}(f)$ is the spectral power density at the fiber input, $B_{ch}$ is the channel bandwidth, $\phi = -4\pi^2(f_1 - f)(f_2 - f)/[\beta_2 + \pi\beta_3(f_1 + f_2)\zeta]$, $\beta_2$ is the group velocity dispersion (GVD) parameter, $\beta_3$ is the linear slope of the GVD parameter, $\gamma$ is the nonlinearity coefficient and $\rho(z,f)$ is the normalized signal power profile. The signal power profile was obtained from numerically solving the Raman equations (6) over the two fiber types and then inserted in the analytical model.

The NLI coefficient after one span as a function of the channel wavelength is illustrated in Fig. 7. The results account for average channel launch power of -3.5 dBm with a slope of -0.014 dB/nm, wavelength dependent dispersion and a wavelength dependent effective core area. The signal power profile, shown in Fig. 4, was used to take into account wavelength dependent attenuation, ISRS, distributed Raman amplification, pump depletion and coupling losses between the two fiber types, as specified in Section II. The modulation format dependence was corrected for the four 256-QAM modulated channels using [26] and assumed a lumped-like power profile. In the modulation format correction it is assumed that ISRS does not significantly alter the relative modulation format dependence, which is supported by the results in [23].

The coherence factor $\epsilon$ is illustrated in Fig. 8. It was obtained using numerically integrating the ISRS GN model for multiple spans, where the signal power profile is extended for multiple spans $n$ by $\rho(z + L) = \rho(z)$. Different launch power distributions launched into different spans can be accounted for by solving (6) for each span separately in order to yield the signal power profile for the entire link and normalizing by the launch power at the transmitter. The irregular fluctuations in the coherence factor, as depicted in Fig. 8, are a consequence of the numerical integration.

D. System noise Sources and their relative contributions

In this subsection, the contribution of each noise source to limiting the received $\text{SNR}_{\text{Total}}$, of each channel after 630 km (9 x 70 km) is investigated. Fig. 9 illustrates the noise power of each noise and distortion components after 630 km as a function of channel wavelength. The black line shows the linear noise power $P_{\text{ASE}}$, generated by the HRE amplifier, the green line depicts the nonlinear noise power $P_{\text{NLI}}$, related to the fiber span, the orange line illustrates the transceiver noise power $P_{\text{TRX}} = kP_i$, given by the transceiver subsystem constrained-SNR, and the brown line shows the total noise power $P_{\text{Total}}$, for each channel, which is given by the sum of this three noise source. It is clear that the predominant noise power in this transmission system is given by the transceiver subsystem, with a mean $P_{\text{TRX}}$ of -24.3 dBm, while the mean total noise power $P_{\text{Total}}$ was estimated to be -22.8 dBm.

To quantify the impact of each noise source contribution to the received $\text{SNR}_{\text{Total}}$, of each channel, Fig. 10 shows the variation of SNR after 630 km with channel wavelength. The black line is the SNR calculated assuming the presence of linear noise power only, the green line shows the $\text{SNR}_{\text{Link}}$, which takes into account the linear noise power of the in line HRE amplifier and nonlinear noise power from the optical fiber. The brown line shows the received $\text{SNR}_{\text{Total}}$, taking into account all noise contributions (linear, nonlinear and transceiver). The square blue markers illustrates the experimentally measured $\text{SNR}_{\text{Total}}$, after 630 km. A penalty in the mean SNR due to nonlinear interference noise was found to be only 2.6 dB, providing a mean link SNR of 24.8 dB. By adding the transceiver noise, the received SNR further decreases to 19.8 dB; a 5 dB penalty on the $\text{SNR}_{\text{Total}}$ due to the transceiver noise only. The $\text{SNR}_{\text{Total}}$ experimentally measured shows a very good agreement with the $\text{SNR}_{\text{Total}}$ modeling prediction. We also compare the $\text{SNR}_{\text{Link}}$ of the experimental data, which was estimated by extracting the transceiver noise component. By rearranging Eq. (1), such as, $1/\text{SNR}_{\text{Link}} = 1/\text{SNR}_{\text{Total}} - 1/\text{SNR}_{\text{TRX}}$ is possible to extract the $\text{SNR}_{\text{TRX}}$ from the experimental measurements. The mean $\text{SNR}_{\text{Link}}$ predicted by the model is 24.8 dB, while the mean $\text{SNR}_{\text{Link}}$ of the experimental data was found to be 23.8 dB; 1 dB difference between modelling prediction and experimental data.

This discrepancy between experimental results and modelling prediction may be due to experiments inaccuracies and uncertainties, i.e. the model assumes that all in line amplifiers
generates exactly the same amount of noise power; doesn't consider extra losses due to fiber splicing and connection between the spans; the two different types of lasers used to across the entire bandwidth (see footnote 2), which are likely to be the cause of worse performance at lower and high wavelengths compared to the central wavelengths. In addition to potential mismatches between experimental and theoretical parameters, inaccuracies may stem from intrinsic model assumptions. Such assumptions include the validity of the first-order perturbation approach, negligible temporal gain dynamics of ISRS and negligible impact of polarization mode dispersion on the Kerr nonlinearity.

Nevertheless, the aim of this set of result was to explain these experimental results with the help of modelling to identify the contribution of each noise source to the transmission system. As a consequence of this analysis, it showed that the transceiver noise is the predominant noise contribution in the system under investigation.

V. DATA THROUGHPUT

The generalised mutual information (GMI), a metric that measure the achievable rates of BICM systems with bit-metric mismatched decoding was used to quantify the achievable rate of each individual channel. The GMI estimation was based on unscaled LLRs calculated for the AWGN auxiliary channel [29, Eq. (30)].

For channel decoding, the proposed FEC scheme is a concatenation of an outer hard decision Bose-Chaudhuri-Hocquenghem code (BCH) [27] and an inner irregular repeat accumulate LDPC code (proposed in the DVB-S2 standard [28]) of rate \( R_c \).

To obtain a larger family of code rates, the other LDPC code rates were achieved via pseudorandom puncturing patterns. This configuration was previously proposed and used in [29]. The inner LDPC code was implemented offline in MATLAB. This enabled the FEC overhead to be tailored to each one of the 312 PDM-256QAM channels. The rate of the outer BCH was chosen to be 0.5% overhead [BCH]. This code produces a post-FEC bit error ratio (BER) of \( 10^{-15} \) for a post-LDPC BER of \( 3 \times 10^{-4} \). If the post-LDPC BER was below the SCC threshold \( (3 \times 10^{-4}) \), a post-FEC BER of \( 10^{-15} \) was assumed.

Fig. 11 plots the experimentally measured information rate of all 312 x 35 GbD DP-256QAM channels, including the 0.5 GHz channel gap. The green diamonds show the Shannon limit for the received SNR given by \( \log_2(1 + \text{SNR}_{\text{total}}) \) summed over both polarisations. The blue triangles depict the pre-FEC GMI calculated using received log-likelihood ratios. The post-FEC rate after inner and outer FEC is plotted by the red circles. A mean penalty of 0.94 bit/symbol between the GMI (11.62 bit/symbol) and the Shannon limit (12.56 bit/symbol) is due to the use of non-optimal finite constellation and bit labeling. For the net rate after FEC, the occupied spectrum yields a net bit rate of 10.99 bit/symbol providing a record single mode fibre capacity of 120.0 Tbit/s. The performance at the edge of the transmission bandwidth drops very quickly because the channels are located at the roll-off of the HRE-amplifier bandwidth.

Fig. 12 shows the pre- and post-SDFEC BER for all 312 channels. The channels were decoded using 12 rate adapted LDPC codes implemented from the DVB-S2x. All 312 channels were measured, confirming the total net throughput of 120.0 Tbit/s. Fig. 13 shows the rates used for the SDFEC after which all channels were below the BER threshold for the outer HDFEC. The bulk of the codewords have a low spread, 293 out of 312 are between 40-50% FEC overhead. Reducing the number of 7 code rates applied was found to reduce the total net data throughput to 119.0 Tbit/s.
VI. IMPACT OF TRANSCEIVER SUBSYSTEM ON OVERALL SYSTEM PERFORMANCE

In previous Sections the impact of the transceiver noise was demonstrated for a fixed transmission distance and a given transceiver constrained-SNR. This Section is dedicated to investigating the implications of transceiver noise on the overall system performance for a range of transmission distances. The basic SNR model described in Section III was used to estimate the received SNR. The ISRS GN-model [11] was used to calculate the nonlinear interference noise (NLI) of each channel per span, as shown in Fig. 7, as well as the transceiver noise. The ISRS GN-model prediction of mean received SNR\textsubscript{total} of the 312 channels as a function of distance and different transceiver noise contribution. The black line illustrates the model prediction of the mean receiver SNR\textsubscript{total} when the transceiver subsystem is ideal (SNR\textsubscript{TRX} = \infty, therefore SNR\textsubscript{total} = SNR\textsubscript{Link}). The other lines illustrate the transmission system performance for a range of transceiver noise. As already described in Fig. 10, after 630 km the mean received SNR\textsubscript{total} with an ideal transceiver is 24.8 dB. When a transceiver noise of 20.8 dB was taken into account, the mean received SNR\textsubscript{total} reduced to 19.8 dB; yielding a decrease in received SNR of 5 dB. Additionally, for the particular transmission system under investigation, the transmission distance could have been increased to 1890 km (3 times longer than 630 km) in the absence of transceiver noise.

Furthermore, as illustrated by the blue line, a subsystem with SNR\textsubscript{TRX} of 25 dB (which is the highest transceiver SNR report to date for a 35 GBd signal using commercial off-the-shelf 92 GS/s DACs with CMOS technology [19]), yield a decrease in the received SNR\textsubscript{total} compared to an ideal transceiver of 2.9 dB after 630 km; 1.7 dB after 1260 km; 0.9 dB after 2520 km and only 0.5 dB after a transatlantic distance of 5040 km. This plot also indicates that, for this range of transceiver-limited SNR, up to 1,000 km, the transceiver noise is the predominant noise source on this transmission system under investigation. In ultra-long haul distance the system performance becomes dominated by the amplifier noise and fiber nonlinear noise.

VII. CONCLUSIONS

Theoretical modelling together with the results of an experimental investigation were used to characterise the performance of high capacity broadband transmission system, on a per-channel basis. The transmission system under investigation was 312x35 Gb/s DP-256QAM over 9 x 70 km spans using hybrid distributed Raman-EDFA (HRE) amplifiers with a continuous 91 nm gain bandwidth. A SNR model was used to evaluate the contribution of each individual noise source (transceiver subsystem, line amplifier, and fiber nonlinearity) to the overall transmission system performance. The Gaussian Noise Model in the presence of inter-channel stimulated Raman scattering ISRS GN model was used to predict the nonlinear interference coefficient for each individual channel. It was identified that for this 630km system, the transceiver noise is the main noise source contribution limiting the transmission system throughput. A net data throughput of 120 Tbit/s over 630 km was experimentally demonstrated and a good agreement between the theoretical model and the experimental data was found over the entire 91nm transmission bandwidth.
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