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Abstract

Multi-parametric MRI, a promising new technique for grading prostate cancer using MRI, classifies a high number of regions as indeterminate. This is a symptom of the wider problem that clinical usage of MRI in prostate cancer only includes basic techniques and does not directly categorise tissue microstructure.

This work provides insight into the microstructure of the prostate using a combination of new tissue models and acquisition schemes. Each is tested with the aim of producing a method that is better at detecting and grading prostate cancer.

The first section utilises microstructural diffusion models to better quantify tissue heterogeneity in the prostate. The two models investigated provided more information about the heterogeneous nature of the prostate that ADC and showed significant difference between lesions and normal tissue.

The next section looks into combining multi-echo T2 (ME-T2) sequences with quantitative tissue modelling called Luminal Water Imaging (LWI). This work produced an optimal LWI fitting technique and acquisition.

Then the ability of LWI to detect the PI-RADS v2.0 score of regions of interest was examined, showing that it was able to differentiate between scores better than ADC. This work also showed that LWI can differentiate between tumour and normal tissue with an AUC of 0.81 (p<0.05) when compared to ADC with an AUC of 0.75 (p<0.05) in this dataset.

The next section further improves the acquisitions using larger datasets. It showed that correcting for imperfect pulse refocusing could improve on the performance of LWI in detecting PCa. This work also showed that fewer echoes could be used in the acquisition.

Neural networks were then used to detect and grade prostate cancer using the data points from both multiple b-value diffusion and ME-T2 decay curves. The neural network’s ability to distinguish between different PIRADS scores was shown to have an AUC of 0.87 (p<0.05) using 32-echo data.
Impact Statement

Prostate cancer caused 11,631 deaths in the UK in 2016. Any technique which could help to diagnose and grade prostate cancer earlier and more accurately would reduce this number. The impact of this work is modest at present but is an invaluable first step. Any medical advance starts with a preliminary result. These results are important because they are designed to prove that a technique is worth investigating further, generating enough interest that the work will be taken up by other centres and make it to clinical practice. By presenting my work in conferences, and publishing a paper on the topic, the field of quantitative T2 imaging in the prostate is becoming more widely recognised as a strong alternative to other MR based models.

The benefits of the insight presented in this thesis are clear. The methodologies for acquiring MRI datasets and modelling the resultant signal decays contained in this work could be used in the future to create larger studies into their efficacy, with the ultimate aim being to non-invasively detect and grade prostate cancer accurately. This will reduce the need for invasive biopsies, which themselves have been shown to miss a significant number of tumours, and reduce the impact that prostate cancer has on the lives of millions of men across the world.

Within academia, my work into the investigation of new MRI biophysical models, the work into making these models as simple as possible whilst still providing better sensitivity and specificity that current techniques, and the optimisation of the acquisitions necessary for these models to function have all had an impact on MR imaging of the prostate. For example, it is clear through many presentations and conversations at events, seminars and conferences that my work into reducing the echo train length needed to quantitatively model the T2 spectra of prostate tissue has shown others that this type of technique is not only clinically feasible but effective in detecting prostate cancer. This work into quantitative T2 modelling was strong enough that the technique is now included in a large grant designed to further investigate its potential.

Future work is already building upon the results contained within this thesis to create a methodology that ultimately aims to replace invasive methods such as biopsy as the go to method for diagnosing and staging prostate cancer. What is needed is a large repeatability study into quantitative T2 modelling which will give an insight as to whether it would work across multiple centres. This would be the next step on the road towards clinical acceptance.
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Chapter 1

Introduction

Prostate cancer is becoming more of a problem as life expectancy increases. With the incidence rate in the UK expected to rise by 12% by 2035 \[149\] it is important that a reliable, non-invasive method is found to detect, diagnose and stage prostate cancer.

Magnetic Resonance Imaging (MRI) provides a high level of detail in comparison to other imaging modalities. If there is a suspicion of prostate cancer in a patient then the imaging technique typically used to assess it is multi-parametric MRI (mp-MRI), a combination of diffusion-weighted, T2-weighted and Dynamic Contrast Enhanced images. mp-MRI provides sensitivity and specificity of between 87-93% and 41-47% respectively on a 1.5 T scanner [6]. However, the relatively low specificity leads to approximately 40% of lesions being classed as indeterminate in that study, whereby a radiologist cannot decide whether they are tumour or normal tissue when the images are inconclusive.

The aim of this work is to improve upon current MRI techniques in order to better diagnose and grade prostate cancer. One of the problems with current MRI techniques is that the information gathered is usually subject to a very simple model. As an example, the Apparent Diffusion Coefficient models the signal decay as a single exponential and hence does not utilise all of the data in the signal. This problem is currently being tackled in the prostate in the form of more intricate diffusion models but none have successfully impacted patient care because ADC and T2-weighted images are still the only ones used in the hospitals that use MR. The difficult trade-off between a model
that can relate directly to tissue microstructure and a dataset that can be acquired in a
clinically feasible amount of time has proven difficult to solve.

The methods described in this thesis seek to improve on the sensitivity and specificity of
mp-MRI for both the detection and grading of tumours. There are two main directions
in which this is addressed in this work, one being the use of novel acquisitions designed
to investigate the tissue microstructure and the other being models that can relate the
signal to that microstructure without being overly complex.

The ‘Imaging Biomarker Roadmap for Cancer Studies’ produced by O’Connor et al.
[115] lays out a framework for conducting research into imaging biomarkers, shown in
Appendix A. It lays out two main translational gaps that need to be bridged to take
a technique from an idea to a clinically accepted technique. The first translational gap
looks to prove that the technique should be rolled out into multiple research centres and
the second looks to use multi-centre trials to push it into routine clinical use.

This work is centred around taking novel techniques and performing the initial validation
on small sample sizes needed to warrant larger, multi-centre trials, which is the first
translational gap in the biomarker roadmap. This consists of technical validation, clinical
validation and an initial evaluation of cost effectiveness. Of these, this work seeks to
first and foremost provide clinical validation of the method. This is due to the fact that
a positive clinical validation better motivates further work into technical validation such
as repeatability.

Clinical validation first needs a suitable dataset and then seeks to use that dataset to
show that the method is fit for purpose by first evaluating its sensitivity and specificity
for the task at hand. These two first steps are the basis of the majority of this thesis.
Hence it is the aim of this work not to take these techniques all the way to the clinic
but to provide the initial evidence of sensitivity and specificity for detecting and grading
prostate tumours needed to generate the motivation to carry out larger, multi-centre
studies.

Our aim is to investigate models for both diffusion and T2 weighted images of the prostate
that relate directly to its constituent tissues. Investigating acquisitions and models that
Introduction

look into better modelling microstructure should provide the increased sensitivity and specificity needed if MR methods are to be able to replace the invasive, painful methods of diagnosis that patients are currently subjected to.

Problem statement: Investigation of non-invasive imaging techniques with sufficient sensitivity and specificity in detecting and grading prostate tumours for clinical use. The ways in which this project seeks to achieve this are to:

- Investigate novel diffusion and T2 based biophysical models that solve the unmet issues of current clinical and research techniques
- Create an optimal dataset on which the models can be tested
- Optimise the fitting of the models alongside the acquisitions in order to create the best possible combination of the two
- Provide clinical validation into the sensitivity and specificity of these techniques in a significant number of patients

1.1 Thesis Structure

Chapter 2 provides a detailed summary of the background material on prostate cancer, Nuclear Magnetic Resonance, diffusion and T2 Magnetic Resonance Imaging and diffusion and T2 modelling.

Chapter 3 presents two techniques for modelling diffusion heterogeneity in the prostate and carries out preliminary investigations into their ability to detect prostate cancer.

Chapter 4 chooses optimal acquisitions and models in order to perform Luminal Water Imaging (LWI), a novel technique for calculating the fractional volume of glandular lumen in prostate tissue by quantitatively modelling multiple-echo T2-weighted images.

Chapter 5 then clinically validates this LWI method in a larger number of patients. It looks into how well it can detect and grade prostate cancer and also tries to correlate
the model back to tissue microstructure. This chapter also contains an analysis into the repeatability of this method.

Chapter 6 uses this clinical dataset to optimise the acquisition further and look into whether imperfect pulse refocusing could be affecting the ability of the LWI model to detect and grade prostate cancer.

Chapter 7 seeks to utilise a machine learning technique on multi-echo T2 data in order to carry out the same classification tasks as LWI without applying a biophysical model to the data.

1.2 Publications

1.2.1 Papers

Simplified Luminal Water Imaging for the Detection of Prostate Cancer from Multi-Echo T2 MR Images


1.2.2 Conference Abstracts

Optimisation of luminal water imaging for classification of prostate cancer


Detecting prostate cancer in multi-echo T2 images with neural networks

the International Society for Magnetic Resonance in Medicine, Imperial College London, London, UK (2018).

**Two compartment fitting for Luminal Water Imaging: multi-echo T2 in Prostate Cancer**


**Multi-echo T2 modelling to predict PIRADS 2.0 score**


**Linking a multi-compartment T2 model to diffusion microstructure in prostate cancer**


**Why is the Peripheral Zone of the Normal Human Prostate High in ADC Value and T2-Weighted Signal Intensity?**


**Microstructural heterogeneity in normal and cancerous prostate using Gaussian diffusivity distributions**
Chapter 2

Background

This chapter seeks to introduce the anatomy of the prostate and the pathology of prostate cancer, followed by a brief summary of Nuclear Magnetic Resonance and Magnetic Resonance Imaging. Then current tissue models are described in detail. At the end of the chapter there is a summary on the work done in this field to date and an analysis of where the opportunities lie.

2.1 The Prostate

2.1.1 Anatomy

The prostate is an integral part of the male reproductive system, secreting fluid that protects sperm as they leave the body. It also contains muscular tissue designed to help expel semen during ejaculation. As shown in Figure 2.1, the prostate is a small gland positioned below the bladder and in front of the rectum, with the urethra carrying urine from the bladder out of the body. The average size of a healthy prostate is a little larger than a walnut, weighing between 7-11 grams.

The tissue within the prostate has four major components; blood vessels, glandular space (also known as the lumen), epithelia and stroma. Large glandular spaces, which make up the lowest percentage of the prostate’s overall volume, store fluid and are connected to
the base of the prostate by ducts that carry the fluid to the urethra during ejaculation. These glandular spaces are surrounded by epithelial cells which produce this fluid and secrete it into the glandular space. A matrix of muscular stromal tissue links these glands together, giving structure to the prostate and forcing the fluid out of the glands during ejaculation.

On a larger scale the prostate is made up of a number of separate tissue types, or ‘zones’. Each is made up of different proportions of gland, stroma and epithelia and each has its own individual purpose. Figure 2.2 shows the central, transition and peripheral zones.

The central zone makes up roughly 25% [108] of the volume of the healthy prostate. It consists of large, irregularly shaped glands, cuboidal epithelial cells and very compact stromal tissue. The ducts of the central zone meet the urethra at the verumontanum,
the junction between the urethra and the ejaculatory ducts coming from the seminal vesicles. Most of the prostatic fluid is generated in the central zone.

The peripheral zone, by comparison, constitutes around 70% [108] of the volume of the prostate. It contains small, simple, regularly arranged glands lined by tall columnar epithelial cells and surrounded by loosely interwoven stroma.

The smallest zone of the prostate is the transition zone, making up approximately 5% [108] of the healthy prostate volume. It is composed of two lobules either side of the urethra. Histologically, it closely resembles the peripheral zone tissue, though the stroma are more compact.

2.1.2 Prostate Cancer

The risk of developing benign prostate hyperplasia (BPH) and prostate cancer increases with age. Therefore, over the past few decades, a greater life expectancy around the
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world has meant that men are living to an age where the likelihood of being diagnosed with either of these diseases is significantly increased. BPH is the slow enlargement of the prostate due to a steady cell proliferation and is common in older men, with studies showing that over half of men in their 60s and 80-90% of men over 70 have BPH [128]. BPH usually originates in the transition zone and has been found to have no link to prostate cancer [31].

Prostate cancer, or carcinoma of the prostate, begins when normal semen-secreting epithelial cells mutate into cancer cells, with almost 70% of cases starting in the peripheral zone [109]. With 11,300 deaths in the UK in 2014 being attributed to adenocarcinoma in the prostate [2] it is the second most common cause of cancer related death in men, with its incidence rate predicted to rise by 12% by 2035 [149]. Across the world, in 2018 there were approximately 1.3 million new cases of prostate cancer, making it the second most commonly occurring cancer in men [25].

2.1.3 Diagnosis

Current clinical practice when diagnosing a patient is the triple assessment. This section describes the most common clinical process, though some centres do utilise MRI prior to biopsy to aid in the detection of tumours. The triple assessment involves performing three tests in order to detect and grade PCa. These three tests are:

1. Digital Rectal Examination (DRE) - A finger is inserted into the rectum to feel for abnormalities of the prostate. The normal prostate is smooth and symmetrical so irregularities raise the possibility of a tumour.

2. Prostate Specific Antigen (PSA) Test - PSA is a protein formed in the prostate and a low level is always present in healthy men. However a significantly raised level can be an indicator of possible malignancy.

3. Trans-Rectal Ultrasound (TRUS) guided biopsy - As Figure 2.3 shows, this involves the insertion of an ultrasound probe into the rectum until it is close to the prostate. Once the probe has located the target area of the prostate a needle is passed along
Figure 2.3: Example of TRUS guided biopsy with (reproduced with permission from Cancer Research UK).

the probe, through the rectum wall and into the area of interest, removing a small portion of tissue to be examined under a microscope. This process can be repeated for multiple regions of the prostate or a template biopsy of evenly spaced needles can be taken.

Though the PSA test is not highly specific, with only 30% of raised PSA levels turning out to be associated with tumour [5], it has proven to be a useful tool in initially assessing the risk without resorting to invasive measures.

Either an abnormal Digital Rectal Examination or a raised PSA level will usually lead to further investigation using the histological diagnosis of biopsied tissue. This involves the removal and visual examination of a small tissue sample under a microscope, which
is essential before treatment can begin. This currently takes the form of a Trans-Rectal Ultrasound (TRUS) guided needle biopsy.

Though TRUS biopsy accuracy is limited, ultrasound has still proven to have an advantage over Digital Rectal Examinations[94]. An example of an ultrasound image is shown in Figure 2.4, with the prostate in the centre and a suspected tumour visible as a dark area highlighted by the arrow. This example is specifically chosen to clearly show cancerous tissue whereas many tumours are still not visible on ultrasound.

2.1.4 Histology

Histology is the study of tissue microstructure, performed by examining cells and tissues under a microscope. Normal peripheral zone and central zone tissue have slightly different structures. Both contain an arrangement of similarly sized, evenly spaced lumen surrounded by a thin, even layer of epithelial cells and are held together by a regular stromal matrix. Carcinoma arises mainly from epithelial cells, causing them to rapidly replicate and invade into the surrounding tissue. In doing so, the epithelium causes
irregularities in the shape and arrangement of the glands within the tissue, eventually
destroying them and forming one solid mass of tumour cells.

2.1.5 Grading

One of the challenges in prostate cancer is that it is exceedingly difficult to differentiate
between those tumours that will lie dormant without affecting lifespan or quality of life
and those aggressive forms that require radical intervention. The most common method
of grading the carcinoma to gauge its progression and severity is using the Gleason
Grading System, first proposed by Donald Gleason in the 1960s [59]. This is a system in
which the two largest areas of prostate cancer within the tissue specimen are each given
a score preformed visually by experience based on the diagrams in Figure 2.5.

Gleason pattern 3 is made up of well separated glands, though they can vary greatly in
their size and shape. As we move up to grade 4 the glands become fused and are not very
well formed and by grade 5 there are only sheets of cells with only occasional luminal
space. To calculate the overall grade, half of the score is based on the most common
tissue architecture and the other half is based on that of the second most common tissue
architecture. These two numbers are then combined to produce a total score for the
cancer. At present, the lowest grade used when examining needle biopsies is 3+3 due to
the fact that grades lower than this are prone to poor reproducibility, poor correlation
with prostatectomy and can mislead patients and clinicians into believing that they have
an indolent tumour [47]. This information can then be passed on to the care team who
will decide the best course of action.

Figure 2.6 shows histology in the form of adenocarcinoma tissue taken from a biopsy.
This sample was graded as Gleason 3+5, the Gleason 3 tissue being the lighter tissue
containing some well differentiated glandular lumen and the Gleason 5 being the tightly
packed region in the centre of the upper edge of the sample.
**Figure 2.5:** Diagram of Gleason Scoring system (reproduced from Humphrey et al. [71] with permission).
2.1.6 Multi-Parametric MRI

Biopsy is an invasive (and in many cases uncomfortable) process and is still suspected to miss or undergrade tumours. There has been a lot of investigation into using MRI as a non-invasive method for detecting and grading prostate tumours. The most promising method to date for doing this is Multi-Parametric MRI (mp-MRI).

mp-MRI combines T2-weighted, diffusion-weighted and Dynamic Contrast Enhanced (DCE) imaging, utilising the unique information provided by each to better detect tumours in the prostate. Images of the prostate in each of the three modalities are acquired and are interpreted by a radiologist, often in combination with clinical information such as PSA and DRE results.

Both diffusion and T2 imaging are sensitive to tissue microstructure. It has been previously shown by Gibbs et al. that T2 and the Apparent Diffusion Coefficient (ADC) values (described in Section 2.4.1.1), though both related to histology and Gleason Score, do not correlate with each other [55]. This shows that the two techniques are sensitive to different microstructure. T2 imaging has proven to be sensitive to tumours in the
prostate but is much less specific than ADC. Hence it was hypothesised by Gibbs et al. that by combining the two, along with a functional method such as DCE MRI, clinicians would be better able to localise prostate cancer.

The radiologists report the likelihood of the prostate containing areas of clinically significant prostate cancer using a method of visually scoring lesions. The simplest of these scoring methods is five-point Likert scale, where the score ranges from highly unlikely (Likert 1) to highly likely (Likert 5) [167].

The Prostate Imaging Reporting and Data System (PI-RADS) method was first proposed by the European Society of Urogenital Radiology in 2012 [11]. The newest iteration of this scoring system, PI-RADS v2, was proposed in 2015 [167] and new sets of guidelines are periodically released [119]. It was designed as a structured reporting scheme for PCa whereby mp-MRI images are used to calculate a score out of five [151], where each of the score is:

- PI-RADS 1 - clinically significant cancer is highly unlikely to be present
- PI-RADS 2 - clinically significant cancer is unlikely to be present
- PI-RADS 3 - the presence of clinically significant cancer is equivocal
- PI-RADS 4 - clinically significant cancer is likely to be present
- PI-RADS 5 - clinically significant cancer is highly likely to be present

Many sources have found that mp-MRI has much higher sensitivity and only slightly lower specificity than the individual methods themselves, leading to a higher accuracy in detecting tumours in the prostate overall [4, 6, 46, 72, 83, 95, 148, 158, 170, 176]. One study [40] showed that Multi-Parametric MRI is particularly effective in peripheral zone tumours whilst being little better than the separate metrics in other regions. Multi-parametric MRI was also shown to be a more accurate measure of tumour volume [105] and was able to dramatically improve upon TRUS in guiding the biopsies that were performed [6]. Some studies have also suggested that DCE-MRI does not improve the diagnostic accuracy of mp-MRI [142].
However, mp-MRI combined with PI-RADS v2 also suffers from a number of issues that motivate the investigation of other imaging techniques. mp-MRI provides high sensitivity values but low specificity values in the detection of clinically significant prostate cancer [6, 148], which means that a significant number of men are suspected of having PCa when in fact they have none. Another of the problems with this method is that it classifies 35.6-44.7% of lesions as indeterminate on a 1.5T scanner [6]. This means that when classifying lesions a radiologist cannot decide whether a large proportion of them are in fact a lesion or not. Other problems with mp-MRI are the low inter-reader agreement [64, 140], the proposal that a negative mp-MRI does not guarantee the absence of significant tumour [24], and problems due to EPI-based artifacts in the diffusion images [105]. Differences in ROI drawing across multiple centres have also been highlighted as a downside of mp-MRI in a recent work [162]. Some studies have tried to resolve these issues, such as by using Prostate-Specific Antigen (PSA) levels to distinguish between indeterminate lesions [27, 127], but none has done so conclusively. Motivation for using methods that better quantify the tissue microstructure of the prostate comes from the fact that it has been shown that differences in tissue architecture can significantly affect the detection of PCa using mp-MRI [157].

2.2 Nuclear Magnetic Resonance

In quantum mechanics, ‘spin’ is a form of angular momentum possessed by all subatomic particles. Magnetic Resonance Imaging (MRI) is most commonly focused on hydrogen nuclei due to the fact that they are abundant in the body. The spin of this positively charged subatomic particle produces a small magnetic field. When placed in a much stronger magnetic field this particle begins to align with it. Due to the fundamentals of quantum mechanics, which will not be covered here, the protons are not able to line up exactly with the larger magnetic field and instead have a small offset from the field. Since the magnetic field is still producing a force along its axis, the axis of the proton begins to rotate about the larger axis, a phenomenon called ‘precession’. 
MRI is based upon the interaction of hydrogen nuclei in a magnetic field. When the hydrogen nuclei within water and fat molecules are subject to a strong magnetic field, the spin axes of the nuclei align in one of two ways, either precessing about the direction of the larger magnetic field or precessing about an axis 180° opposite to the direction of the main field. There is an almost even balance between the nuclei in either alignment but the strength of the magnetic field causes a varying disposition towards aligning in the direction of the magnetic field. This slight mismatch in the number of nuclei aligning in either direction is the source of the signal used in MRI.

When an electromagnetic pulse of a specific frequency is applied to the nuclei in the magnetic field a small number will switch alignments. When the electromagnetic pulse stops, over time the nuclei revert to their original alignment but as they do they release the excess energy imparted by the electromagnetic pulse as an emitted signal which can be detected. This reveals information about the underlying tissue in the process. This section will cover the physics of Nuclear Magnetic Resonance (NMR) and how it is used to contrast between tissue types.

Through a mathematical derivation it can be shown that the angular frequency of precession, also known as the Larmor frequency, is represented by the equation \( \omega_0 = \gamma B_0 \) where \( \gamma \) is the gyromagnetic ratio (an intrinsic characteristic of the nuclei of a particular isotope) and \( B_0 \) is the strength of the magnetisation field. From this equation it follows that the larger the magnetic field the faster the nucleus will precess about the \( B_0 \) axis.

If we monitor the combined magnetisation of many hydrogen nuclei within this magnetic field in the direction parallel to the main \( B_0 \) axis, there is a net positive magnetic field. However in the plane perpendicular to the main field there is zero magnetisation as all of the precessions are out of phase and hence cancel one another out. Subject to only the \( B_0 \) field, the bulk magnetisation is exclusively in the \( B_0 \) direction.

If a Radio-Frequency (RF) pulse is applied at approximately the frequency at which the nuclei are precessing, \( \omega_0 \), the bulk effect is that they begin to precess in phase and an overall magnetisation in the orthogonal plane can be detected. Therefore the bulk magnetisation vector, denoted as \( M_0 \), starts to move from the \( B_0 \) direction towards the orthogonal plane. \( M_0 \) can be made to travel through any chosen angle \( \alpha = \gamma B_1 t_p \) by
setting the values of $B_1$ and $t_p$. Here $\alpha$ is the flip angle, $B_1$ is the effective magnitude of the RF pulse, and $t_p$ is the duration of the pulse. The rates at which the excited nuclei separately dephase and return to $B_0$ equilibrium forms the basis of T1 and T2 imaging.

2.2.1 Coils

An MRI scanner is made up of a number of separate coils. The main magnetic field is produced by a large cylinder made up of coils that are wrapped around the bore, producing a strong linear field in the z-direction through the bore of the scanner.

Just inside the bore of the main field are the gradient coils, designed to produce a gradient in the magnetic field so the field strength varies spatially. There are three gradient coils, used to encode the x, y and z spatial axes of the scan.

Figure 2.7 shows the two coil configurations utilised in MRI scanners to attain these gradients. The first is made up of what is called a ‘Maxwell Coil’ where two coils at a certain distance apart produce a very linear magnetic gradient when currents are passed through them in opposite directions. As the diagram shows, the coils produce a gradient in the z-direction where the field is strongest near the coils and zero in the middle. The second setup in Figure 2.7 is called a ‘Golay Coil’, whereby the ‘saddle-shaped’ coils produce a field that varies in the y-direction. When rotated about the z-axis of the scanner 90° this configuration can also produce a gradient in the x-direction. The combination of one Maxwell Coil and two Golay Coils produce gradients in all three spatial dimensions that enable the scanner to localise a signal to a particular point in space.

The final component of the scanner is the RF coil which generates a rotating magnetic field that, when oscillating at a frequency close to that of the precession of the nuclear spins, imparts energy into the hydrogen nuclei that causes them to change their alignment. This coil, when switched off, also acts as a reciever for the signal released by the hydrogen nuclei as they return to their initial energy states. In this way the nuclei are excited by the RF coil and then their subsequent relaxation is measured using the same coil.
2.2.2 Measuring $T_2^*$ & $T_2$

Once the bulk magnetisation vector $M_0$, which is the vector of net magnetisation of the precessing nuclei, has been rotated into the perpendicular plane by an $\alpha = 90^\circ$ pulse, two relaxation processes happen simultaneously, called T1 and T2 decays. T1
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decay describes the return of the bulk magnetisation vector in the z-direction to its initial value and T2 decay refers to the reduction in the component of the magnetisation vector in the perpendicular x-y plane to zero.

Measuring magnetisation in the transverse plane, the precessing nuclei should produce a signal oscillating at the Larmor frequency. However due to relaxation, the amplitude of the signal decreases exponentially with time as the protons dephase. This process is known as Free Induction Decay (FID), illustrated in Figure 2.8. The decay is described by the formula: \( S = S_0 \exp(-TE/T2^*) \) where ‘T2*’ is the decay constant.

There are several mechanisms that cumulatively cause T2* decay: dephasing due to a magnetic gradient, dephasing due to magnetic field inhomogeneities and ‘spin-spin relaxation’. Spin-spin relaxation occurs when two protons precessing at the same frequency come into close contact, momentarily producing a local magnetic field which causes both to alter their precessional frequency. As they then move apart, they regain their original frequency but the phase shift they incur during the interaction cannot be undone. The combination of these effects means that T2* decay is very fast, in the order of milliseconds.

There is a distinction between the dephasing due to magnetic gradients and field inhomogeneities and dephasing due to spin-spin relaxation. The former two are predictable and reversible processes whereas spin-spin relaxation is unpredictable and irreversible. The exponential decay resulting from only the spin-spin relaxation is an important characteristic of the tissue and is represented with the decay constant ‘T2’. With the right combination of radio frequency pulses these effects can be separated.

2.2.3 Measuring T1

In the longitudinal direction, the magnetisation increases having been excited into the perpendicular direction by the pulse. This longitudinal relaxation is called ‘Spin-Lattice relaxation’, with the magnetisation in the \( B_0 \) direction after a 90° pulse following an exponential, rising from zero after the pulse to a steady state value \( M_0 \).
Though T1-weighted imaging is an important field within MRI, as this thesis is based upon diffusion and T2 weighted imaging it will not be fully explained here. T1-weighting is only considered insofar as how it could affect our T2 and diffusion images. As shown in Table 2.1, a long TR value weights images towards T2 rather than T1. As a rule of thumb in T2 imaging, as long as the TR of the sequence is longer than the intrinsic T1 value of the tissue being imaged then the T1 effect will be insubstantial.

2.3 Pulse Sequences

A pulse sequence is a pre-determined series of radio frequency pulses designed specifically to examine a particular phenomenon. They come in many forms and, combined with varying magnetic gradients, can probe many different features of the tissue. The purpose of changing these sequences of pulses will become apparent but in short it allows us to manipulate the image produced, for example enabling us to suppress fat signals or measure how water diffuses in a certain region.

2.3.1 Spin-Echo

In order to separate the T2* decay from the T2 decay it is necessary to select the appropriate pulse sequence. The simplest sequence is Spin-Echo. As shown in Figure 2.9, a spin echo sequence is comprised of a 90° pulse, flipping the magnetisation vector $M_0$ into the orthogonal plane, followed after a short time by a 180° pulse which refocuses the dephased spins to form a signal, called the spin echo. By choosing the time between the two pulses to be TE/2, we can effectively set the time after the initial pulse that we receive the spin echo as TE.

Initiating a pulse sequence with a 90° pulse, $M_0$ is tipped fully into the transverse plane. As the nuclei begin to relax and dephase the T2* decay causes a very fast drop-off of signal in the transverse plane. If at that point a 180° pulse is administered the axes of the nuclei flip to face the opposite direction. In doing this, the direction in which the protons precess is also flipped, meaning that the nuclei begin to rephase. The dephasing due to gradients and inhomogeneities can be reversed, as the conditions for any given
nuclei remain the same, whereas the nuclei dephased by spin-spin relaxation cannot be rephased because the localised interacting magnetic fields cannot be recreated. Motion and the diffusion can also cause reductions in the signal due to the fact that those nuclei that were excited by the initial 90° pulse will have moved relative to the gradient fields and so will not be excited properly by the subsequent 180° pulse.

Following a 180° pulse most but not all of the nuclei will rephase and after a short time the signal in the transverse magnetic field will spike. The reduction in amplitude between the original signal and the echo is only due to spin-spin relaxation so the decay between echoes is T2 and not T2* decay.

By changing the echo time, TE, and the repetition time, TR, which is the time between successive 90° pulses, the signal can be either T1-weighted or T2-weighted. Table 2.1 shows the different weightings achieved by varying TE and TR. Proton density weighting is when the image intensity is related to the density of hydrogen nuclei within the tissue.

To generate an image, magnetic gradients need to be used in the three orthogonal directions. A gradient $G_{ss}$ encodes in the slice select direction whilst gradients $G_x$ and $G_y$ encode in the other two orthogonal directions.
Figure 2.10: Gradient application in a typical spin-echo sequence.

Figure 2.11: K-space diagram for a typical spin-echo sequence.
In the main magnetic field $B_0$ the precession of a spin has an angular frequency $\omega = \gamma B_0$. However if a magnetic field gradient $\mathbf{G}$ is applied in the direction $\mathbf{r}$ (both vectors) then this becomes:

$$\omega = \gamma B_0 + \gamma \mathbf{G} \mathbf{r} \quad (2.1)$$

If this is defined in a rotating frame of reference, where the original precession $\omega = \gamma B_0$ is our reference, it becomes $\omega = \gamma \mathbf{G} \mathbf{r}$. In order to work out the phase $\phi$ of a spin at time $t$, the frequency is integrated as:

$$\phi(\mathbf{r}, t) = \int_0^t \gamma \mathbf{G}(\tau) \mathbf{r} \, d\tau \quad (2.2)$$

And if the gradient $\mathbf{G}$ is constant through time then:

$$\phi(\mathbf{r}, t) = \gamma \mathbf{G} \mathbf{r} t = k_r \mathbf{r} \quad (2.3)$$

where the spatial frequency of the image under a gradient $\mathbf{G}$ in the direction $\mathbf{r}$, $k_r$, is defined as $k_r = \gamma G t$.

For different gradient directions $\mathbf{r}$ and gradient magnitudes $\mathbf{G}$ the value of the spatial frequency changes. If a map of spatial frequency values is constructed by acquiring multiple signals, the map can be used to create an image. The spatial frequency matrix, or $k$-space, is our method for representing the spatial frequency map of the image we wish to create. $K$-space is the Fourier transform of the image and vice versa.

Figure 2.10 shows how these gradients are used in combination to perform a spin echo sequence and Figure 2.11 shows how these gradients affect the position of the spins in $k$-space. As the $90^\circ$ pulse is applied, $G_{ss}$ is applied in the slice select direction to select the slice of the image. After this $G_y$, a gradient in the $y$ direction, is applied, moving the position of the spins in $k$-space from the origin up the $k_y$ axis. Then the gradient $G_x$ is applied, moving the spins out parallel to the $k_x$ axis. The $180^\circ$ pulse then inverts the position of the spins through the origin to the other side of the $k$-space. Once
the position in k-space has moved to the correct position, the readout gradient is then applied and at each individual point along the readout line the signal is acquired. This whole process is then repeated for another line of k-space until all of the lines in the matrix are filled. Then in order to get an image the k-space matrix undergoes a Fourier transform.

2.3.2 Pulsed Gradient Spin Echo

Altering the pulse sequence and gradient parameters can make an MRI scan sensitive to the diffusion of water within a subject. Diffusion imaging can provide unique information on the underlying tissue structure.

A common sequence for sensitising the MR signal to diffusion is the Pulsed Gradient Spin Echo (PGSE) sequence, represented in Figure 2.12. This sequence is also known as the Single Diffusion Encoding (SDE) sequence. After the initial \(90^\circ\) pulse a strong directional gradient is applied in a specified direction, characterised by a gradient strength \(G\), duration \(\delta\) and gradient spacing \(\Delta\).

After time \(\delta\) the gradient is switched off and a \(180^\circ\) pulse is applied. The gradient is then switched back on after time \(\Delta\) from the application of the first gradient. The first gradient causes the precessional frequencies to vary with position along the applied gradient and the second gradient, after a \(180^\circ\) pulse, causes the phases of the protons to refocus and produce a measurable signal.
If the water molecules are static, the first gradient will alter their precessional frequency, causing them to experience a phase change relative to those at other positions along the gradient. The 180° pulse flips the spins in the transverse plane, meaning that the second gradient pulse, with the same magnitude and duration, will rephase the spins perfectly, producing a larger signal. However if the molecules are moving in the direction of the diffusion gradient, the dephasing first gradient and the refocusing second gradient experienced by the molecules will not be of the same magnitude as they are no longer in the same position along the field. The spins will remain somewhat out of phase, meaning that they will produce a diminished signal. In this way we can obtain a signal that is closely related to the mean level of random diffusional motion within a pixel.

2.3.3 Multi-Echo Spin Echo

As we have seen in the previous section a signal weighted to T2 decay can be created using a spin echo sequence. From this signal the T2 relaxation rate of the tissue can be estimated, which gives a useful insight into the composition of the underlying tissue. However, acquiring just one T2-weighted image means that the tissue in a voxel must be estimated to have a single T2-relaxation rate, which is not always the case in the underlying tissue. In some circumstances it may be desirable to collect multiple echoes at different echo times to better map out the exponential decay of the signal in the orthogonal plane.

A sequence used for collecting multiple echoes of the same decay is Multi-Echo Spin Echo (MESE), shown in Figure 2.13. Here a single 90° pulse is followed by a train of 180° pulses, each creating a single echo that diminishes in size as the spins undergo T2 decay. The signal intensities at these echo times then trace out a decay curve for T2 relaxation, reducing the effects of noise and providing more information about the nature of the decay.
2.3.4 Fast Spin Echo

An alternative method for collecting multiple T2-weighted echoes is to use the Fast Spin Echo (FSE) sequence, also known as Turbo Spin Echo. Represented in Figure 2.14, the FSE sequence closely resembles a MESE sequence. The difference between the two is that different phase encoding gradients are used between each $180^\circ$ pulse, meaning that multiple rows of k-space are acquired after each excitation. In this way, images are produced for each effective TE separately rather than collecting all echoes for a single line in k-space as MESE does. The term effective TE reflects the fact that an FSE image is a blend of multiple different TE values which can be heavily weighted towards one value, though not perfectly.

2.4 Modelling

Using pulse sequences we can discover new and unique information about tissue microstructure. Nevertheless, to better extract this information from the measurements
we employ models which relate various features (for example, water diffusivity in the tissue or T2 properties) to the acquired data given the acquisition parameters.

This section will contain separate analyses of the more commonly used modelling techniques for both Diffusion and T2 imaging followed by a concluding remark on the differences between them and where new opportunities lie.

2.4.1 Diffusion modelling

Diffusion MRI employs diffusion-weighted sequences to sensitisise the signal to the displacement of the water molecules in the tissue. As the displacement of water molecules is influenced by cellular architecture, a model which links tissue features (for instance, cell size and density) to the diffusion measurements can be used to obtain maps of microstructural properties.

2.4.1.1 ADC

The most basic model for diffusion imaging is the Apparent Diffusion Coefficient (ADC) model. It begins with the assumption that the underlying tissue is homogeneous, which
where $S$ is the measured signal intensity using a diffusion weighting $b$ to measure the diffusivity $ADC$. $S_0$ is the signal when there is no diffusion weighting applied ($b = 0$).

The value $b$ in Equation 2.4 is the diffusion weighting of the pulse sequence, named the ‘b-value’, where $b = \gamma^2 G^2\delta^2(\Delta - \delta/3)$. The b-value for a PGSE sequence is dependent on the gyromagnetic ratio $\gamma$, the gradient strength $G$, the duration of the gradient pulse $\delta$, and the time between the two pulses $\Delta$, which can be understood better by examining Figure 2.12.

The ADC can be estimated, by rearranging Equation 2.4, from the signal intensities acquired with at least two diffusion weightings ($b = 0$ and a non-zero $b$ value usually around $b = 1000s/mm^2$). This model is termed a mono-exponential model because it fits a single exponential decay to the diffusion signal intensity values, a detail which will be important in understanding the move to more complicated models later in the chapter.
Past studies have shown that ADC is negatively correlated to Gleason Score. Table 2.2 is a summary of recent works in this area. The third column shows the correlation between ADC and Gleason Score found in these studies, with their corresponding p-values revealing that all studies found a significant relationship between the two (P<0.05). In all of these studies a statistically significant difference was found between the ADC values for normal tissue and for tumour, as suggested by the very p-values in the column of Table 2.2.

A falling ADC with increased Gleason Score means that the overall diffusivity of the underlying tissue is reduced as the cancer proliferates. This is of interest as it gives some insight into the microstructural changes occurring within the cancerous tissue. The tissue component with the highest ADC, the lumen, has been found in histology to be decreasing in fractional volume with increasing Gleason Grade whereas the components with low ADC, epithelia and stroma, are increasing in fractional volume [71]. However the exact contribution of each of these effects individually remains unmeasurable.

A recent study also looked into using quantitative values of ADC alongside mp-MRI images in order to reduce the number of patients who have unnecessary biopsy [123]. It found that the minimum ADC value of an ROI could rule out the need for biopsy in 33% of those men who would have required biopsy based on just mp-MRI.

However, there are limitations to ADC. From Table 2.2 it is clear that the correlation between ADC and tumour grade is variable and not strong enough to be certain of a tumour’s grade purely based on ADC. Furthermore, ADC does not take into account vascularity within the tissue. The blood flowing through blood vessels affects the ADC of the tissue because if it is not accounted for in the model it can be mistaken for diffusion within the tissue. Methods for taking this into account in the model are described in the next sections.

If the aim of MRI in the prostate is to remove the need for biopsy, a correlation with tumour grade is a strong indicator of whether an MR technique will be effective or not. From these studies it can be concluded that using present MR techniques ADC alone cannot grade prostate tumours well enough to replace biopsy.
2.4.1.2 Diffusion Tensor Imaging

Diffusion Tensor Imaging (DTI) is a technique designed to take the anisotropic diffusion properties of certain tissues into account. ADC assumes isotropic diffusion and averages out the directional variation in diffusion-weighted images. DTI removes this assumption and accounts for anisotropy in the tissue. In order to measure the DTI parameters, field gradients in each of six orthogonal directions are applied in order to detect orientational differences in the amount of diffusion in a voxel. The diffusion tensor model is represented as:

\[ S = S_0 e^{-b g^T D g} \]

where the diffusion tensor:

\[ D = \begin{pmatrix} D_{xx} & D_{xy} & D_{xz} \\ D_{yx} & D_{yy} & D_{yz} \\ D_{zx} & D_{zy} & D_{zz} \end{pmatrix} \]

and the gradient direction is \( g \). Though this tensor has nine separate elements, due to its symmetrical nature only six are unique. The diffusion tensor \( D \) is estimated by acquiring six directions or more and a \( b = 0 \) image. Once the tensor has been estimated for a given voxel the diffusivity \( \lambda_1 \) can be estimated along the main axis of the tensor, and the diffusivities \( \lambda_2 \) and \( \lambda_3 \) along the two orthogonal axes, by calculating the eigenvalues of \( D \). From these the more relevant values of Mean Diffusivity (MD) and Fractional Anisotropy (FA) can be calculated, where:

\[ MD = \frac{\lambda_1 + \lambda_2 + \lambda_3}{3} \]  

(2.5)

and

\[ FA = \sqrt{\frac{1}{2} \frac{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}{\sqrt{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}}}. \]  

(2.6)
This technique has shown mixed results in the brain, encountering problems with crossing fibers and multiple tissue compartments. In the prostate it has generally been found that whilst the MD from DTI can differentiate prostate cancer from benign tissue the FA cannot[18, 21, 33, 53, 84, 104, 161, 172]. Bourne et al. use diffusion microscopy to image individual cell compartments[18, 21, 22]. They assign a high FA value to stromal tissue, a lower FA to epithelia and no FA to lumen. They go on to hypothesise that the generally low values of FA, and its inability to differentiate malignant and benign tissues, are due to the heterogeneity in both orientation and tissue composition in the tissue within a traditional DTI voxel.

2.4.1.3 Diffusion Kurtosis Imaging

Assuming that most diffusion decay curves do not perfectly trace out an exponential, a method to quantify the deviation from the perfect curve could be useful in investigating the tissue microstructure. A number of methods have been previously suggested to describe the deviation of the diffusion data from the ideal homogeneous, single compartment model, including the Kurtosis model, the Stretched Exponential model and the Statistical model.

The Diffusion Kurtosis Imaging (DKI) model, initially proposed by Jensen et al. [75, 77], is based on a Taylor series expansion of the signal intensity. The Kurtosis parameter $K$ is related to the fourth moment of the displacement of the spin during the sequence, a mathematical description that will not be covered here. It quantifies the deviation from the ideal exponential decay, where $K = 0$ is the monoexponential fit and increased heterogeneity causes a rise in $K$.

The key relationship in DKI is:

$$S = S_0 \exp(-bD + \frac{1}{6}b^2D^2K)$$  \hspace{1cm} (2.7)

In the brain DKI proves to be sensitive to microstructural change [34, 48, 75–77, 91, 93, 99, 113, 171] as well as providing a better fit to diffusion data than ADC [98] and being more robust than other diffusion models [50, 145]. DKI in the prostate has been
able to differentiate cancerous and benign tissue [74, 107, 120, 125, 132, 153, 155] and has good sensitivity and specificity to tumours[132]. DKI also has a higher information content than monoexponential, stretched exponential and biexponential models [23, 74], provides a better fit to diffusion data than ADC, Stretched Exponential or Biexponential models [74, 120] and is repeatable and robust to noise [74].

However there remain a number of problems with DKI. The main issue is its relation to histology where, whilst some relationships between DKI, cellularity and cellular heterogeneity has been postulated [90], the model does not consider each tissue component separately and so can not separate the effects of different microstructures [56]. Furthermore its superiority to other diffusion methods has been refuted in a number of other studies [125, 129, 156]. DKI needs a specific range of b-values, with the maximum lying between 1000-3000 s/mm$^2$ [131], meaning that scan times can be longer than traditional diffusion acquisitions [125].

2.4.1.4 Stretched Exponential Model

The Stretched Exponential Model [13] is similar to DKI in that it tries to quantify the variation from the monoexponential with a single variable. The basis of this method is the equation:

$$S = S_0 \exp\{-(bD)^\alpha\}$$

(2.8)

where $\alpha$ is the stretching factor that alters the shape of the traditional monoexponential fit.

Some papers have found a link between tissue heterogeneity and the stretching factor $\alpha$ [12, 13, 39, 66]. However, when compared to other diffusion models, the Stretched Exponential has been found to be less repeatable and not fit the data as well as DKI and two-compartment models [23, 74, 112]. It also contains less information than DKI [23] and is less robust to noise than DKI [93]. Furthermore, as with DKI, the fact that it only accounts for a single tissue compartment means that it is limited in its relation to histology [56].
2.4.1.5 Statistical model

Diffusion MRI is important in the detection and characterization of prostate cancer due to its unparalleled sensitivity to tumour microstructure. Many of the measures currently used to estimate diffusion within a voxel do not consider the heterogeneous nature of biological tissue [85], which affects the quality of the data fitting. Introducing statistical modelling [173] helps to relate diffusion images to the underlying tissue microstructure [118].

The Statistical Model used by Yablonskiy et al. [173] fits a Gaussian distribution to the diffusivity values. This means that the heterogeneity of the diffusivity values within a voxel can also be quantified using a variance parameter. The equation governing the model is:

\[ S = S_0 \int_0^\infty P(D)\exp(-bD)dD \quad (2.9) \]

Assuming a Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \):

\[ P(D) = \frac{1}{\sqrt{2\pi}\sigma^2}\exp(-\frac{(D - \mu)^2}{2\sigma^2}) \quad (2.10) \]

The Statistical Model and DKI have an identical mathematical form but rely on different underlying assumptions. The Kurtosis parameter is in fact a specific property of the distribution, related to \( P(D) \) by:

\[ K = \frac{\sigma^2}{\mu^2} \quad (2.11) \]

Examples of the different diffusivity models are shown in Figure 2.15. For instance, 2.15(d) shows two Gaussian curves representing two compartments with mean diffusivity values at 0.5 and 2 \( \mu m^2/\mu s \) respectively. The compartment with the greater mean diffusivity also has the higher peak, suggesting that more of the signal comes from a tissue with a higher diffusivity.

The Statistical Model has proven sensitive to microstructure [93], is robust to noise, can differentiate tumour from normal tissue and importantly can theoretically be better related to histology than either DKI or the Stretched Exponential [146]. However this particular form of the Statistical Model still assumes a single tissue compartment.
When modelling compartments using distributions, an important factor is which distribution to use. There is a wide range of possibilities, each with their own benefits and downsides. Whilst a good fit to the data is important the distribution must not be overly complex, which could open up the possibility of overfitting. Furthermore it would be very computationally advantageous to use a simple model. The two most common choices in the literature are the Gaussian distribution and the Gamma distribution. Whilst some works have found Gamma distributions to better fit the data \cite{118, 139}, Shinmoto et al. found that Gamma distributions only have an advantage within prostate cancer and fit PZ and BPH tissue no better than a Gaussian. The benefit of the Gaussian is that it is mathematically simpler to implement and the two parameters have a more direct tissue relevance and are independent of each other, unlike when the mean and variance of the Gamma distribution are calculated from $\alpha$ and $\beta$. 

**Figure 2.15:** Example models for diffusion data.
2.4.1.6 Multi-exponential DWI

It has been postulated that diffusivity is measurably different in each of the three major tissue compartments within the prostate [19, 20, 32, 85, 114, 122], with epithelial cells being the most restricted, followed by stromal cells and then glands, and blood vessels having the highest diffusivity. In terms of how restricted the water molecules are physically, these observations make sense. The epithelial and stromal cells are much smaller in scale to the lumen and blood vessels so the molecules within them are much more likely to encounter a boundary. Multiple studies designed to investigate this have indeed found that the diffusion curve is non-monoexponential, suggesting that there is more than one tissue compartment in the voxel [21, 147, 160].

The simplest multi-exponential model, a bi-exponential, takes the form:

$$\frac{S}{S_0} = \alpha e^{-bD_{fast}} + (1 - \alpha)e^{-bD_{slow}}$$

where $\alpha$ represents the fraction of the tissue made up of the fast diffusing component, $D_{fast}$ is the mean diffusion of the fast diffusion compartment and $D_{slow}$ is that of the slow diffusion compartment. However this can easily be extended to three or more exponentials by adding more parameters to the equation.

More of the water molecules within stromal and epithelial cells will be bound to other molecules, meaning that their decay rate should be faster than those freely moving within the lumen. However the multi-compartment approach must be approached with caution as its results can be misleading. It has been shown that two compartments can even be found within a single cell [143] and that there are many different confounding factors, such as cell geometry and orientation, that can lead to such an effect [35, 112].

The fact that tissue microenvironments within the prostate have different MR properties motivates the use of models with increased numbers of parameters to try to capture some of the extra detail. As described earlier, prostate cancer destroys the lumen in the tissue. Hence we would expect the amount of signal received from the luminal compartment to reduce with the grade of the tumour.
2.4.1.7 Spherical Mean Technique

Both Bourne et al. [18, 21] and Xu et al. [172] found in ex-vivo prostates that areas of high stromal content have a larger fractional anisotropy. Few studies find diffusional anisotropy in normal prostate tissue. This can be attributed to the fact that the large voxel size of traditional DTI sequences allows tissue and directional orientation to mask this effect [18]. Bourne et al. used diffusion microscopy with extremely high resolution to solve this problem but this can only be done ex-vivo. A technique for measuring anisotropy on a microscopic scale whilst limited to traditional pixel sizes is needed.

Intriguing papers by Kaden et al. [80, 81] propose a novel model, the Spherical Mean Technique (SMT), to achieve this in the brain by separating the effects of individual axon anisotropy from the orientational dispersion of these axons. They achieve this by modelling the signal as the convolution of the individual axons with their dispersion.

The approach of removing the effects of orientation dispersion holds promise for the prostate. As discussed, the stromal and epithelial tissue are themselves anisotropic in nature but this effect is diminished on the macroscopic scale by orientational heterogeneity. Hence the scale of this effect must be investigated if an accurate model of the prostate is to be created. This is an area that will be investigated in this thesis.

2.4.1.8 VERDICT

The VERDICT diffusion model (which stands for Vascular, Extracellular, and Restricted Diffusion for Cytometry in Tumours), proposed by Panagiotaki et al. [120, 121], is a multi-compartment model for tumours that can be modified for use in the prostate, each compartment of which is itself represented by diffusion tensors. These tensors, which are chosen for the goodness of fit they achieve to the data, can reveal something about the underlying tissue microstructure.

Figure 2.16 shows how the VERDICT model is related to tissue microstructure. The epithelia and the stromal nuclei, which are both highly restricted, are represented by a ‘sphere’ with a solid boundary at distance \( R \), diffusivity within the boundary of \( d_{ic} \).
and a volume fraction within the tissue of $f_{sc}$. Similarly the lumen are represented by a diffusivity $d_{EES}$ and volume fraction $f_{EES}$ but no solid boundary, as within realistic diffusion times few water molecules will encounter a boundary there. The vascular compartment is represented by a collection of isotropically distributed ‘sticks’ with a pseudo-diffusion coefficient $P$ and volume fraction $f_{vasc}$.

The VERDICT model has proven to be able to discern cancer from benign tissue whilst being more specific to biological microstructural features than either ADC or DKI[121]. It is hypothesised that this link to microstructure could eventually eliminate the need for DCE MRI[120]. An optimised version of the technique, recently presented by Bonet-Carne et al.[16], created maps that were more robust to noise than the original VERDICT.

Machine learning techniques have recently been used to classify PCa using the VERDICT parameters, producing an AUC of 86.7% [36]. A recent conference publication also showed that the $f_{IC}$ parameter better discriminates between Gleason 3+4 and Gleason 3+3 than ADC and that the image quality of VERDICT and ADC are comparable[26]. Preliminary studies have also been able to successfully link the VERDICT model parameters to histology [17].
2.4.2 T2 modelling

T2 relaxometry calculates the actual tissue T2 value from data acquired with a multiple echo sequence. Simple models can estimate an average T2 value for the tissue within a whole voxel whereas more complicated models attempt to discern different tissue compartments and their respective T2 values, at the expense of scan time and SNR.

2.4.2.1 Traditional T2-weighted Imaging

T2-weighted images acquired using a single Spin Echo sequence provide good soft tissue contrast and high image resolution. The relationship between the signal intensity and the underlying T2 relaxation rate for a perfectly homogeneous tissue is:

\[ S = S_0 \exp\left(-\frac{TE}{T2}\right) \]  

\( TE \) is the time between the initial 90° pulse and the echo, \( S_0 \) is the signal intensity at time zero and \( T2 \) is the intrinsic transverse relaxation rate of the tissue. Equation 2.12 shows that a high signal intensity is equivalent to a long tissue T2 value.

A Single Spin Echo sequence is not enough if we are to estimate the value of T2 using Equation 2.12. Due to the fact that the signal intensity cannot be measured at time \( TE = 0 \), \( S_0 \) must be estimated from datapoints at different \( TEs \). This is where multiple echo sequences become necessary. This model is called a mono-exponential model because a single exponential decay is fit to the signal intensities. To understand how T2 relaxation rates can inform us about tissue types and anatomy, it is important to highlight that different soft tissues have different T2 values.

It has been shown that the T2 measurement is related to the abundance of free water [110], cell density [52, 86], luminal, epithelial and stromal volumes [85] and levels of citrate in the prostate [96, 97], which is itself related to luminal partial volume [38, 58, 144]. Whilst current T2-weighted images can localize tumours with relatively good sensitivity and specificity [63, 65, 72, 138, 166] there is varying literature relating to a
correlation to Gleason Score [45, 82, 144]. Many lesions are scored as indeterminate, meaning that more information might help in making a decision.

2.4.2.2 Multi-exponential T2

Much of the work done on multi-compartment T2 models is applied to the brain, so much of the literature in the following section, though not directly related to the prostate, gives a good representation of the possibilities of these techniques in probing microstructure. Multi-exponential fits are the simplest multi-compartment models. Schad et al. [137] discovered in the brain that, whilst normal white and grey matter generally displayed a monoexponential behaviour, cancerous tissue was better represented by a bi-exponential, and went on to show that this difference meant that the model was able to discriminate well the tumour region. Armspach et al. then [9] did a similar study and found that a bi-exponential fit was superior to the monoexponential in Multiple Sclerosis lesions and that the long T2 component was significantly different in MS than in normal white matter.

In the prostate it was found that healthy prostate tissue is multiexponential in nature [82], with the postulation that these components correspond to the epithelial, luminal and stromal regions. Furthermore the biexponential model was favoured over the monoexponential and triexponential in 86% [152] and 96% [57] of cases respectively, in turn proposing but not proving that one of these exponentials comes from the lumen and that the other originates in both the stroma and epithelia combined. Relating epithelial and stromal cells with fast T2 decay and the luminal spaces with slow T2 decay [82, 152] agrees with information about the tissue structure within the prostate, where far more of the water molecules within stromal and epithelial cells will be bound to other molecules. This binding of molecules leads to more hydrogen nuclei being in close proximity to one another, meaning that spin-spin interactions are more common and so the decay rate should be faster than those freely moving within the lumen. Another theorised explanation for the slower decay in the lumen is that there are likely to be more localised static field inhomogeneities in tissue, where there are a lot of different molecule types and tissue microenvironments, than the lumen.
2.4.2.3 T2 Distribution

Distribution models, wherein the T2 spectrum is modelled as a distribution rather than a number of single values (multi-exponential models), are extensively researched in the brain. Three particularly detailed review papers [7, 89, 100] explain the concept of Myelin Water Imaging (MWI), a distribution model designed to calculate the fraction of the tissue volume in the brain taken up by myelin.

Early pioneers of this multi-distribution modelling were MacKay et al. [101], using an unconstrained non-negative least squares (NNLS) fitting algorithm to produce a discrete spectrum of values like those of Figure 2.17. In the figure we can see three large peaks, showing that in this case the model detects three tissue compartments with different magnitudes and T2 values.

The NNLS method seeks to minimise the weighting vector $s$ in the cost function in Equation 2.13. $N$ is the number of echoes collected in the acquisition, $M$ is the selected
number of parameters to be fit by the algorithm and $y$ is the vector containing the signal intensities and $A_{ij} = e^{-TE_i/T^2}$.

$$\sum_{i=1}^{N} | \sum_{j=1}^{M} A_{ij}s_j - y_i |^2$$

The unconstrained nature of this method means that it is subject to no limiting assumptions on the constituents of the underlying tissue. However the main problem with MacKay’s original method was that due to the nature of the optimisation the peaks often became very narrow, which meant that they, like multi-exponential models, were subject to high noise sensitivity. This also explains why in Figure 2.17 the peaks are so narrow. In order to solve this Graham et al. [62] introduced a regularisation term to help smooth the peaks, making them wider and as a result less sensitive to noise. Most of the subsequent MWI studies employed some variant on this regularisation term as it makes the method much more stable and reliable.

Many papers have found the unconstrained distribution model to provide a better fit to the T2 decay curve than the monoexponential model [7, 8, 62, 89, 165, 168, 169]. By increasing the number of degrees of freedom in a fitting procedure it will naturally have a closer fit but in this case the new parameters are worthwhile as they have been shown to offer new insight into the tissue microstructure. Studies have confirmed the link between the Myelin Water Fraction (MWF), a parameter estimated using the MWI fitting, and the myelin fractional volume attained histologically [7, 88, 89, 100, 111, 165]. This validation shows the value of multi-compartment modelling over traditional monoexponential methods.

When using the unconstrained model the number of variables is large, in some studies numbering in the hundreds of variables. However most standard pulse sequences cannot provide this many datapoints. The large disparity between the number of datapoints and the number of variables means that the problem is underdetermined. In other words, there are a number of solutions to the same problem, leading to less reliable results.

In order to resolve the underdetermined problem in the unconstrained model, papers by Stanisz et al.[150] and Raj et al.[126] use the idea of constraining the distribution to
be a combination of parameterised distributions. Previous studies had shown that the T2 spectrum formed into two peaks of roughly Gaussian shape so in order to reduce the number of degrees of freedom in the optimisation the distribution was constrained to be a combination of two Gaussian distributions. This method showed similar results to the unconstrained version whilst being able to function with fewer datapoints and producing less noise in the final parameter maps.

2.4.2.4 mcDESPOT

A limitation of all modelling methods reliant on multi-echo data is that the acquisition is frequently so long that only a single slice sequence is clinically feasible, heavily limiting its viability. The current gold-standard MESE acquisition is the Carr-Purcell-Meiboom-Gill (CPMG) sequence [168]. Alternative strategies of acquiring T2 relaxometry data including FSE, are quicker but still relatively time consuming [44, 116].

cmpDESPO (Multi-Compartment Driven Equilibrium Single Pulse Observation of T1/T2) is a method designed to reduce the scan time necessary to model multiple compartments in both T1 and T2 relaxation. It uses the SPGR [37] and SSPF [29] pulse sequences and is designed to keep the TR of the sequence constant whilst varying the flip angle $\alpha$. It has been found that these steady state sequences, in conjunction with the DESPOT1 and DESPOT2 models [42, 43], are able to calculate accurate and repeatable T1 and T2 values using only two datapoints per voxel (as described in Deoni et al. [41]), enabling a much faster and higher resolution scan.

The DESPOT1 and DESPOT2 models only accounted for one tissue compartment, which was addressed by formulating the mcDESPOT model [41]. This combines the original one compartment models with the assumption of two exchanging water compartments. This gives mcDESPOT the ability to calculate the MWF in brain tissue in a fraction of the time of normal sequences. Furthermore, the inclusion of the exchange between water compartments has not been addressed by any other two compartment model described thus far, giving this model an extra degree of information. mcDESPOT has proven itself able to calculate the T1 and T2 of both the fast and slow components,
along with the exchange rate between the compartments and the MWF, in a shorter time and with a higher resolution than is possible with other sequences.

The downsides of this method are that it is very susceptible to field inhomogeneities and errors in the flip angle. Deoni et al.’s work [41] then goes on to describe that although distribution models could theoretically be used with mcDESPOT, to remove the necessity to specify the number of compartments, the MWF is still considered to be the most clinically useful parameter and hence these increases in complexity may not be worth the additional information. Furthermore, the mcDESPOT model takes into account water exchange between different cell compartments, which is its main strength. However in the prostate we can assume negligible exchange between the lumen and the rest of the tissue due to it’s large size relative to the surrounding cells [56]. Hence the main advantage of the mcDESPOT method seems mostly redundant in the prostate.

2.5 Image unwarping

In Chapter 7, in order to perform voxel-level classification using machine learning, based on a combination of T2 and diffusion data, the images must be correctly aligned. There are many methods for registering medical images [103, 117, 163]. Many of these methodologies perform well when tested on simulated signals and phantom tissue models but their validation in-vivo has been challenging.

In order to align diffusion and T2 images, in this work the diffusion images were unwarped using in-house MATLAB code developed by a software engineer within the research group. The main source of misalignment between DWI and T2-weighted images is the inhomogeneous B0 field caused by inhomogeneities in the magnet inside the scanner, magnetic materials within the field and technical problems. These inhomogeneities cause echo planar imaging (EPI) based images to become distorted when compared to T2-weighted images as the reconstruction process is based on the assumption of a homogeneous field and the low bandwidth of EPI makes it more susceptible to field variations.
In order to undistort the diffusion images a B0 map was acquired as part of the scanner protocol. Using the bandwidth/pixel ratio calculated by the scanner the number of pixels by which the image was shifted due to these inhomogeneities could be calculated.

After the distortion correction the next step is to re-slice the DWI in order that it is in the same plane and has the same resolution as the T2-weighted images. This was done using 3D interpolation whereby the interpolating kernel takes into account both the slice thickness and in-plane voxel size and ensures anti-aliasing, again using in-house software.

### 2.6 Machine learning

Machine learning is a data analysis method that has the ability to automatically learn and improve from experience in order to predict outcomes without being explicitly programmed to do so.

Typically machine learning is split up into four broad categories; supervised, unsupervised, semi-supervised and reinforcement learning [61]. Supervised learning uses labelled data to predict the output variables and is usually used for regression and classification. Unsupervised learning is trained on unlabelled data, relying on pattern recognition in the input data to label datapoints. Unsupervised learning is commonly used for the clustering of datapoints. Semi-supervised learning is a combination of supervised and unsupervised learning whereby some of the data is labelled and some is not, usually used in situations where labels are costly to produce. Reinforcement learning maximises rewards and minimises risks using observations it iteratively gathers from its environment.

All of the data used in this thesis is fully labelled so a supervised method would be the most appropriate. In this work neural networks were chosen for all classification tasks due to the fact that they can be used for supervised learning and because of their versatility and their ability to infer non-linear relationships.

An example of a neural network is shown in Figure 2.18. Neural networks consist of an initial layer of input nodes, an end layer of output nodes and a number of ‘hidden’
layers between them. The number of layers between the input and output layers and the number of nodes within each of the hidden layers can be adjusted for the problem at hand. All of the connections between the nodes have weights so that the input to a node is the output of a node in the last layer multiplied by the weight of the connection between them. Each node sums up all of its inputs and a bias and then uses an ‘activation function’ to convert its inputs into an output.

There is a wide range of activation functions available, three of which are shown in Figure 2.19. Activation functions read in the sum of the weighted inputs as:

$$\text{output} = \phi \left( \sum_{n=1}^{N} (\theta_n x_n) + \theta_0 \right)$$  \hspace{1cm} (2.14)

where $N$ is the number of nodes in the previous layer, $\phi$ is the activation function, $\theta_n$ is the weight of the connection from the $n^{th}$ node in the previous layer and $x_n$ is the output from the $n^{th}$ node in the previous layer.

There are pros and cons to each choice of activation function. The linear activation
### Rectified Linear Unit (ReLU)

\[ \phi(z) = \max(0, z) \]

### Sigmoid

\[ \phi(z) = \frac{1}{1 + e^{-z}} \]

### Linear

\[ \phi(z) = z \]

**Figure 2.19:** Diagram of example neural network with two hidden layers.

Function is very simple but layers cannot be stacked as any combination of linear functions is still linear and hence can be replaced by a single layer. The sigmoid function is a strong classifier due to its steep gradients in the central region and allows the stacking of layers due to its non-linear nature but the small gradients as \( z \) moves further from the origin means that the network can sometimes be very slow to learn. The ReLU function is non-linear, enabling multiple layers, and does not suffer from small gradients at the extremities. Another benefit is that, because the ReLU outputs zero for values of \( z \) less than zero, it has fewer neurons activated at any one time, meaning that it is more efficient at representing the data and is better at disentangling variations in the data [60]. However one problem with ReLU is that if a node goes into the zero-gradient region of the activation function it will stop responding to changes in the input, making a large part of the network passive.

Once the size of the neural network has been defined, before any optimisation occurs it has to be initialised. An obvious method of initialisation would be to set all of the weights to zero but this does not work as it means that each set of weights mirror each other and cause the network to become highly redundant. A much more effective initialisation is to set each weight to be a random value within a set range, usually small...
values close to zero.

Once the weights have been initialised, a cost function over which the neural network is minimised must be defined. A common cost function when a ReLU or sigmoid activation function is used is cross entropy, given by:

\[
J(\Theta) = -\frac{1}{m} \left[ \sum_{i=1}^{m} \sum_{k=1}^{K} y_k^{(i)} \log(\phi_{\Theta}(x^{(i)}))_k + (1 - y_k^{(i)}) \log(1 - (\phi_{\Theta}(x^{(i)})))_k \right] + \frac{\lambda}{2m} \sum_{l=1}^{L-1} \sum_{i=1}^{s_l} \sum_{j=1}^{s_{l+1}} (\Theta^{(l)}_{ji})^2
\]  
\tag{2.15}

where \( J(\Theta) \) is the cost function of the vector of weights \( \Theta \), \( m \) is the number of datapoints, \( K \) is the number of output nodes, \( y_k^{(i)} \) is the actual value of output node \( k \) for datapoint \( i \), \( \phi_{\Theta}(x^{(i)})_k \) is the prediction of the model for output node \( k \) with weights \( \Theta \) and input variables \( x^{(i)} \), and \( \lambda \) is the weight decay parameter which controls how large the effect of the regularising term is.

Once a cost function has been defined, the weights can be optimised for a training set of input and output values. A common optimisation algorithm is gradient descent:

\[
\Theta^{(l)}_{ij} \leftarrow \Theta^{(l)}_{ij} - \alpha \frac{\partial}{\partial \Theta^{(l)}_{ij}} J(\Theta)
\]  
\tag{2.16}

whereby the weight vector \( \Theta \) is updated as the previous value minus the gradient of the cost function \( J(\Theta) \) multiplied by the learning rate \( \alpha \), where the weights are indexed for each layer of weights \( l \) between nodes \( i \) and \( j \) of the two connected layers.

In order to calculate the values of the output nodes a process called forward propagation is used to move forwards through each layer, calculating the output of each layer based upon the inputs from the last. However, as the gradient descent method needs to know the gradient of the cost function for each weight, a process called back propagation is used to quickly and efficiently calculate these. Through a long derivation \[92\] it can be shown that for each layer of weights \( l \) between nodes \( i \) and \( j \) of the two connected layers:

\[
\frac{\partial}{\partial \Theta^{(l)}_{ij}} J(\Theta) = a_j^{(l)} \delta_i^{(l+1)}
\]  
\tag{2.17}
where $a_j^{(l)}$ is the output value of the $j^{th}$ node in the the layer $l$ and $\delta_i^{(l+1)}$ is the ‘error’ of node $i$ in layer $l + 1$. $\delta_i^{(l)}$ is defined as:

$$\delta_i^{(l)} = (\Theta_i^{(l)})^T \delta^{(l+1)} \cdot \phi'(z_i^{(l)})$$ (2.18)

where $\phi'$ is the derivative of the activation function and $z_i^{(l)}$ is the vector of input values for node $i$ in layer $l$. For a sigmoid activation function it can be shown that:

$$\phi'(z^{(l)}) = a^{(l)} \cdot (1 - a^{(l)})$$ (2.19)

For the output layer $l_o$ the error is defined as:

$$\delta^{(l_o)} = a^{(l_o)} - y$$ (2.20)

where $y$ is the vector of output values and $a^{(l_o)}$ is the vector of estimated output values.

In order to calculate the updated values for each of the weights the differential of the cost function must be found with respect to each of the weights. Equations 2.17-2.20 show that this is most efficiently done by calculating the error of the output layer through forward propagation and then stepping backwards layer by layer to calculate the differential of the cost function for each weight using back propagation.

Machine learning has been used in the prostate already, from segmenting digital histology [102] to detecting prostate cancer using radiomics [15, 164] to combining textural analysis of diffusion and T2 images [49]. Few studies have been made on using machine learning techniques on voxel-wise diffusion or T2-weighted data from the scanner to detect and grade tumours. One work showed that using convolutional neural networks on mp-MRI images to produce lesion probability maps could have similar sensitivity and better specificity than a 6-core prostate biopsy in localising prostate lesions and then goes on to show that these methods also show promise in being able to grade these lesions accurately [174].
2.7 Summary

This chapter has given a summary of current clinical methods and cutting edge diffusion and T2 models. The current method of performing digital rectal examinations, TRUS guided biopsies and histological analysis is invasive and inaccurate. Cutting edge MR sequences and models may be able to improve upon this but are not yet as sensitive and specific to the grades of PCa as histological analysis. However, the utility of a model that could accurately model tissue microstructure is clear.

There is an opportunity to use distribution models in the prostate. None of the ADC, DTI, DKI, Stretched Exponential, multi-exponential or VERDICT models directly quantify a variance for the diffusivity values. Statistical models, especially when multiple compartment, have been shown to relate to individual tissue components but need to be developed further in the prostate. If the relative heterogeneity of the prostate could be quantified, this information could be used to try to detect and grade tumours in the prostate.

Another opportunity lies in better quantifying the diffusion anisotropy of prostate tissue. There are diffusion acquisitions and models in the brain, such as SMT, specifically designed to cope with regions where axons are crossed, an area that traditional diffusion tensors fail to model accurately. There is little to no anisotropy shown by diffusion tensors in the prostate, even though epithelia and stroma are characterised as long and thin cells of radius $\sim 10\mu m$ [120] which would be expected to have anisotropic diffusion characteristics. As glandular lumen could be expected to have more isotropic diffusion due to their structure, a method that could remove the confounding orientation of cells in the prostate could indirectly measure the relative fractions of the tissue made up of cells. As we know PCa is a proliferation of cells that destroys the lumen, it follows that this would then be a method that was sensitive to prostate cancer.

The study of T2 modelling is much less widespread than diffusion modelling, especially in the prostate. Traditional T2-weighted images are well established but make limited use of the information available. Introducing multiple compartments using NNLS fitting improves the model’s relation to histology but at the expense of some robustness to
noise. Distribution models have the benefit of being more robust whilst retaining their relationship with histology but as yet are unproven in the prostate. Their application in the brain to calculate the MWF, which similarly contains two distinct T2 components, means that their application to the prostate could be of interest.

Furthermore, machine learning is a strong and versatile technique that is used in a wide range of classification tasks. There is little prior work utilising machine learning methods in the prostate and none combine them with ME-T2 datasets. This novel method for detecting prostate cancer has the strength of not needing a model, meaning that none of the tissue assumptions applied in other circumstances need to be made. It is an area that definitely deserves further research.

Overall, the opportunities highlighted in this section all push the boundaries of current MR techniques by combining richer datasets with novel tissue models. Current methods work well but suffer from not being specific enough to PCa. By more faithfully modelling the prostate with MR, all of these studies aim to provide more information with which to make a better clinical assessment, reducing the need for invasive techniques and hopefully preventing deaths from prostate cancer.
Chapter 3

Diffusion Modelling

Most studies into diffusion modelling use the traditional ADC model, a homogeneous, isotropic single compartment model. As used in multi-parametric MRI, this technique has proven effective in helping in the detection and grading of prostate cancer. However, if some of the disadvantages of these methods are to be addressed then these simplistic models could be replaced by ones that more accurately represent the microstructure of the prostate.

This chapter separately investigates two diffusion MRI models for better quantifying tissue microstructure in the prostate, describing the process of selecting the most appropriate models and then going on to test them in simulated datasets and in-vivo. One model uses a distribution of diffusivity values for each pixel to discover how heterogeneous the underlying tissue is. The second model looks to remove the effects of orientational heterogeneity in order to obtain more accurate diffusional anisotropy values.

These models are related in that they both try to obtain parameters related to microstructure from data at normal clinical resolution, using models on a single voxel instead of trying to increase resolution. They were chosen because they address two of the flawed assumptions made when modelling the Apparent Diffusion Coefficient, one that prostate tissue is made up of a homogeneous tissue that has a single diffusivity value and one that that tissue is diffusion isotropic. Furthermore, both models have
shown promise in other regions of the body and both introduce a small number of extra parameters in order to better model the tissue without requiring a large amount of data to perform accurately.

\section*{3.1 Distributed diffusivity model}

Diffusion MRI is an established method for modelling microstructure in the prostate. Many intricate models have been developed that try to link diffusion MRI to the histology of the prostate but ADC is still the most popular and is the only one used in the clinic. This is because all of the extra detail that more complex models provide are counteracted by the fact that they require more data to produce robust and repeatible results. Therefore, the idea proposed in this section stems from the fact that a model that finds a middle ground between the simple and repeatible ADC and the intricate and microstructurally-informed models, such as VERDICT, could be more effective than either.

The proposed model is a distribution of diffusivities modelled as a single-Gaussian which produces both a mean and a standard deviation value for diffusivity rather than just a mean value, adapted from past work in the brain [126]. This only adds one extra parameter to the ADC model so it should not require the large amounts of data that some diffusion models need to work effectively. The theory behind this model is that within prostate tumours there is a proportion of the signal originating from the water in the glandular lumen. However, in a prostate tumour the luminal high-diffusivity signal component will be lower as the malignant cells grow into these lumen. It is proposed that within PCa a larger proportion of the overall diffusion-weighted signal will originate from only one compartment as, when tissue becomes more cancerous, the signal will be dominated by one effective compartment that is a combination of both epithelial and stromal cells. Hence the overall tissue heterogeneity, modelled by the standard deviation of the distribution of diffusivities of the pixel, will be reduced. This model does assume that there is only one tissue type within the prostate but takes into account the overall intra-voxel tissue heterogeneity with the variance variable.
A study was designed to investigate the hypothesis that a three-parameter Gaussian distributed diffusivity model would be able to successfully discern between cancerous and normal tissue and provide a better fit to diffusion data than ADC.

3.1.1 Methods

Four men awaiting biopsy for suspected prostate cancer were recalled for diffusion imaging within two weeks of their multiparametric prostate MRI (mp-MRI) on a Philips Achieva 3T MRI scanner using a 32-channel cardiac coil. The diffusion weighted MRI was performed in the axial plane using a pulse gradient spin echo sequence, acquired using single-shot echo planar imaging. Three orthogonal directions were used for each of the 6 b values (0, 90, 500, 1500, 2000 and 3000 s mm$^2$). The other parameters of the DWI were: TR/TE = 2000-3707/50–80 ms; voxel size = 1.3x1.3x5mm$^3$; slice thickness = 5mm; number of slices = 14; field of view (FOV) = 220 x 220 mm$^2$; matrix size = 176 x 176; scan duration = 12m 57s.

A radiologist manually contoured a circular region of interest (ROI) on the ADC map at the suspected epicentre of the tumour and the same ROI was copied onto a normal region of the prostate (as confirmed by previous mp-MRI) in the same zone on the same slice. All lesions were histologically confirmed as prostate cancer following targeted biopsy.

Two separate models were fit to the signal intensity data. The apparent diffusion coefficient (ADC) of the tissue was calculated in order to compare the new method to existing models. Then the distributed diffusivity model was calculated from the signal intensities using the equation:

$$S = S_0 \int_0^\infty P(D)e^{-bD} dD$$  \hspace{1cm} (3.1)

Using the Gaussian distribution to model the diffusion spectrum as:

$$P(D) = (2\sigma^2\pi)^{-1/2}e^{-(D-D_m)^2/2\sigma^2}$$  \hspace{1cm} (3.2)
Figure 3.1: A graph showing the Gaussian diffusion distribution along the b=0 axis. The overall signal is the sum of all of the exponentials, as explained in Equation 3.1.

This distribution was estimated for each voxel, producing values for mean diffusivity ($D_m$) and standard deviation ($\sigma$) using a constrained nonlinear least squares optimization in a custom-written Matlab tool. It is expected that as the volume of luminal space within a pixel changes, the variance parameter of this model will change.

Figure 3.2: Comparison of mono-exponential and distribution models in a single voxel.
Figure 3.3: Maps of ADC, Mean Diffusivity ($D_m$) of Distribution and Standard Deviation ($\sigma$) of Distribution for all three patients. The tumour is outlined in red.

<table>
<thead>
<tr>
<th>ADC ($10^{-4}$)</th>
<th>$D_m$ ($10^{-4}$)</th>
<th>$\sigma$ ($10^{-4}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Range</td>
<td>Mean</td>
</tr>
<tr>
<td>Tumour</td>
<td>5.98</td>
<td>5.11-7.72</td>
</tr>
</tbody>
</table>

Table 3.1: Mean values and the range of values of ADC, $D_m$ and $\sigma$ for both tumour and normal tissue

Figure 3.4: Maps of T2w, DWI, ADC, Mean Diffusivity of Distribution ($D_m$) and Standard Deviation of Distribution ($\sigma$) for one patient. The tumour is outlined in red.

Figure 3.1 is a visual representation of Equation 3.1, showing how the diffusion distribution $P(D)$ and exponential diffusion signal decay $e^{-bD}$ combine to form the overall signal intensities. Maps of ADC, mean diffusivity ($D_m$) and standard deviation ($\sigma$) were produced for selected slices of interest within each acquisition. In order to analyse the ability of this distributed diffusivity model to differentiate between regions of normal tissue and tumour, a Wilcoxon rank sum test was carried out, where a value of $p < 0.05$ was taken to be significant.
3.1.2 Results and Discussion

All lesions were confirmed as Gleason 3+4. The fact that all of the lesions had the same Gleason score could introduce bias, but, as a preliminary investigation on a small number of patients, the results of this study give insight into how the model might perform in larger studies. The ROIs were of size 46, 235,128 and 75 pixels respectively for each of the four subjects. Table 3.1 shows the mean values and the range of values of ADC, $D_m$ and $\sigma$ for both tumour and normal tissue. Figure 3.4 shows images of the same prostate in five different maps for comparison.

Maps of $D_m$, $\sigma$ and ADC were obtained, with most of the voxels within the prostate obtaining a fit that was within the bounds set for the optimisation. Figure 3.2 shows the fits of both models for a typical voxel in an area of normal prostate tissue along with the mean-squared error, confirming that the distributed diffusivity model produces a closer fit to the data. Wilcoxon rank sum tests showed p-values of $p=0.00031$ for $D_m$, $p=0.00062$ for $\sigma$ and $p=0.00025$ for ADC, which are below $p=0.0167$ (the Bonferroni-corrected p-value for a 95% significance), suggesting that all are able to distinguish between tumour and normal tissue in the patients studied. Not only do these results show that $D_m$ and $\sigma$ can be used to distinguish tumour from normal tissue, the distributed diffusivity model provides a better fit to the data than the mono-exponential, as shown by the Mean Square Error values in Figure 3.2. Though this is expected when the number of fitting variables is increased, the fact that the error is reduced by a factor of 10 is significant.

The parameters of the model are shown in Figure 3.3. It can be seen that in the PZ both $D_m$ and $ADC$ are higher, showing that water molecules there are on average less restricted, which ties in with the fact that the normal PZ is known to have a higher luminal partial volume than the rest of the prostate. It is also interesting that $\sigma$ is raised in the PZ, tying in with the fact that the smaller luminal volumes in the TZ mean that the tissue is more homogeneous there. One limitation of the current method is that the maps for $\sigma$ in Figure 3.3 look noisy, which is likely to be down to the diffusion acquisition. To rectify this issue further work should aim to optimise the dataset in order to maximise the performance of the model.
Though this study only contains four subjects, it has shown that in these subjects that, based on the p-values of the statistical test carried out, the diffusion distribution model is at least as effective as ADC in its ability to distinguish normal tissue from Gleason 3+4. The small number of subjects and the fact that each tumour has the same Gleason grade means that this experiment is limited. In order to fully investigate this technique a larger study validated by histology must be carried out on tumours with a wider range of Gleason grades. As a further line of research the correlation between these parameters and histology could be assessed in order to probe the relationship of the model to underlying tissue microstructure. For example, the value of $\sigma$ appears to fall in areas of tumour in Figure 3.3 when compared with normal tissue areas in the same zone of the prostate, which could correspond with the loss of luminal and ductal space [20]. Though anatomically these current findings seem correct, the relationship between this $\sigma$ value and the microstructural heterogeneity of the tissue should be investigated further. The model could also be extended based on radiological characteristics, for example to account for multiple tissue microenvironments.

### 3.2 Spherical Mean Technique

Parallel to the experiments looking into a single Gaussian diffusivity model, another diffusion model was investigated. This was motivated by the fact that current methods in the prostate are not able to accurately measure diffusion anisotropy. Diffusion anisotropy is a tissue characteristic that has proven useful in examining tissue in the brain but is underutilised in the prostate. Bourne et al. [20] used high resolution diffusion images (40x40x40µm³) to show that diffusion anisotropy is present in the prostate.

The prostate contains stromal cells that are thought to be highly diffusion anisotropic but previous work [20] has shown that as the volume of a voxel increases the mean FA for that voxel falls. This shows that high resolution images can detect this anisotropy but in larger voxels the effect of orientational heterogeneity reduces the overall voxel anisotropy.
The Spherical Mean Technique (SMT), as described in Chapter 2, is used in regions of the brain where fibres cross. It was designed to find the diffusion anisotropy of the underlying fibres when the individual fibres are oriented in many directions. This problem has similarities to the prostate in that on a very small scale anisotropy is present but within a larger diffusion MRI voxel this effect is lost. Hence this model is appropriate to the prostate as it could remove the effect of the orientational heterogeneity of the stromal tissue. The difference between normal tissue and tumour should then be more significant as the overall voxel FA is expected to increase with a decrease in the fractional volume of glandular lumen.

3.2.1 Background

The SMT estimates parallel and perpendicular diffusion coefficients whilst removing the effects of orientation. The normalised diffusion signal $e_b$ for gradient $g$ in direction $\omega$ is:

$$e_b(g) = \int_{S^2} h_b(g, \omega)p(\omega)d\omega \quad (3.3)$$

where $S^2$ is a unit sphere, $h_b(g, \omega)$ is the average impulse response function for a microscopic section of tissue where orientation is not a confounding factor and $p(\omega)$ is the orientation distribution of the cells within a voxel. The spherical mean $\bar{e}_b$ of the diffusion signal over all gradient directions is:

$$\bar{e}_b = \frac{1}{4\pi} \int_{S^2} e_b(g)dg. \quad (3.4)$$

Through substitution of these two equations it can be shown that the spherical mean of the impulse response function $\bar{h} = \bar{e}$. This means that the arithmetic average of the signals in all directions is equal to the spherical mean of the impulse response function. Hence by varying the parameters of the response function the best fit to the average of the signals of all gradient directions can be estimated.

In order to be able to constrain this problem a model for the response function must be chosen. In this work and in previous works the axially symmetric "zeppelin" shape is chosen, where the response function is described by two parameters, the parallel
Figure 3.5: Zeppelin response function, with the parallel and perpendicular diffusivities ($\lambda_\parallel$ and $\lambda_\perp$) labelled. The zeppelin shape is axially symmetric which reduces the number of parameters when compared to a normal tensor.

diffusivity ($\lambda_\parallel$) and the perpendicular diffusivity ($\lambda_\perp$). A representation of the zeppelin response function is shown in Figure 3.5.

In mathematical form the zeppelin function is:

$$h_b(g, \omega) = \exp(-b(g, \omega)^2 \lambda_\parallel) \exp(-b(1 - (g, \omega)^2) \lambda_\perp)$$  \hspace{1cm} (3.5)

where $(g, \omega)$ is the difference between the gradient direction and orientation direction. From this the spherical mean is calculated as [81]:

$$\bar{h}_b(\lambda_\parallel, \lambda_\perp) = \frac{\sqrt{\pi}}{2} e^{-b\lambda_\perp} \frac{erf\left(\sqrt{b(\lambda_\parallel - \lambda_\perp)}\right)}{\sqrt{b(\lambda_\parallel - \lambda_\perp)}} = \bar{e}_b(\lambda_\parallel, \lambda_\perp)$$  \hspace{1cm} (3.6)

In order to find the values of $\lambda_\parallel$ and $\lambda_\perp$ that best fit the data an optimisation called the interior-point method was used, which is designed to solve non-linear convex problems.

In previous works, a parameter called the Fractional Anisotropy (FA) was of interest as it combines $\lambda_\parallel$ and $\lambda_\perp$ into one measure of anisotropy. Fractional anisotropy for a 3-dimensional tensor is defined as:

$$FA = \sqrt{\frac{1}{2} \sqrt{(\lambda_1 - \lambda_2)^2 + (\lambda_2 - \lambda_3)^2 + (\lambda_3 - \lambda_1)^2}} \sqrt{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}$$ \hspace{1cm} (3.7)
Which, using the zeppelin model, simplifies to:

\[
FA = \frac{\lambda_\parallel - \lambda_\perp}{\sqrt{\lambda_\parallel^2 + 2\lambda_\perp^2}}
\]  

An experiment was designed to investigate whether the SMT could provide anisotropy values that better resembled the tissue microstructure and whether this could then be used to detect and grade regions of interest. The ability of the \(\lambda_\parallel\), \(\lambda_\perp\) and \(FA\) parameters to categorise ROIs into both groupings of PI-RADS v2 scores and histologically informed normal tissue and tumour were compared to that of ADC.

### 3.2.2 Methods

Retrospective data, which was acquired for VERDICT modelling in a larger prospective study [78], was used for 65 patients aged 49-79. The acquisition is a PGSE single shot EPI on a Philips Achieva 3T MRI scanner. DWI was acquired with Single Diffusion Encoding (SDE) single shot EPI sequences over 6 b-values (0, 90, 500, 1500, 2000, 3000 \(s/mm^2\)) in 3 orthogonal directions. TR/TE = 2000-3707/50-80 ms; Field of View = 220x220 mm; Voxel size = 1.3x1.3x5mm; Scan duration = 12:57. ROIs were drawn by a board-certified radiologist in regions of both healthy tissue and suspected lesion using mp-MRI images taken as part of the acquisition. In all, 98 ROIs were contoured for this study. After the ROIs were contoured, a radiologist then assigned each a PI-RADS v2 score based on the standard mp-MRI images acquired as part of the study. The SMT maps were processed as described in Section 3.2.1.

The ability of the median SMT parameter values of ROIs to differentiate between PI-RADS v2 score groupings was determined using a Receiver Operating Characteristic (ROC) analysis combined with 5-fold cross validation. Three comparisons were made in this way. PI-RADS 1,2 vs PI-RADS 3,4,5 aims to separate lesions needing further action from those that do not. PI-RADS 1,2 vs PI-RADS 3, and PI-RADS 3 vs PI-RADS 4,5, both investigate the SMT’s ability to discern between negative (1,2), indeterminate (3)
Figure 3.6: T2w, ADC, b=90 and b=2000 images for an example PZ tumour.

Table 3.2: AUC values when differentiating between three different PI-RADS v2 groupings.

<table>
<thead>
<tr>
<th>PI-RADS grouping</th>
<th>$\lambda_{\parallel}$</th>
<th>$\lambda_{\perp}$</th>
<th>FA</th>
<th>ADC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,2v3</td>
<td>0.7126</td>
<td>0.6932</td>
<td>0.7049</td>
<td>0.7114</td>
</tr>
<tr>
<td>3v4,5</td>
<td>0.7417</td>
<td>0.4600</td>
<td>0.6267</td>
<td>0.5283</td>
</tr>
<tr>
<td>1,2v3,4,5</td>
<td>0.7404</td>
<td>0.7284</td>
<td>0.7468</td>
<td>0.7296</td>
</tr>
</tbody>
</table>

and positive (4,5) disease. The mean values for sensitivity, specificity and area-under-curve (AUC) across the five-folds were computed. Sensitivity and specificity values were calculated from the ROC analysis using an operating point with the shortest distance to the point of perfect discrimination.

The ability of the SMT to discern histologically confirmed tumour from normal tissue was also assessed in a subset of 19 of these patients for which biopsy data was available. 30 ROIs were drawn in either normal regions or tumour using prior knowledge of the location of biopsy results (imaging was pre-biopsy). Values for sensitivity, specificity and area-under-curve (AUC) were also calculated.

3.2.3 Results

For the diffusion ROIs there were 30 PI-RADS 1, 32 PI-RADS 2, 18 PI-RADS 3, 7 PI-RADS 4 and 11 PI-RADS 5. Of the histologically examined ROIs 16 were found to be benign, 3 were Gleason 3+3, 6 were 3+4, 3 were 4+3, 2 were 4+4, 1 was 4+5.

Figure 3.6 contains images of an example prostate containing a tumour in the left PZ.

Figure 3.7 shows an example in the prostate of the FA map calculated using the SMT alongside the ADC map.

Table 3.2 shows the AUC values of each parameter when differentiating between the three different sets of PI-RADS v2 groupings. Table 3.3 shows the sensitivity and specificity
### 3.2.4 Discussion

The first point to note from the results is that the fractional anisotropy values calculated through the SMT are substantially higher than those seen in previous studies using DTI [18, 20, 54]. The effects of orientation distribution mean that a lower value for FA is expected from DTI but, as there is no ground truth as to what the diffusion anisotropy should be, the accuracy of these values cannot be quantified. However, the ability of
the SMT estimates to differentiate PI-RADS v2 scores is shown to be similar to that of ADC in this study, even when differentiating between indeterminate lesions and positive lesions (PI-RADS 3 v PI-RADS 4,5). This shows that the tensor produced by the SMT is providing more insight into changes in the tissue than ADC.

The histology results in 3.2 show that when simply trying to detect prostate cancer the $\lambda_\perp$ looks to be the most effective. Though this does not agree with the results from the PI-RADS study, which could well be down to the fact that the two tests were performed on different datasets, it still shows that the SMT model is more sensitive and specific to tumours than the traditional ADC model.

The limitations of this study were that the diffusion acquisition was not optimised for this model and that the dataset was not large enough to conclusively prove how useful the SMT is.

There are a number of ways in which to further investigate the ability of SMT to produce more accurate measures of microstructural anisotropy and more effective methods for classifying suspicious lesions. First, the number of b-values and the number of gradient directions should be further optimised. This study evaluated the method on 3 gradient directions, which is relatively few, and a larger number of b-values. In order for this technique to become clinically viable these values must be prospectively investigated and fixed. Then a multi-reader study into how repeatible these values are would be important, as a poor repeatability means that a method cannot be rolled out to other centres and be effective.

\section*{3.3 Summary}

This chapter set out to investigate two models for better quantifying tissue heterogeneity in the prostate and then utilise them in detecting and grading prostate cancer.

The models addressed different flawed assumptions that are made when using the Apparent Diffusion Coefficient model, one that the tissue within a pixel all has the same
diffusivity and the other that diffusivity is isotropic in the prostate. These two assumptions do not agree with what histology tells us about the microstructure of the prostate so the question is whether accounting for them can improve our ability to detect and grade prostate cancer.

This chapter has shown that even with the non-optimal datasets used, both models provide new and interesting information on the prostate and both show promise in being able to provide information that would be useful to clinicians when examining prostate cancer.
Chapter 4

T2 Modelling

In the past there has been an extensive amount of work done in the prostate looking into diffusion MRI for quantifying tissue microstructure. The diffusion measure that is currently used in routine clinical practice is ADC, chosen for its simplicity and robustness to noise. However, it does not provide quantitative information on the constituent compartments of the prostate tissue, instead giving an average diffusivity value across an entire pixel. Nor is ADC fully reliable in being able to give us information about the severity of a particular tumour [10]. EPI-based diffusion scans also suffer from distortion and signal pile up, which can lead to inaccurate results and sometimes render scans unusable.

The current cutting edge of clinical practice, multi-parametric MRI (mp-MRI) [151], utilises ADC, T2, and DCE MRI (as shown in Figure 4.1), acknowledging the fact that one modality isn’t able to accurately inform a clinical decision with the techniques of

![Figure 4.1: Example of the three components of multi-parametric MRI, axial T2, apparent diffusion coefficient (ADC) and dynamic contrast enhanced (DCE) images.](image)
T2 Modelling

T2 Modelling today. However, one of the issues with mp-MRI is that currently it has high sensitivity but low specificity, with over 40% of lesions classified as indeterminate. Furthermore, inter-reader agreement is highly variable, with one study having it as low as 55-65% [140]. These issues are the motivation behind looking for a quantitative technique that provides more information than simple ADC and T2 images in order to be able to distinguish tumour from normal tissue in more difficult cases.

This chapter looks into alternative methods for quantifying tissue microstructure by imposing models onto multi-echo T2 images instead. Whilst quantitative T2 modelling is not new in itself, its application to the prostate is a small but expanding field of research. Most studies into T2 in the prostate use the anatomical T2 weighted image, effectively a homogeneous single compartment model. This, like ADC, is simple but provides no direct quantification of the underlying tissue composition. Therefore, similar to the brain using Myelin Water Imaging (MWI) [101], this chapter investigates the possibility of using a multi-compartment model on multiple-echo T2 (ME-T2) data.

4.1 Model Selection

As described in Chapter 2, there are a number of models that have previously been applied to ME-T2 data, most examples of which are used in images of the brain. In choosing which model to use in the prostate, it must first be understood what microstructure is present within the tissue. ME-T2 imaging in the brain is designed to separate the myelin water compartment from the rest of the brain in order to detect changes in the thickness of the myelin sheath surrounding neurons. Myelin has a different T2 value to the rest of the brain so MWI separates the tissue into two compartments. When looking at the prostate, the three main tissue compartments are lumen, stroma and epithelia. Though the stroma and epithelia serve very different functions within the prostate they have similar T2 values in comparison to the large luminal space. This means that a two compartment model is also appropriate for the prostate, one quantifying lumen and one the stroma and epithelia combined. Blood vessels, the other main component of prostate tissue, are expected to make insignificant contributions to the overall signal [134, 136].
In order to model the separate T2 compartments in the prostate, the choices are a bi-exponential model, a non-negative least squares (NNLS) fit \cite{101} or a statistical model. The bi-exponential model has proven unable to distinguish the myelin compartment in the brain \cite{51} so was ruled out when looking for the luminal component in the prostate.

Referring back to the literature on multi-compartment T2 modelling in the brain, most use an unconstrained NNLS algorithm \cite{101, 134, 136}. This method fits an arbitrarily large number of exponentials to the signal decay curve which represent a distribution of T2 values. It has proven effective in the brain at measuring myelination and has also been used in the prostate \cite{133, 135}. However, the problem with the NNLS method lies in the unconstrained nature of the fit. The large number of exponentials fit to the decay curve lead to an underdetermined problem where there are far fewer inputs than outputs in the model.

In order to assess the NNLS fitting method a preliminary experiment was designed to
test how many exponentials were needed in the NNLS model to properly detect two separate T2 compartments in prostate tissue. The prostate was acquired with a 64-echo sequence (echo spacing 25ms) and 20 pixels from healthy regions of interest in the PZ of each of 5 subjects were selected. Across all of the pixels it was necessary to fit at least 80 discrete T2 values between 0-1000ms to be able to find some degree of intra-compartment heterogeneity in a prostate tissue sample.

To have a robust fit it is necessary to have more datapoints than unknowns. Acquiring a large number of echoes per line of k-space in vivo leads to an impractical scan time. Hence a limitation of this fitting method is its underdetermined nature if used with a clinically plausible acquisition.

One way of addressing this is by using a regularisation term to smooth the NNLS peaks and make the estimates more reliable. By introducing terms such as an energy minimisation regulariser the delta-peaks that NNLS produces can be smoothed out and the optimisation can be made more robust. Using a regulariser to minimise the energy of the curvature of the spectrum, the optimisation becomes:

$$\chi^2 = \min \left[ \sum_{i=1}^{N} \left| \sum_{j=1}^{M} A_{ij} s_j - y_i \right|^2 + \mu \sum_{j=1}^{M} \left| s_{j+2} - 2s_{j+1} + s_j \right|^2 \right].$$

(4.1)

\(A\) is an \(NxM\) matrix containing values of \(e^{-t_i/T2_j}\), \(s\) is an \(Mx1\) vector of weights, \(y\) is the \(Nx1\) vector of real signal values and \(\mu\) is the smoothing factor. Larger values of \(\mu\) lead to smoother and flatter T2 distributions whereas \(\mu = 0\) gives the original NNLS fit.

The downside to using these regularisation terms is that the regulariser itself needs a weighting \(\mu\) in the algorithm which may be difficult to determine. By increasing the weighting the peaks are smoothed more and the variance of the distributions increases so a meaningful value of intra-compartment heterogeneity is hard to attain, though the areas of the peaks might be better preserved.

Despite the underdetermined nature of the NNLS method the outputs in the prostate have consistently shown two compartments [57, 82, 152]. The reason so many methods use NNLS fitting is that it is unconstrained and can pick up subtleties that a more
constrained model might not. However, the fact that in the prostate it repeatedly pro-
duces two-compartment T2 distributions hints at the fact that, whilst it improves upon
a bi-exponential model, the complexity and freedom added by the many exponentials in
the NNLS fit is too much and a constrained model could be a better middle ground.

Since a distribution of T2 values obviously has an advantage over the bi-exponential and
multi-exponential models, but the NNLS method is too unconstrained for the number
of datapoints that can feasibly be collected, it makes logical sense to try to put in place
a small number of constraints on the fitting of the T2 distribution that will remove the
problem of the fitting being underdetermined without placing unduly strict assumptions
on the tissue. There are a large number of constraints that can be put in place, such as
constraining the range of T2 values of each compartment or the number of compartments.

The model that will be investigated in this study places two simple constraints on the
fit. One is that there are two T2 compartments to be found within the prostate which,
as has been discussed previously, is an accepted assumption given NNLS fitting results
[134, 136].

The second assumption placed on the model is on the shape of the T2 distribution for
each of the compartments. In NNLS fits each of the compartments is distributed around
a mean value with a quick drop off either side. The two candidates for this shape were
Gaussian and Gamma distributions, described respectively by the equations:

\[
\mathcal{N}(x|\mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]

(4.2)

where \(\mu\) is the mean of the distribution and \(\sigma^2\) is the variance, and

\[
\Gamma(x|a, b) = \frac{1}{\Gamma(a)b^a} x^{a-1} e^{-\frac{x}{b}}
\]

(4.3)

where \(a\) is the shape parameter, \(b\) is the scale parameter and \(\Gamma(a) = \int_0^\infty x^{a-1} e^{-x}dx\).

The Gamma distribution has the benefit of being zero for all values of \(x<0\), unlike the
Gaussian.
For this work, the choice between the Gamma and Gaussian distributions was made based upon the assessment of the mean squared error of five in-vivo prostate datasets. By fitting both Gaussian and Gamma distributions to the signal and comparing the mean squared errors for each this experiment found that on a pixel by pixel basis there was no statistically significant difference, using a Kruskal-Wallis test, between the LWF values produced. This means that there was little advantage of one over the other. As it was commonly used in the literature, and due to the fact that it was mathematically easier to implement, it was decided that the Gaussian distribution would be included in the model.

These two restrictions lead to the T2 distribution being modelled as two Gaussians, reducing the number of output variables from 80-100, depending on the number of exponentials used in the NNLS fit, to 6. The T2 distribution was modelled as:

\[
p(T_2) = M_0 \left( \frac{\alpha}{\sqrt{2\pi\sigma_1^2}} \exp\left( -\frac{(T_2 - \mu_1)^2}{2\sigma_1^2} \right) + \frac{1 - \alpha}{\sqrt{2\pi\sigma_2^2}} \exp\left( -\frac{(T_2 - \mu_2)^2}{2\sigma_2^2} \right) \right) \quad (4.4)
\]

where \( M_0 \) is the overall magnitude of the signal, \( \alpha \) is the relative height of the short T2 peak in relation to the long peak, \( \mu_1 \) and \( \mu_2 \) are the means of the two peaks and \( \sigma_1 \) and \( \sigma_2 \) are the standard deviations of the two peaks. This reduction in the number of output variables makes the model much easier and quicker to fit than NNLS.

The start points of the constrained distribution were established by using the results of a simple biexponential fit. The biexponential fit should give a good start point for the means of the two distributions. The mean T2 values are constrained to be above zero and \( \mu_1 < 200\, ms < \mu_2 \).

4.1.1 Comparing constrained and unconstrained fitting

The original NNLS fitting is unconstrained and allows for any number of compartments but it can lead to an underdetermined problem. The constrained two Gaussian model is more stable but the implicit assumptions must be justified. A comparison of the two would give an insight into which provides more information on the tissue microstructure of the prostate.
4.1.1.1 Simulation

A simple method for comparing two tissue models is to create simulated signals based on assumptions about the underlying tissue, add noise and then process these as individual pixels, comparing the output values with those that were originally used in the tissue simulation. Simulations are designed to be a quick and easy way of testing prior assumptions and getting a first approximation to the effects in real tissue.

First, a number of simulation tissues were created, each with different microstructural compositions, so that the fitting methods could be tested accurately across the whole range of values that would typically arise in the prostate. Two underlying tissue simulations were tested, one created using a two Gaussian T2 distribution and the other using a two delta-function T2 distribution, where a delta function is an infinitely thin peak at a single value of T2. This was done to make the comparison a fairer one given the fact that a model fitting distributions that are of the same form as those used to create the simulated tissue will naturally fit the data better. Using values from prior literature [82, 152], tissue simulations were created for each of 25, 50 and 75 ms for the short T2 component and 300, 550 and 800 ms for the long T2 component. From these tissue simulations a signal decay was created using the equation:

\[
S(TE) = S_0 \int_0^\infty p(T_2) \exp\left(-\frac{TE}{T_2}\right) dT_2
\]

where \( p(T_2) \) is the simulated T2 distribution. The distribution for a two Gaussian is described in Equation 4.4 and a two delta-function distribution is described by:

\[
p(T_2) = M_0 \left( \alpha \delta(\mu_1) + (1 - \alpha) \delta(\mu_2) \right)
\]

where \( \delta(\mu) \) is a delta function at a T2 value of \( \mu \) ms.

Then the simulated signal was sampled using 64 echoes and an echo spacing of 25ms, as has already been seen in previous works in the prostate [134, 136]. Then, in order to make the simulated signal more realistic, white Gaussian noise with a specified Signal to Noise Ratio (SNR) of 100 was added to the signal in order to mimic the random noise.
that is present in all MRI images. Noise in modulus images is Rician but here, because
of the good SNR, it can be approximated as Gaussian. In order to compare the two
modelling methods the mean LWF value was calculated for each model over the given
tissue types. The LWF of the model was used for comparison as this has been shown
previously to be the best parameter of the LWI model for differentiating between normal
tissue and tumour [134].

The results of this experiment are shown in Table 4.1. It shows the mean LWF values
for the simulated tissue across different values of \( \mu_1 \) and \( \mu_2 \), calculated using LWI from
a 64-echo simulated signal. These values show that, when using either a two-Gaussian
or two-delta tissue model, there is little difference in the accuracy of the LWF estimate
when using either the constrained (two-Gaussian) fit or the unconstrained (NNLS) fit.

This section of work has been carried out in order to inform the modelling technique
that should be used in the continuing study of LWI. This simulation study has shown
that there is no benefit to using a NNLS fitting in estimating the LWF. There are a
number of downsides to using the NNLS fit, not least the time it takes to fit a single
voxel when compared to the two-Gaussian method, so this experiment has confirmed
that constraining the model of the tissue T2-distribution is both appropriate and ad-
vantageous.
4.1.1.2 Phantom

In order to further investigate whether the NNLS fit can be replaced by a constrained two-Gaussian fit, a phantom study was carried out. In this study a set of Eurospin TO5 gel phantoms were imaged with a 64-echo T2 sequence with TE values from 10-40ms. The phantoms chosen for the short and long T2 compartments were 50ms and 373ms respectively. This is because previous work in the prostate [136] considered anything below 200ms to be stroma and epithelia and anything above 200ms to be glandular lumen. Though this long T2 value used here is slightly lower than some previous mean estimates, the range of values is large and this combination allows us to test on the more difficult cases.

Much like the phantom study conducted by Storås et al. [152], the artificial combination of two phantom signals was carried out in order to mimic the composition of the two main T2 compartments found in the prostate. For this study, identical ROIs were drawn in the 50ms and 373ms phantom regions. Then the corresponding pixels in each of the ROIs were normalised to the magnitude of the initial echo, combined with a ratio of 20% long T2 to 80% short T2, and then multiplied by the mean of the magnitudes of the two corresponding pixels. The combination process was carried out in this way because the ratio of the signals would be incorrect if the signals were not normalised due to the fact that in the model the ratio is of normalised signals. This 80%-20% split is intended to mimic a LWF value of 0.2. This combination of datasets resulted in 103 signal decays. Using both the NNLS fitting and the two Gaussian model described in Section 4.1, the signal decays were fit and model parameters produced. The LWF values calculated using each method were then compared for each pixel.

Table 4.3 shows the mean estimated LWF values for a variety of TE values using both the NNLS and two-Gaussian fit. It shows that the estimates for LWF are little different for most echo spacings when using different echo train lengths. Interestingly, none of these results are particularly close to the ‘actual’ value of 0.2 but this may be down to the fact that it is difficult to use a combination of separate signals to mimic tissue accurately.
The results also show that TE values that are either too short or too long do not produce accurate LWF estimates. This is because a short TE will not adequately measure the long T2 signal components, such as the luminal space, whereas a long TE will not adequately measure the short T2 signal components, such as epithelia and stroma.

Most importantly, these results further back up the hypothesis that the NNLS fitting method can be replaced by the two-Gaussian method without a substantial loss in our ability to estimate the fractional volume of lumen within prostate tissue. As long as the echo spacings are chosen correctly there is little difference between the two in this phantom dataset.

Combining the results of the simulation and phantom studies, the conclusion of this section of work is that the NNLS fitting method performs little better in estimating the LWF than the two-Gaussian model. Combined with the fact that the NNLS method takes longer to fit, these results suggest that the NNLS fitting should be replaced by the two-Gaussian fit in further studies.

### 4.2 Sequence Design

As with all MR imaging, the pulse sequence used when generating the data to model the underlying tissue is important. In order to fit a complex model there needs to be a very careful choice made about the pulse sequence used to acquire that data. This section of the work aims to optimise the acquisition to a point where it can be used on patients...
within a reasonable amount of time and produce good results when used in conjunction with the LWI model.

### 4.2.1 Type of sequence

First, there is a variety of different types of sequence to use. The simplest is to repeat the Spin-Echo sequence for all TE values and points in k-space. A quicker way to acquire multiple echoes is to use the MESE sequence in which for each 90° excitation a series of echoes are acquired using a train of re-focussing pulses, with the phase encoding constant across a train. Another way to attain the same results would be to use a steady state sequence much like that used in the mcDESPOT method described earlier. This is a quicker acquisition that circumvents the imperfect refocusing of other multi-echo methods. A recent work also utilised a modified 3D GRASE sequence in acquiring data for LWI [30], showing that in general the accuracy of the estimates was similar to the original LWI method provided SNR $> 100$ and $LWF < 0.5$.

The mcDESPOT model was ruled out due to the complexity of the acquisition and modelling and the fact that the main interest of using mcDESPOT in the brain is because it can take into account water exchange between different cell compartments, which we can assume to be negligible between the lumen and the rest of the tissue due to the lumen’s large size relative to the surrounding cells [56]. Using separate Spin-Echo sequences would take a significantly longer time than MESE with little information gained so, whilst this is very easy to implement and has a high SNR, it is unrealistic to use clinically. Hence MESE was chosen as the pulse sequence that would be carried out in the rest of the studies.

### 4.2.2 Parameters of sequence

In acquiring a MESE scan the two main parameters over which to optimise are the number of echoes and the echo spacing. Both affect the range of T2 values that are sampled during the scan. This is important because each tissue component, whether it be lumen, stroma, or epithelia, has a different range of T2 values. When looking for
multiple compartments within the tissue, the correct range of T2 values must be sampled. If the echo spacing is too small then the longer components will not be adequately investigated (for a fixed number of echoes) whereas if the echo spacing is too large then the shorter components will not be sampled with enough datapoints to model reliably. When choosing the number of echoes, more will theoretically always be better but this is limited by the imperfect refocusing in scanners and comes with a longer scan time as a result of the increased TR due to scanner limitations on how much energy can safely be absorbed by the tissue in a given time. The resolution of the image is also important because there is a trade off between the resolution of the image, the number of echo times that are sampled and the scan time.

4.2.2.1  Simulation

In order to ascertain the combination of echo number and echo spacing that best investigates the prostate, first a simple simulation was used. When choosing an ME-T2 sequence to probe the range of different microstructures in the prostate a sequence needs to be devised that is a compromise between sampling the long and short T2 compartments adequately.

In this experiment a simulated signal using a 2-Gaussian distribution with ground truth parameters was created using a two Gaussian T2 distribution. Three different mean short T2 values ($\mu_1$, 25-75ms), three mean long T2 values ($\mu_2$, 300-800 ms) and three LWF values (0-0.2) were tested. The range is based upon previous work looking into ME-T2 imaging in the prostate [136]. In this experiment the range 0-20% was used because it has been seen in other MRI studies [136, 152]. White noise was added to the simulated signal with a Signal to Noise Ratio (SNR) value of 100, a representative value from the scanner used.

In order to test which acquisition was best across all of the tissue simulations, the simulated signals were sampled using a number of different schemes. Values of both echo spacing and the number of echoes were varied between 15-40ms and 32-64 echoes respectively, values based upon practical considerations of the scanner and the underlying tissue being examined. To each of these acquisitions a two Gaussian model was fitted.
The mean LWF across all values of $\mu_1$ and $\mu_2$ was then calculated in order to reveal how different echo spacings and underlying LWF values affect the fit. Whichever echo spacing provides the best results over the range of parameters will be a good first estimate of the optimum sequence.

The results of this experiment are shown in Tables 4.4 and 4.5. The closest estimates (shown in bold) for each value of LWF show that for a 32 echo sequence the best echo spacing to optimise the sequence over all values of underlying LWF is 30ms and for a 64 echo sequence it is 20ms. A spacing of 30ms would give a 32 echo sequence a range of 960ms which is long enough to explore the long T2 components without being too large to miss the small components. It makes sense that the optimum echo spacing of the 64 echo sequence would be lower, reflecting the fact that both sequences acquire over a similar range of T2 values when using the optimum spacing.

Comparing the 32 and 64 echo results, it can be seen that there is little benefit to MSE and LWF accuracy in using 64 echoes. Considering that the 64-echo scans are more difficult to acquire, since they are not readily available on most scanners, it is apparent that a 32-echo sequence will be adequate for a constrained version of LWI.

### 4.2.2.2 Phantom Study

A further experiment was designed in which a number of these combinations were tested using a tissue phantom. A frame containing twelve Eurospin TO5 gel phantoms with
varying T2 values (ranging from 50-373ms) was scanned using a 64-echo sequence in which the echo spacing was varied. The echo spacing (TE) was tested for nine values in the range 10-40 ms. The lower bound was set to 10ms as below this the scanner would not explore the longer compartment and the higher bound was set to 40ms because the shortest T2 compartment that was expected in the prostate had been previously calculated to be 43-94ms [82, 152], meaning that an echo spacing of more than 40ms would struggle to accurately probe the short T2 microenvironment. As in Section 4.1.1.2, one phantom had an intrinsic T2 value of 50ms and the other 373ms.

Figure 4.3(a) shows the arrangement of the phantom tubes and their respective T2 values whilst Figure 4.3(b) shows the signal of a single echo at TE = 286ms to give a feel for image resolution and to show the varying signals for different phantom tubes. These experiments were carried out at room temperature. The temperature of the room is estimated to be between 20$^\circ$C and 22$^\circ$C, but was not measured at the time of the experiment.

![Image of phantom experiment](image.png)

Figure 4.3: Images of phantom experiment.

Acquiring 64 echoes required a software patch to be applied to the scanner prior to the scan and removed afterwards. The purpose of assessing the number of echoes was to decide whether the 64 echoes required by the current LWI, using the unconstrained NNLS fit, could be reduced. Lowering the number of echoes to 32 would make the
sequence more clinically viable. Therefore in this experiment 32 and 64 echoes were tested.

As in Section 4.1.1.2, ROIs of the same size were drawn in regions of 50ms and 373ms T2 and the regions were combined on a pixel by pixel basis. As a result of this combination of datasets 103 signal decays were produced. Using the two Gaussian model described in Section 4.1, estimates of mean, standard deviation and magnitude for both the long and short T2 compartments were produced.

In order to choose the optimal TE, three metrics were assessed. Reference T2 values for each phantom were calculated as the average T2 value from a mono-exponential fit of each pixel, due to the fact that the reference values from the manufacturer can change with time. The difference between the two reference T2 values of the phantoms and the T2 values produced by the LWI model ($\mu_1$ and $\mu_2$) show which echo spacing led the model to produce the most accurate representation of each individual phantom.

Then the LWF was calculated. This is an estimate of the percentage of the total signal originating from the long T2 component, representing the lumen in prostate images. The accuracy of the LWF estimate is important because earlier literature shows this value to be particularly good at detecting prostate cancer [136]. The difference between the calculated LWF and the actual ratio of long to short T2 components, which was set at 0.2, was calculated to see which echo spacing also optimised the estimation of this parameter.

<table>
<thead>
<tr>
<th>TE (ms)</th>
<th>10</th>
<th>14</th>
<th>18</th>
<th>22</th>
<th>26</th>
<th>30</th>
<th>34</th>
<th>38</th>
<th>40</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_1$ (ms)</td>
<td>62.9</td>
<td>53.5</td>
<td>51.3</td>
<td>51.0</td>
<td><strong>49.3</strong></td>
<td>53.0</td>
<td>50.7</td>
<td>52.2</td>
<td>59.1</td>
<td>50</td>
</tr>
<tr>
<td>$\mu_2$ (ms)</td>
<td>1887.2</td>
<td>422.3</td>
<td>388.3</td>
<td>378.2</td>
<td>350.6</td>
<td>366.5</td>
<td>357.7</td>
<td><strong>373.9</strong></td>
<td>663.9</td>
<td>373</td>
</tr>
<tr>
<td>LWF</td>
<td>0.087</td>
<td>0.134</td>
<td>0.133</td>
<td>0.133</td>
<td><strong>0.135</strong></td>
<td>0.120</td>
<td>0.112</td>
<td>0.107</td>
<td>0.071</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 4.6: Results using 32-echo sequence.

<table>
<thead>
<tr>
<th>TE (ms)</th>
<th>10</th>
<th>14</th>
<th>18</th>
<th>22</th>
<th>26</th>
<th>30</th>
<th>34</th>
<th>38</th>
<th>40</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_1$ (ms)</td>
<td>57.5</td>
<td>52.0</td>
<td><strong>50.5</strong></td>
<td>50.5</td>
<td>49.5</td>
<td>53.2</td>
<td>51.1</td>
<td>53.7</td>
<td>65.3</td>
<td>50</td>
</tr>
<tr>
<td>$\mu_2$ (ms)</td>
<td>436.3</td>
<td>357.9</td>
<td>358.8</td>
<td>361.6</td>
<td>354.0</td>
<td><strong>370.1</strong></td>
<td>365.9</td>
<td>419.0</td>
<td>1581.3</td>
<td>373</td>
</tr>
<tr>
<td>LWF</td>
<td>0.146</td>
<td><strong>0.151</strong></td>
<td>0.141</td>
<td>0.138</td>
<td>0.134</td>
<td>0.119</td>
<td>0.110</td>
<td>0.096</td>
<td>0.042</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 4.7: Results using 64-echo sequence.
Tables 4.6 and 4.7 show the results of this experiment. The aim of this experiment is to select an optimum echo spacing for both 32 and 64 echo acquisitions and compare the two in terms of their ability to accurately model the tissue.

It is interesting to note that, with the exception of the extreme TE values, the change in TE does not significantly affect any of these values. However, as an optimum must be chosen, the two best values for the 32-echo sequence appear to be 26ms or 30ms and the two best for 64-echoes appear to be 14ms or 18ms. Interestingly the overall ranges for these values are 832ms and 960ms for the 32-echo and 896ms and 1152ms for the 64-echo acquisition. This shows us that both sequences are finding their optimum T2 range to be in the region of $\sim 1000$ms.

Comparing the 32 and 64 echo values, the 64-echo data seems to have a slight advantage when approximating the LWF but this difference is relatively small. None of the LWF values are particularly accurate in this experiment, which could be a product of the fact that the signal combination can’t quite mimic the tissue accurately. However, the inaccuracy in the LWF values in this phantom experiment is not considered to be a significant problem as the more important aspect is LWI’s ability to differentiate between tumour and normal tissue.

The 64 echo sequence is only possible by installing a Clinical Science Key or software patch onto the scanner so, as 32 echoes gives a good result in this experiment, it would be advantageous to use it instead of the 64 echo scan. This phantom data suggests that the step from 64 to 32 echoes is justified in that the best estimates of the LWF, $\mu_1$ and $\mu_2$ for each are barely different.

A choice of echo time must be made on the echo spacing that is to be used on the 32-echo acquisition. This echo spacing will be used for a study on 50-100 subjects, after which an analysis will be made of the subjects and any alterations to the sequence can be made based on a larger dataset. The 32-echo sequence has an optimum T2 range of 960ms in simulation and $\sim 1000$ms in phantom. In order to trade off these values, and to take account of the range used in previous studies [136], a range of 1000ms was chosen to investigate further, giving an echo spacing of 31.25ms. This seemed a sensible choice given the limited data combined with the need to shorten the sequence acquisition.
4.3 Preliminary comparison of T2 and diffusion modelling

In fitting a multi-compartment model to multi-echo T2 data the assumption is made that one Gaussian peak represents stromal and epithelial cells whilst the other represents luminal space. In order to show that it can predict tumour grade it would be interesting to first investigate whether the model is good at quantifying microstructure.

The aim of this experiment was to investigate whether this multi-compartment T2 model could provide information about tissue microstructure. To do this it was compared to the VERDICT diffusion model[120], which separates tissue compartments and has shown to be broadly consistent with histological estimates of the same variables [136]. The justification behind this comparison is that the VERDICT model has been related back to histological features so is used as a proxy for histology in this experiment due to the lack of biopsy and prostatectomy data available in this preliminary investigative study.

4.3.1 Methods

<table>
<thead>
<tr>
<th>T2 Sequence</th>
<th>MESE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanner</td>
<td>Philips Achieva 3T MRI</td>
</tr>
<tr>
<td>No. of echoes</td>
<td>32</td>
</tr>
<tr>
<td>Echo spacing</td>
<td>31.25 ms</td>
</tr>
<tr>
<td>TR (ms)</td>
<td>8956</td>
</tr>
<tr>
<td>Acq. voxel size (mm)</td>
<td>2x2x4</td>
</tr>
<tr>
<td>FOV (mm)</td>
<td>180x180</td>
</tr>
<tr>
<td>Duration (mm : ss)</td>
<td>05:50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Diffusion Sequence</th>
<th>PGSE single shot EPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scanner</td>
<td>Philips Achieva 3T MRI</td>
</tr>
<tr>
<td>b values (s/mm²)</td>
<td>0, 90, 500, 1500, 2000</td>
</tr>
<tr>
<td>TR/TE (ms)</td>
<td>2000-3707/ 50-80</td>
</tr>
<tr>
<td>Voxel size (mm)</td>
<td>1.3x1.3x5</td>
</tr>
<tr>
<td>FOV (mm)</td>
<td>220x220</td>
</tr>
<tr>
<td>Duration (mm : ss)</td>
<td>12:57</td>
</tr>
</tbody>
</table>

Table 4.8: Scan parameters of multi-echo T2 and diffusion sequences.

The parameters of the multi-echo T2 and VERDICT diffusion scans are included in Table 4.8. Five subjects were imaged for this study. Both sequences were optimised under different time constraints which has led to a difference in voxel size, but this is not considered to be an issue due to the fact that the statistical tests are conducted across
ROIs rather than on a voxel-by-voxel basis. A board certified radiologist contoured
the five lesions observed in two patients, which were confirmed to be cancers following
targeted biopsy. Regions of interest (ROIs) were also placed in areas of normal tissue in
each of the five subjects. This gives five tumours and five areas of benign tissue in the
study.

The VERDICT model was fit to the diffusion data as described previously[120]. For each
voxel six T2-related parameters were estimated: overall scaling ($M_0$), relative fraction
between the two compartments ($\alpha$), mean and standard deviation of the short T2 peak
($\mu_1$ and $\sigma_1$) and mean and standard deviation of the long T2 peak ($\mu_2$ and $\sigma_2$). The
Luminal Water Fraction (LWF), as discussed in previous work[133], was also processed
for each voxel after fitting. It is calculated as the area under the long T2 component
divided by the area under both components and, much like the Myelin Water Fraction
in the brain, has the potential to be a clinically relevant quantity if the link is proven
histologically.

Maps of the VERDICT parameters (cell radius (R), cellularity, extra-cellular extra-
vascular fraction (fEES), intra-cellular fraction (fIC) and vascular fraction (fVASC))
and the parameters of the multi-compartment T2 model were produced as described in
Panagiotaki et al. [121]. Correlations between mean parameter values for both tumour
and normal ROIs were computed for both models, alongside a p-value to quantify the
significance of the correlation. Using a 95% confidence, a p-value less than 0.01 was
taken to be significant (Bonferroni corrected for five comparisons). For this, a simple
Pearson’s correlation was carried out.

4.3.2 Results

Table 4.9 shows the correlations between each of the model parameters and their p-
values. The significant correlations are highlighted in bold. There is a strong positive
correlation between fEES and LWF, between R and LWF and between fEES and $\mu_2$.

Figure 4.4 contains maps of the parameter LWF for two tumour regions, showing that
tumour (outlined in red) has a lower value of LWF than the highly luminal peripheral
Table 4.9: Correlation and p-values comparing multi-compartment T2 and VERDICT models.

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>Cellularity</th>
<th>fEES</th>
<th>fIC</th>
<th>fVASC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ρ</td>
<td>p</td>
<td>ρ</td>
<td>p</td>
<td>ρ</td>
</tr>
<tr>
<td>(M_0)</td>
<td>-0.052</td>
<td>0.887</td>
<td>-0.506</td>
<td>0.136</td>
<td>0.330</td>
</tr>
<tr>
<td>(α)</td>
<td>0.590</td>
<td>0.073</td>
<td>-0.060</td>
<td>0.870</td>
<td>-0.178</td>
</tr>
<tr>
<td>(μ_1)</td>
<td>-0.326</td>
<td>0.358</td>
<td>-0.140</td>
<td>0.699</td>
<td>0.546</td>
</tr>
<tr>
<td>(μ_2)</td>
<td>-0.605</td>
<td>0.064</td>
<td>-0.171</td>
<td>0.637</td>
<td>0.737</td>
</tr>
<tr>
<td>(σ_1)</td>
<td>-0.263</td>
<td>0.462</td>
<td>-0.192</td>
<td>0.596</td>
<td>0.391</td>
</tr>
<tr>
<td>(σ_2)</td>
<td>-0.177</td>
<td>0.624</td>
<td>0.117</td>
<td>0.748</td>
<td>0.123</td>
</tr>
<tr>
<td>(LWF)</td>
<td>-0.749</td>
<td>0.013</td>
<td>-0.289</td>
<td>0.417</td>
<td>0.720</td>
</tr>
</tbody>
</table>

Figure 4.4: Maps of LWF and axial T2 for two example tumours. The tumours are outlined in red in the first row.

zone. This is likely to correspond with a decreased luminal tissue component, one of the hypothesised hallmarks of prostate cancer [32].

4.3.3 Discussion and Conclusion

These results suggest that the LWF value and the VERDICT diffusion model are showing some of the same phenomena in the prostate tissue. An interpretation of the results
is that in PZ tumours there is an increase in cell radius $R$, with a corresponding reduction in extra-cellular extra-vascular space $f_{EES}$ and a decreased luminal water content. Importantly, there is agreement between the two models about the changes happening within the tissue. Though it has only been carried out on a small number of patients it has shown that there this method shows promise as a way of non-invasively quantifying the relative volumes of the tissue compartments. Building on that, if as Chatterjee et al. [32] say the correlation between compartment volumes and Gleason grade are directly related, this result also suggests that the LWF could be able to distinguish between tumour grades.

In diagnostic imaging both T2W and diffusion images are acquired to assess different tissue properties, suggesting they carry complementary information. The differences in both the LWI and VERDICT models further suggest that the combination of the two could provide more information than one alone. The VERDICT model separates epithelia, contained within the $f_{IC}$, from the lumen and stroma, represented by the $f_{EES}$. By using the VERDICT model to separate epithelia from stroma and lumen and LWI to separate lumen from stroma and epithelia it seems that a model specifically quantifying each of these compartments individually could be attained.

The limitations of this experiment were that it was only carried out on a small number of subjects and that this correlation, though going some way to showing that LWI does model the microstructure well, is no substitute for actually comparing the metric against histology.

This experiment was published at the 25th meeting of the International Society of Magnetic Resonance in Medicine in 2017. Subsequent to this experiment being carried out a paper was published correlating LWI to histology [136], showing that the LWF strongly correlates with the fractional amount of luminal space in the prostate.

### 4.4 Differentiating tumour from normal tissue

Having discovered that LWI does seem to agree with diffusion microstructural models, next is a preliminary investigation into whether it can differentiate between tumour and
normal tissue. The ultimate aim is to non-invasively measure the grade of a particular lesion but the first step is detection.

An experiment was devised to test whether the differences of the parameters of LWI between tumour and normal tissue were significant. The five subjects from the initial pilot study were imaged using the ME-T2 scan parameters in Table 4.8. For each subject an area of both tumour and normal tissue were contoured by a radiologist based on information from biopsy taken after the acquisition, which is subject to the usual errors in the localisation of targeted biopsies. From this the mean value of each of the parameters of the model was calculated for each ROI.

To test the ability of the model to differentiate tumour from normal tissue a Kruskal-Wallis test was carried out. The Kruskal-Wallis test is a non-parametric test analysing whether a number of samples come from the same distribution. The reason for using a non-parametric test is that it does not assume a normal distribution of parameter values. Though the model used here does assume two Gaussians within the T2 distribution, the parameters that are produced by that model cannot themselves be assumed to be normally distributed.

<table>
<thead>
<tr>
<th>Healthy</th>
<th>Tumour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Range</td>
</tr>
<tr>
<td>$M_0$</td>
<td>1.973</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.619</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>0.074</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>0.511</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.003</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>0.005</td>
</tr>
<tr>
<td>$A_1(x10^8)$</td>
<td>0.193</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.754</td>
</tr>
<tr>
<td>$LWF$</td>
<td>0.390</td>
</tr>
</tbody>
</table>

Table 4.10: Mean values and range for model parameters.

The LWF, $\mu_1$, and $\mu_2$ parameters all showed significant differences between normal tissue and tumour ($p = 0.009, 0.047, 0.028$ respectively). The mean values and ranges of the parameters are shown in Figure 4.10. As a proof of concept study on a small number of patients, this result shows that the LWI parameters, and in particular the LWF, can indeed help to detect prostate cancer. The fact that a ME-T2 sequence can be used for
this purpose is noteworthy. Furthermore, it goes some way to showing that the simplified LWI model, constrained to be two Gaussians, is as effective in detecting tumour as the more complicated NNLS method used in previous works. Other works with 64 echoes and a more complex NNLS fitting [134, 136] have shown to be effective but this work suggests that LWI derived parameters are also useful in detecting tumour when a 32 echo sequence is used along with a less complicated fitting method.

4.5 Summary

The aim of this chapter was to investigate which combination of model and acquisition best described the tissue microstructure of the prostate. The ability of this combination to both describe the microstructure and detect tumours was then assessed in a small number of subjects.

The first conclusion of this chapter was that the NNLS fit used in past works could be replaced with a simpler two-Gaussian model. Then the optimum ME-T2 acquisition was found to be a 32-echo sequence with a range of 1000ms and an echo spacing of 31.25ms.

Preliminary datasets then suggested that the LWI model using this combination of model and sequence correlated with tissue microstructure and could differentiate normal tissue from tumour.
Chapter 5

Simplified Luminal Water Imaging for the Detection of Prostate Cancer from Multi-Echo T2 MR Images

The work in Chapter 4 provided an acquisition and processing scheme that can differentiate between PCa and normal tissue. This chapter seeks to combine the optimised ME-T2 sequences with the new fitting methods to evaluate whether they can detect and grade PCa in a larger number of patients. This work has been accepted for publication in the Journal of Magnetic Resonance Imaging.

5.1 Abstract

Luminal Water Imaging (LWI) suffers less from imaging artifacts than the diffusion-weighted imaging used in multi-parametric MRI of the prostate. LWI obtains multi-compartment tissue information from a multi-echo T2 dataset. The purpose of this work is to compare a simplified LWI technique with Apparent Diffusion Coefficient (ADC) in classifying lesions based on groupings of PI-RADS v2 scores. Secondary aims
were to investigate whether LWI differentiates between histologically confirmed tumour and normal tissue as effectively as ADC, and whether LWI is correlated to the multi-compartment parameters of the Vascular, Extracellular, and Restricted Diffusion for Cytometry in Tumours (VERDICT) diffusion model.

Sixty-five male patients aged 49-79 were scanned as a subset of a larger prospective study. A 32-echo T2 and a 6 b-value diffusion sequence (0,90,500,1500,2000,3000 s/mm2) were used at 3T. Regions of interest were placed by a board-certified radiologist in areas of lesion and benign tissue and given PI-RADS v2 scores. Receiver Operating Characteristic and logistic regression analyses were performed.

LWI classifies tissue as PI-RADS 1,2 or PI-RADS 3,4,5 with an Area Under Curve (AUC) value of 0.779, compared to 0.764 for ADC. LWI differentiated histologically confirmed malignant from non-malignant tissue with AUC, sensitivity and specificity values of 0.81, 75% and 87%, compared to 0.75, 83% and 67% for ADC. None of the AUC values for LWF were statistically significantly different to those of ADC but this still shows that LWI can produce the same results as ADC with none of the downsides that affect diffusion-weighted imaging.

The microstructural basis of the LWI technique is further suggested by the correspondence with the VERDICT diffusion-based microstructural imaging technique, with the $\alpha$, $A_1$, $A_2$, and $LWF$ showing significant correlations. LWI alone can predict PI-RADS v2 score groupings and detect histologically confirmed tumours with an ability similar to ADC alone without the limitations of diffusion-weighted MRI. This is important given that ADC has an advantage in these tests as it already informs PI-RADS v2 scoring. LWI also provides multi-compartment information that has an explicit biophysical interpretation, unlike ADC.

5.2 Introduction

The suspicion of PCa is typically assessed using multi-parametric Magnetic Resonance Imaging (mp-MRI) images, including T2-weighted imaging (T2WI), diffusion-weighted imaging (DWI) and dynamic contrast-enhanced (DCE) measurements [151], which are
Figure 5.1: Diagram of prostate histology in A) Benign tissue B) Malignant adenocarcinoma. The four separate micro-environments present in the prostate are shown in the key. Using LWI, the short-T2 component is made up of the stroma and epithelia and the long-T2 component is made up of the lumen (the T2 of the vasculature is not considered to have a significant effect on the LWI model). Using the VERDICT model, the intra-cellular compartment is made up of epithelia, the extracellular-extravascular compartment is made up of stroma and lumen and the vascular compartment is made up of the vasculature.

then scored using an ordinal scale, most commonly the Prostate Imaging Reporting and Data System (PI-RADS) v2 scheme [119, 167]. mp-MRI provides sensitivity and specificity values of between 87-93% and 41-47% respectively in the detection of clinically significant prostate cancer [6].

Current limitations of mp-MRI are that its specificity when detecting tumours is low [6] and there is only a moderate inter-reader agreement across all lesions (55-65%) [140]. PI-RADS v2.0 on a 1.5T scanner also classifies 35.6-44.7% of lesions as indeterminate [6], meaning that the method cannot distinguish whether a large number of cases are clinically significant prostate cancer or not, though in practice the classification may vary depending on the radiologist, the patient population and the image quality.

Furthermore, Echo Planar Imaging (EPI) based diffusion scans often suffer from distortion, signal pile-up, or stretching artefacts [106], leading to less accurate results and in some circumstances unusable images. Different studies have tried to solve some of these issues, particularly with regards to reducing the proportion of lesions classified as indeterminate [27, 127], but none has conclusively solved them.
The tissue within the prostate has three major components, luminal space, epithelial cells and stromal cells, as shown in Figure 5.1. The luminal space stores the fluid produced by the surrounding epithelial cells and the stromal cells form a matrix surrounding these compartments, giving the prostate structure and forcing the fluid out of the prostate during ejaculation.

The Luminal Water Imaging (LWI) technique models two compartments, one the luminal space with a distribution of long T2 values and the other both the stromal and epithelial cells with a distribution of short T2 values. The VERDICT technique models three compartments, the intracellular compartment, which represents the restricted diffusion of the epithelial cells, the extracellular-extravascular compartment, which represents hindered diffusion within the luminal space and stroma, and the vascular compartment. The diffusivity values for the intracellular and extracellular-extravascular compartments are assumed to be the same and of a lower value than the pseudo-diffusivity of the vascular compartment.

The prostate is made up of a number of separate tissue zones. Each is made up of different proportions of gland, stroma and epithelia. The central zone consists of large, irregularly shaped glands, cuboidal epithelial cells and compact stromal tissue. The peripheral zone contains small, regularly arranged glands lined by columnar epithelial cells and surrounded by loosely interwoven stroma. The transition zone, composed of two lobules either side of the urethra, closely resembles the peripheral zone tissue.

Storas et al. 2008 [152] found that a multi-echo T2 (ME-T2) sequence is consistently better at probing tissue microstructure than a single echo T2 sequence, showing that in the prostate a mono-exponential fit is only adequate for describing the underlying tissue in 10% of subjects. Sabouri et al. [136] implemented a method to investigate quantitative T2 imaging in the prostate, proposing the Luminal Water Imaging (LWI) technique, which produces an estimate of the fractional volume of luminal water in each voxel of the prostate, the Luminal Water Fraction (LWF). Sabouri et al. have shown that there is a good correlation between LWF and histologically measured luminal fractional volume [136] and determined that LWI shows promise in being able to detect PCa and predict Gleason score [134].
However, the fitting method used has a high number of degrees of freedom, potentially making it vulnerable to noise and local minima. They used an echo train with 64 echoes which is not available on all scanners. In addition, compared with using fewer echoes, a 64 echo train may be more vulnerable to the cumulative effects of imperfect refocusing pulses and have a higher specific absorption rate.

This study proposes a simplified Luminal Water Imaging model fitting combined with a more clinically feasible 32-echo pulse sequence that has a lower specific absorption rate than 64-echo acquisitions and a potentially reduced cumulative error due to imperfect refocusing. A fitting on simulated data seeks to show that the simplified model and shorter sequence give similar values to the original LWI model.

By investigating how LWI compares to ADC, this work seeks to prove that equivalent information can be attained through multi-compartment modelling using multi-echo T2 data. In order to achieve this, the main aim of this work is to investigate whether LWI can distinguish between different PI-RADS v2 scores as well as ADC. Secondary aims are to investigate whether LWI can differentiate between histologically confirmed tumour and normal tissue [3] as well as ADC and whether LWI is correlated to the parameters of the Vascular, Extracellular, and Restricted Diffusion for Cytometry in Tumours (VERDICT) diffusion model [120].

5.3 Materials and Methods

This study introduces a new multi-echo T2 acquisition coupled with a new fitting method for LWI and compares the ability of this LWI to ADC in predicting clinically relevant groupings of PI-RADS v2 scores. There is also a comparison with the VERDICT microstructural diffusion method to confirm that LWI correlates with microstructural information from other techniques.
5.3.1 Simulation

A simulation was used to compare alternative methods for fitting the Luminal Water Fraction. Signals from a tissue with a distribution of T2 values were simulated. Datasets typical of both acquisition schemes were used (Sabouri: TE=25ms, NE=64, this study: TE=31.25ms, NE=32) and two separate datasets were created on different assumptions about the underlying T2 distribution, one using two Gaussian peaks and the other using two delta peaks. The values used for the shorter T2 compartment were 20, 50 and 80ms and for the longer T2 compartment were 300, 550 and 800ms. Using a value of Signal to Noise Ratio (SNR) of 100 and for ground truth LWF values of 0, 0.1 and 0.2 (a range typical of both tumour and normal tissue [136]), the LWF was calculated from fits to each set of conditions.

5.3.2 Patient Selection

In-vivo data were acquired on a sub-cohort of 65 patients from a larger prospective study [78]. The study received UK Research Ethics Committee approval on 23rd December 2015. Patients were recruited between September 2016 and October 2017 and provided written informed consent following a minimum 24-h period of consideration. The patient inclusion criteria were (1) men sent for prostate mp-MRI following previous biopsy more than 6 months previously and (2) biopsy naive men presenting a clinical suspicion of prostate cancer. Patient exclusion criteria included (1) men unable to have an MRI scan, or in whom artefact would reduce the quality of the MRI, (2) men unable to give informed consent, (3) previous treatment (prostatectomy, radiotherapy, brachytherapy) of prostate cancer, (4) on-going hormonal treatment for prostate cancer, and (5) previous biopsy within 6 months of scheduled mp-MRI. Five subjects were excluded throughout the course of this study, four due to MR contraindications and one due to a technical fault. In this paper an assessment is made on a broad range of subjects, including men for whom it was decided a biopsy was not necessary.
5.3.3 MRI Acquisitions

Subjects were scanned on a 3.0T scanner (Philips Achieva; Philips Medical Systems, Best, The Netherlands) using a 32-channel cardiac coil. A multi-echo spin-echo sequence with an echo spacing of 31.25ms and TR of 8956ms was used. The other parameters were: Number of echoes = 32; Field of View = 180x180 mm; Acquired voxel size = 2x2x4mm; Scan duration = 5min 50s. DWI was acquired for VERDICT fitting with Single Diffusion Encoding (SDE) single shot EPI sequences over 6 b-values (0,90,500,1500,2000,3000 s/mm2). TR/TE = 2000-3707/50-80 ms; Field of View = 220x220 mm; Voxel size = 1.3x1.3x5mm; Scan duration = 12:57 [120]. A standard mp-MRI protocol was also conducted on these patients as detailed in previous work [78]. Voxel sizes of the ME-T2 and diffusion acquisitions were different due to the time constraints that each was designed under.

5.3.4 Regions of Interest and histologic examination

A radiology research fellow with five years of experience in prostate mp-MRI reporting (FG) contoured ninety-seven suspected areas of either malignant or benign tissue. The lesions had previously been located in the mp-MRI images and the primary lesions were then located and contoured in a single slice of the 93.75ms echo of the ME-T2 image with no knowledge of the LWI maps. In the case of malignant tissue the entire lesion was outlined whereas in healthy tissue the ROI from the lesion was copied into a region of healthy tissue in the same prostate zone. The 93.75ms echo was chosen for its similar echo time to a traditional axial T2 weighted prostate image (~100ms). Ninety-eight regions of interest (ROIs) were also contoured on the corresponding slice of the ADC maps. These ROIs were drawn to directly correspond to those contoured on the ME-T2 images. The numbers of ROIs were slightly different in the ADC and ME-T2 images due to two ME-T2 images having not been correctly acquired and one ADC image having a large artifact in the region of interest.

Each ROI was assigned a PI-RADS v2 score based upon the standard mp-MRI images, acquired in addition to the VERDICT and ME-T2 images. PI-RADS v2 is a method
of scoring tissue on a scale of 1-5, with 1 meaning clinically significant cancer is highly unlikely to be present and 5 meaning clinically significant cancer is highly likely to be present. In the peripheral zone (PZ) of the prostate, where the majority of tumours arise, this scoring is primarily informed by diffusion images, with axial T2 and DCE images used when the diffusion image is indeterminate. Histological grading using a targeted transperineal template biopsy was available on a subset of 31 of the ROIs. The Gleason grading system was used to evaluate the biopsy tissue samples [3].

Our primary analysis uses ROIs drawn without knowledge of the LWF maps to avoid bias. If LWF maps are used directly in the future, an indication of reproducibility between readers will be informative. In a sub-study on 16 patient data sets, two separate readers each drew 16 ROIs on the LWF maps themselves and the median parameter values were evaluated using a correlation and Bland-Altman analysis.

5.3.5 Data processing

Sabouri et al [136] used a regularised non-negative least squares (NNLS) algorithm to fit a multi-exponential model. The NNLS algorithm fits a large number of exponentials (>100) to the signal decay curve, including a regularising term in the error minimisation to compensate for problems associated with having a large number of unknown variables compared to the number of echoes. A large number of exponentials also seems inappropriate because in previous works [134, 136, 152], only two compartments are usually identified in the prostate gland.

Hence, for this work we have constrained the model to two compartments, each with a Gaussian probability distribution of T2 values. The choice of Gaussians is a mathematically simple choice and, based upon preliminary analysis, the difference between Gaussian, log-Gaussian and gamma distributions made little difference to the overall fit of the signal decay. Hence a two-Gaussian model was fitted to the individual T2 signal decay curves using a least squares regression. These two Gaussian distributions model the tissue as a combination of a luminal compartment with long T2 values and a compartment composed of stroma and epithelia with shorter T2 values. The probability density $p$ over T2 value $T2$ in a particular pixel is given by
\[ p(T2) = \frac{\alpha}{\sigma_1 \sqrt{2\pi}} \exp \left( -\frac{(T2 - \mu_1)^2}{2\sigma_1^2} \right) + \frac{1 - \alpha}{\sigma_2 \sqrt{2\pi}} \exp \left( -\frac{(T2 - \mu_2)^2}{2\sigma_2^2} \right), \] (5.1)

with the signal intensity \( S \) at each echo time \( TE \) subsequently calculated as

\[ S = M_0 \int_0^\infty p(T2) \exp \left( -\frac{TE}{T2} \right) dT2. \] (5.2)

This model fitting minimises the mean squared error between the actual signal and the modelled signal, using the Levenberg-Marquardt algorithm to optimise over six parameters, the absolute signal magnitude (\( M_0 \)), the magnitude ratio between the two peaks (\( \alpha \)), the means of the two components (\( \mu_1 \) and \( \mu_2 \)), and the variances of the two components (\( \sigma_1 \) and \( \sigma_2 \)).

The values of \( \mu_1 \) and \( \mu_2 \) were constrained to be 0-200ms and 200-3000ms respectively, none of the other parameters were constrained. The starting values for the constrained model for \( M_0 \), \( \mu_1 \) and \( \mu_2 \) were calculated once for each subject by taking an average intensity for each echo over all pixels in the prostate and carrying out a bi-exponential fit on the averaged signal decay across the ROI. This study used the short and long T2 values of the bi-exponential fit as initial estimates for \( \mu_1 \) and \( \mu_2 \) and the mean of the magnitudes of each exponential as the initial estimate for \( M_0 \). Initial values of \( \sigma_1 \) and \( \sigma_2 \) were set at 5x10^{-4}, which was in the range of the standard deviation of the NNLS peaks in previous LWI fittings. This reduction in the number of parameters compared to the unconstrained model should provide a more reliable fit and operate using fewer data points, permitting echo trains with fewer echo signals.

The areas under the individual peaks, \( A_1 \) for the shorter T2 peak and \( A_2 \) for the longer T2 peak, were calculated by integrating the respective Gaussians using their magnitude, mean and variance. The Luminal Water Fraction (LWF) was then calculated as the fraction of the total area under the distribution curve attributed to the peak with the longer T2:

\[ LWF = \frac{A_2}{A_1 + A_2} \] (5.3)
For each of these parameters a map was created across the entire prostate. Then the ROIs produced earlier on the 93.75ms echo of the ME-T2 image were superimposed onto these parameter maps and the median values of these parameters were calculated for each ROI. All data were processed using Matlab (MATLAB and Statistics Toolbox Release 2017a, The MathWorks, Inc., Natick, Massachusetts, USA).

The VERDICT model, when applied to the prostate, is a three-compartment diffusion-based microstructural model that characterizes water diffusion into vascular, intracellular (IC) and extracellular-extravascular space (EES) compartments. The IC compartment has volume fraction (fIC), diffusivity (dIC) and cell radius (R) as parameters. The EES compartment has volume fraction (fEES) and diffusivity (dEES) as parameters. The vascular model has volume fraction (fVASC) and pseudo-diffusivity (P) as parameters.

5.3.6 Statistics

In order to create a 95% confidence interval for the simulation data, bias corrected and accelerated percentile bootstrapping was used on 1000 bootstrap samples. Differences were characterised between the median parameter values of ROIs with different PI-RADS v2 groupings of scores and determined using a logistic regression model combined with 5-fold cross validation. Three comparisons were made in this way. The comparison between the scores PI-RADS 1,2 vs PI-RADS 3,4,5 aims to divide those lesions needing further action from those that do not. The other two comparisons, PI-RADS 1,2 vs PI-RADS 3, and PI-RADS 3 vs PI-RADS 4,5, both aim to investigate the model’s ability to discern between the three main categories of negative (1,2), indeterminate (3) and positive (4,5) disease. A p-value of p<0.008 was taken to be significant (Bonferroni corrected p-value for 95% significance).

The mean values for sensitivity, specificity and area-under-curve (AUC) values across the five-folds were also computed using a Receiver Operating Characteristic (ROC) analysis. Sensitivity and specificity values were calculated from the ROC analysis using an operating point with the shortest distance to the point of perfect discrimination. A
logistic regression was performed on the median values of those ROIs with a corresponding histological grading in order to distinguish malignant (Gleason 3+3 and above) from non-malignant tissue.

To detect significant statistical differences between the values of AUC for LWF and ADC when predicting PI-RADS v2 categories, a Kruskal-Wallis non-parametric statistical test was performed on the AUC values of each of the five folds of the cross validation. To detect significant statistical differences between the values of AUC for LWF and ADC when predicting Gleason categories, a Kruskal-Wallis non-parametric statistical test was performed on 1000 bootstrapped examples. For both the PI-RADS v2 and Gleason Score Kruskal-Wallis tests using a Bonferroni correction, a p-value less than 0.013 would suggest with 95% confidence that the null hypothesis (that the AUC values of ADC and LWF come from the same distribution) be rejected.

In order to assess the relationship between LWI and the VERDICT diffusion model for prostate [120] a Pearson’s correlation coefficient was calculated between the VERDICT intra-cellular volume fraction (fIC) and each of the parameters of LWI separately. The fIC parameter was chosen due to the fact that it has previously shown significant difference between PCa and normal tissue [3] and that it represents the cellular compartment within the tissue and hence might be expected to negatively correlate with the LWF.

A standard Bland-Altman analysis was carried out on the median values within the subset of 16 ROIs to analyse the reproducibility of this method.

5.4 Results

The age range of the 65 patients was 49-79 years with a mean of 65. Of the T2 ROIs with PI-RADS v2 scoring, there were 31 PI-RADS 1, 32 PI-RADS 2, 18 PI-RADS 3, 5 PI-RADS 4 and 11 PI-RADS 5. Similarly for the diffusion ROIs there were 30 PI-RADS 1, 32 PI-RADS 2, 18 PI-RADS 3, 7 PI-RADS 4 and 11 PI-RADS 5. Of the histologically examined ROIs 16 were found to be benign, 3 were Gleason 3+3, 6 were 3+4, 3 were 4+3, 2 were 4+4, 1 was 4+5.
The simulation results in Table 5.1 show that the proposed two-Gaussian method with 32 echoes has a similar accuracy to the original LIWI at determining the LIWF over a range of ground truth tissue models.

Table 5.2 shows the results of the statistical tests for in-vivo PI-RADS v2 score groupings. Table 5.3 presents the comparison of the proposed method with histologically confirmed malignant lesions and shows values of 0.81 and 0.75 (AUC), 75% and 83% (sensitivity) and 87% and 67% (specificity) respectively for LIWF and ADC.

Table 5.4 shows the results of Kruskal-Wallis tests designed to test whether there is a significant difference between the AUC values produced by ADC and those produced by LIWF. These tests were performed on each of the four score groupings investigated. In none of the comparisons made can the results prove with 95% confidence that the ADC and LIWF are producing significantly different AUC values.

Table 5.5 shows the correlations between the individual parameters of the LIWI model and three parameters from the VERDICT diffusion model. With respect to fIC, significant positive correlations greater than 0.5 were seen for \( \alpha \) and A1 and significant negative correlations less than -0.5 were seen for A2 and LIWF. With respect to fEES, significant positive correlations greater than 0.5 were seen for A2 and LIWF and significant negative correlations less than -0.5 was seen for \( \alpha \). None of the LIWI parameters show a correlation greater than 0.5 or less than -0.5 with fVASC.

Figure 5.2 shows the LIWF map for one patient alongside the axial-T2 and ADC maps from the same subject. Note the higher LIWF in the peripheral zone (PZ), consistent with histological findings of large regular glandular lumen and loosely woven stroma in the PZ. Figure 5.3 shows graphs for the T2 distributions from single example voxels in healthy and cancerous tissue respectively. Clear changes in the distributions are visible.

The Bland-Altman analysis of the median LIWF values of the subset of 16 ROIs is shown in Figure 5.4. It produced an \( r^2 \) value of 0.928, a bias of 0.013 and limits of agreement of -0.151 and 0.124, with a mean value of 0.179.
### Table 5.1: Mean estimated LWF values for both the constrained and unconstrained models using different ground truth LWF values in simulation. These are the mean values using both the delta and Gaussian ground truth models over a range of \( \mu_1 \) and \( \mu_2 \) values.

<table>
<thead>
<tr>
<th>Pulse Sequence</th>
<th>Model Fitting</th>
<th>Ground Truth LWF</th>
</tr>
</thead>
<tbody>
<tr>
<td>32-echo &amp; 31.25ms echo spacing</td>
<td>Two-Gaussian</td>
<td>0.0010 0.1023 0.1943</td>
</tr>
<tr>
<td>32-echo &amp; 31.25ms echo spacing</td>
<td>NNLS</td>
<td>0.0002 0.0901 0.1826</td>
</tr>
<tr>
<td>64-echo &amp; 25ms echo spacing</td>
<td>Two-Gaussian</td>
<td>0.0028 0.1007 0.2007</td>
</tr>
<tr>
<td>64-echo &amp; 25ms echo spacing</td>
<td>NNLS</td>
<td>0.0003 0.0910 0.1843</td>
</tr>
</tbody>
</table>

### Table 5.2: Three separate analyses using LWF and ADC to predict PI-RADS v2 scores. The p-value comes from the logistic regression model and the other statistics are from an ROC analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>AUC</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LWF</td>
<td>0.81</td>
<td>75%</td>
<td>87%</td>
</tr>
<tr>
<td>ADC</td>
<td>0.75</td>
<td>83%</td>
<td>67%</td>
</tr>
</tbody>
</table>

### Table 5.3: ROC analysis of LWF in detecting malignant lesions (Gleason 3+3 and above).

<table>
<thead>
<tr>
<th>Score Groupings</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI-RADS 1,2 v 3</td>
<td>0.0758</td>
</tr>
<tr>
<td>PI-RADS 3 v 4,5</td>
<td>0.1246</td>
</tr>
<tr>
<td>PI-RADS 1,2 v 3,4,5</td>
<td>0.0758</td>
</tr>
<tr>
<td>Gleason 3+3 and above</td>
<td>0.7771</td>
</tr>
</tbody>
</table>

### Table 5.4: p-values of Kruskal-Wallis tests between ADC and LWF for the ROC analyses performed on each of the four score groupings tested. A p-value of 0.013 means that the null hypothesis, that the ADC and LWF predictions have the same AUC values, can be rejected with 95% confidence.

<table>
<thead>
<tr>
<th>Score Groupings</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{IC} )</td>
<td></td>
</tr>
<tr>
<td>( f_{EES} )</td>
<td></td>
</tr>
<tr>
<td>( f_{VASC} )</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.5: Correlation between LWI parameters and the intra-cellular fraction (\( f_{IC} \)), extracellular-extravascular fraction (\( f_{EES} \)) and vascular fraction (\( f_{VASC} \)) parameters of the VERDICT diffusion model.
5.5 Discussion

The main aim of this work was to compare a simplified LWI with ADC for the prediction of PI-RADS v2 scores. The LWF predictions showed similar AUC values to ADC,
suggesting that LWF is able to discriminate between clinically relevant PI-RADS v2 groupings of scores as well as ADC. Given that the PI-RADS v2 scoring scheme uses ADC as a major component and might thus be expected to favour ADC, it is interesting to find that LWI alone can predict PI-RADS v2 score as well as ADC alone. The ability of LWF to differentiate tumour from normal tissue using histologically examined ROIs further reinforces the idea that multi-echo T2 modelling shows promise as a method for detecting and grading PCa.

Our results suggest that LWI may be a useful tool in prostate cancer detection. If using the LWF measure in the future, ROIs may be drawn directly on LWF maps, in which case the repeatability between readers is an important consideration. The correlation and Bland-Altman analysis carried out on a subset of our patients provides an indication of the expected variability. A more extensive quantification of the value of LWI in prostate cancer detection requires larger and multi-centre studies and the results presented here can inform those studies.

The correlations between LWI and the VERDICT model are intended to give an insight into how LWI relates to tissue microstructure. An increase in LWF represents an increase in the fractional volume of luminal space within the prostate. As PCa typically invades the luminal space and reduces the luminal fractional volume, a reduced LWF value is expected within a tumour. The parameters with significant correlations greater than 0.5 in magnitude suggest that as the volume fraction of the luminal space decreases the volume fraction of the intra-cellular compartment increases and the volume fraction of the extracellular-extravascular compartment decreases [120]. These correlations with the VERDICT model parameters suggest that LWI is sensitive to the underlying tissue microstructure. Note that these correlations are different to the initial ones in Section 4.3. This is likely down to the large increase in the size of the dataset in this chapter and neither contradicts the conclusions of the other, with both pointing towards the relationship between the LWF parameter and the fractional volume of lumen in the prostate.

MRI is utilised in the prostate for the detection and staging of tumours. LWI allows for the collection of microstructural information without the distortion artifacts seen in
In conclusion, this work suggests that LWI is sensitive to the tissue microstructure and can be as effective as ADC in the classification of lesions using the PI-RADS V2 scores whilst providing images with minimal distortions.
Chapter 6

Optimisation for Clinical Use

The initial studies done into the optimisation of the acquisition of the ME-T2 sequence for modelling LWI were carried out on simulated data, gel phantoms and a small number of patients. This was intended to give a good approximation of the best values in order to begin the first studies on a large number of patients. However, now these data have been acquired they can be utilised to further perfect the acquisition.

One question that arises from the previous studies is how few echoes can be acquired without reducing the effectiveness of the LWI technique. Studies by other authors into LWI have all used 64-echo acquisitions so the original aim of the studies in this work was to reduce the echo sequence from 64 to 32 echoes, meaning that the sequence could then be used clinically on most scanners. Having acquired 32-echo data on 65 patients a study into the minimum number of echoes that can be used can now be carried out. In conjunction with another researcher, a study was made into the effects that the reduction in echo number has on the ability of the LWF to distinguish tumour from normal tissue.

Another area of the MESE acquisition that is of interest, as addressed in the brain with MWI by Prasloski et al. [124], is the issue of imperfect pulse refocusing. It is common for a scanner to have a flip angle that in practice deviates from the ideal of 180° due to B1 effects. This question is addressed in this chapter by investigating how a change in the flip angle affects the ability of the LWI to fit the tissue and test a method for correcting these errors.
Both of these experiments aim to use the available dataset to improve the acquisition and modelling for future studies. If large clinical studies are to be carried out using LWI then the whole process needs to be thoroughly investigated and the scan parameters fixed into the future.

6.1 Sequence optimisation

Chapter 4 details how the model and pulse sequence were initially chosen, using experiments to determine the optimum number of echoes and echo spacing of the multi-echo T2 sequence. These investigations were based on preliminary datasets, including simulations, phantoms and a small number of in-vivo cases, and were designed to give the best values possible for the larger T2 study included in Chapter 5.

However, now this study has been carried out, the data can be used to further refine the pulse sequence used for LWI modelling. This section aims to investigate whether a further reduction in the number of echoes in the sequence, reducing SAR and providing the opportunity to improve volume coverage or resolution, based on the fact that a reduction in echo number will lead to a decrease in scan time. This work was done in collaboration with Fiona Gong, also from the Centre of Medical Imaging at UCL. My contributions were to provide the image dataset, regions of interest, histology information and the Matlab code for LWI modelling.

Nineteen men were imaged using the sequence parameters in Table 4.8. All patients underwent targeted biopsy of suspicious lesions and the contralateral prostate. Following biopsy, a radiologist contoured 31 regions of interest (both healthy and lesion) on the clinical T2-weighted images. The LWF maps were generated as previously described using the 32-echo sequence as well as three other maps using the first 16, 8 and 6 echoes of the 32 echo dataset respectively. In reducing the number of echoes the range was also reduced, rather than keeping the range the same and removing alternating echoes, as the aim of this experiment was to reduce the TR and hence the scan time.

An ROC analysis was performed on the median LWF values from each ROI to evaluate the classification accuracy of LWF in differentiating between cancer and benign tissue.
In order to visualise how the reduction in echoes is affecting the fitting of the LWI model, an example pixel in both benign tissue and tumour is fit using 32, 16, 8 and 6 echoes and the total signal decay is shown alongside the model fit.

For the 19 patients in this dataset the ROC curves were similar when decreasing the number of echoes (Figure 6.1), with only a marginal decrease in AUC (0.85, 0.82, 0.81 and 0.80 for 32, 16, 8 and 6 echoes respectively). A further analysis needs to be done on what effect this small reduction in AUC would have on the incorrect diagnosis of patients but these results are encouraging.

For the example pixels, the goodness of the LWI fit was comparable between 32 and 16 echoes but was visibly reduced for 8 and 6 echoes in both benign tissue and cancer (Figures 6.2 and 6.3 respectively). These images show the full range of datapoints for the ME-T2 acquisition but each fitting is calculated based upon the appropriate number of echoes. LWF decreased with a reduction in the number of echoes for both benign and cancerous regions.

The optimisation of the protocol is important when moving towards a technique that can be used in clinic. These results show that a reduction in the echo train length has
only a small effect on the AUC of LWI in classifying tumours and normal tissue, despite the reduction in the goodness of fit shown in the example pixels. This suggests that the scan could be reduced from its current time of 5m 49s, which could enable greater coverage and/or enhanced resolution in the images. It is estimated that using a 6-echo acquisition a 6 minute scan could acquire 20 slices with a resolution of 1.6x1.6x4mm, an improvement on the 6 slices of 2x2x4mm resolution that was acquired for the previous studies in this work. This improvement in resolution would make it easier for clinicians to accurately locate lesions and hence make the method more likely to be taken up clinically. Future work is required to prospectively validate the clinical performance of a reduced number of echoes and to investigate how the SNR changes with these alterations to the number of echoes.

6.2 Imperfect pulse refocusing

Multi-echo spin-echo sequences are vulnerable to the imperfect refocusing of the RF pulses. A perfect refocusing pulse would cause the spins to flip exactly 180° but, due to inhomogeneities in the $B_1$ field, this angle can be altered. These field inhomogeneities lead to a signal decay that is no longer a true T2 decay as not all of the spins refocus at the same time, meaning that the maximum number of spins refocusing at any one time is altered.

The longer the echo train the greater this effect will be as the imperfect flip angles accumulate, which is a secondary motivation for the shortening of the MESE sequences that has been discussed in previous chapters. Furthermore, future work will aim to reduce the scan time of the ME-T2 acquisition in order to improve resolution and/or coverage. In order to do this, one option is to reduce the flip angle and then compensate for this using post-processing.

As shown in the brain when modelling the Myelin Water Fraction [124], correcting for these imperfect pulses can lead to more accurate model parameters. Hence this chapter seeks to investigate the effects that imperfect refocusing may have on the effectiveness of LWI.
6.2.1 Background

Imperfect refocusing is a problem when using quantitative modelling on T2 data because an alteration in intensity across the signal decay that increases with TE, which would ordinarily be attributed to lower or higher mean T2 values for each component within the tissue, could actually be down to imperfect refocusing. If any technique is to be used clinically it must be able to work multiple times on the same scanner as well as across other centres but because of slight differences in the $B_1$ fields of each scanner some of the quantitative parameters produced by the model would be inherently different. The $B_1$ field in the prostate depends upon the properties of the surrounding tissue. Whilst the scanner will try to calibrate the $B_1$, it cannot do this perfectly.

Figure 6.4 shows an example in the brain of how different refocusing flip angles affect the shape of the signal decay. Though the difference between the curves may visually seem small for minor differences in the flip angle, the nature of the fitting models means that these deviations can cause large differences in the model parameters, particularly in the first few echoes where all of the signal from the short T2 component is found.

In order to understand the method for correcting these errors it is important to first look at what happens to spin populations within the patient during the scan. When an RF pulse is applied to a population of spins that are all in phase, the resultant magnetisation can be decomposed into several components:

- $M_+ -$ rephasing transverse magnetisation
- $M_- -$ dephasing transverse magnetisation
- $M_z -$ longitudinal magnetisation

When the refocusing pulses are exactly 180° echoes are produced as in Figure 6.5. As seen in a MESE sequence, when the flip angle deviates from the ideal value the magnetisation is split between the three components, as shown in Figure 6.6. Not only does this reduce the size of the echo by reducing the size of the refocusing component but it means that the dephasing and longitudinal components could cause extra, unwanted
echoes. In practice, every RF pulse can be thought of as acting like three pulses, a $0^\circ$, a $90^\circ$ and a $180^\circ$ pulse.

Under the assumption that the refocusing pulse is perfectly rectangular with amplitude $B_1$ and duration $t_p$, the refocusing angle $\alpha$ can be estimated as:

$$\alpha = \gamma B_1 t_p$$  \hspace{1cm} (6.1)

where $\gamma$ is the gyromagnetic ratio. If $t_p$ is held constant for varying values of $B_1$, this equation can be rearranged through substitution as:

$$\alpha = 180 \frac{B_1}{B_{180^\circ}}$$  \hspace{1cm} (6.2)

In order to get an estimate for the actual flip angle $\alpha$ in degrees, the value for $B_1/B_{180^\circ}$ must be acquired in each individual subject. This can be done using a number of different methods but in this work representative values were taken from ‘Water Shift and B1’ (WASABI) data acquired by a colleague for a separate CEST project [141]. $B_1$ maps were created in the prostate for ten subjects using images from a Philips Achieva 3T MRI scanner. In these subjects the $B_1$ field was found to be in the range 90-94% of the expected value when measured across a single-slice ROI encompassing the whole prostate. Hence, using a value of 0.92 for $B_1/B_{180^\circ}$ and using Equation 6.2 the flip angle $\alpha$ would be $165.6^\circ$.

Though it is possible to alter the pulse sequence to ensure that $B_1$ is equal to $B_{180^\circ}$, this is not a simple process so it would be a more reliable technique if the model could cope with this effect. A complex version of the Bloch rotation matrix [70] can be implemented using the Extended Phase Graph (EPG) algorithm. This algorithm calculates the states of a number of the different spin populations ($M_+, M_-$ and $M_z$) as they undergo refocusing and relaxation during the MESE sequence.

After each refocusing pulse the proportions of the spins in each one of these populations changes. Hence the EPG algorithm iterates through each pulse to calculate the population proportions as they change through time and from that calculates the expected
proportion of the spins that will rephase correctly. The equations for calculating the actual signal intensity is described in detail in a previous work [124].

The size of the effect that the EPG algorithm shown previously [124] has on the modelling of the T2 spectrum depends upon how far the refocusing angle differs from 180°. To test the effects, a number of experiments were devised whereby the results of the LWI fitting were compared with and without the use of the EPG algorithm.

### 6.2.2 Simulation

First, an experiment was set up whereby simulation pixels were created to investigate whether using the EPG algorithm significantly changes the estimates of the LWF. These results should inform us as to whether the LWI technique is sensitive to imperfect pulse refocusing and to what degree various actual flip angles affect the model.

The underlying tissue was simulated using a two Gaussian T2 distribution with simulated flip angles of 160° and 180°. The values of LWF were varied between 0-0.2 and two pulse sequences were simulated, one with 32 echoes and a TE of 31.25ms and the other with 64 echoes and a TE of 25ms. The flip angle assumed by the model itself was also varied between 100° and 200° in order to see how changing the assumed angle in the EPG affected the approximation of the LWF. All other values were fixed (SNR=100, $T2_{short}=50$ms, $T2_{long}=500$ms).

The EPG algorithm was applied to the datapoints prior to the LWI modelling. The EPG algorithm also requires a T1 value, which was set at 1500ms due to previous studies.

<table>
<thead>
<tr>
<th>NE</th>
<th>LWF</th>
<th>100°</th>
<th>120°</th>
<th>140°</th>
<th>160°</th>
<th>180°</th>
<th>200°</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.0517</td>
<td>0.1486</td>
<td>0.1802</td>
<td>0.1909</td>
<td>0.1995</td>
<td>0.1909</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.0431</td>
<td>0.0813</td>
<td>0.0902</td>
<td>0.0920</td>
<td>0.0985</td>
<td>0.0920</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.0100</td>
<td>0.0111</td>
<td>0.0007</td>
<td>0.0004</td>
<td>0.0008</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.1127</td>
<td>0.1676</td>
<td>0.1857</td>
<td>0.1927</td>
<td>0.2017</td>
<td>0.1927</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>0.0670</td>
<td>0.0875</td>
<td>0.0926</td>
<td>0.0940</td>
<td>0.0986</td>
<td>0.0940</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.0013</td>
<td>0.0011</td>
<td>0.0008</td>
<td>0.0007</td>
<td>0.0011</td>
<td>0.0007</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: LWF values for simulation using 32 and 64 echo scan data respectively for an actual flip angle of 180°.
having shown that this is approximately the mean T1 value for PZ tissue [87]. This value would differ throughout the prostate so the most accurate way to do this would be to register a map of T1 values to the 32-echo images and use pixelwise T1 values. However, preliminary test suggest that deviations of approximately 200ms, which is the estimated standard deviation of the T1 values in the PZ [87], do not substantially change the LWF values output by the fitting algorithm when using the EPG.

The results in Table 6.1 show the estimated LWI values when the flip angle of the simulated data is set to 180° and the results in Table 6.2 show the estimated LWI values when the flip angle of the simulated data is set to 160°. In Table 6.1, the EPG is only having a small effect on the LWF values produced by the LWI model when the flip angle deviates between 160-200°. Outside of these angles, particularly for higher LWF values, the EPG is having a much larger effect. Similarly for Table 6.2, changing the angle used by the EPG model by ±20° from the ideal 180° case shows that for small deviations in the flip angle the EPG is having little impact on the ME-T2 signal decay, and hence the LWF value that is produced by the LWI model.

When comparing Table 6.1 and 6.2, the most accurate LWI estimates when the actual flip angle is 180° are when the EPG also assumes a flip angle of 180°. Similarly, the most accurate LWI estimates when the actual flip angle is 160° are when the EPG also assumes a flip angle of 160° when the LWF is 0.2, but this is not the case as the intrinsic simulated LWF decreases.

When taking an imaging technique from an experimental one to clinical use, multi-centre studies must be carried out in order to test how it works on different scanners.
As each scanner and subject is different it is important that LWI works for various flip angles. This investigation points to the conclusion that imperfect refocusing leads to insignificant changes in LWF when compared to the difference between PCa and normal prostate tissue as long as the scanner’s actual flip angle is within the range 160-200°.

6.2.3 In-vivo

65 subjects were imaged using the T2 sequence scan parameters in Figure 4.8. For each subject an ROI of both tumour and normal tissue were contoured and maps of the two Gaussian model parameters were created using the EPG algorithm with different values of the assumed flip angle. The mean LWF parameter values for each ROI were produced and compared.

Then a comparison was made between the LWI parameter values produced using the EPG algorithm and those without it. The ability of the mean LWF values to differentiate between PI-RADS v2 score groupings was assessed using both a logistic regression and ROC analysis.

The p-values from the logistic regression and the AUC, sensitivity and specificity of each test from the ROC analysis are shown in Table 6.3. The AUC values in particular show that if the EPG model is used with an assumed angle of 200° then the AUC of the test increases when differentiating between PI-RADS 1,2v3 and PI-RADS 3v4,5. However, as the true flip angles are unknown, all that can be concluded is that when EPG corrections are applied, the analyses vary enough to suggest that further investigation is required.

The purpose of this study was to look at the effects on the LWI model of imperfect refocusing. The results show that use of the EPG model does affect the ability of the LWI model to differentiate between different PI-RADS score groupings. Unlike the simulation data, these results suggest that the imperfect refocusing problem should be addressed in future studies.

Different scanners have different refocusing angles and, though it should be exactly 180°, could easily vary from 160-200° between scanners and subjects. This would mean that the sensitivity and specificity of LWI in differentiating tumour from normal tissue could
Table 6.3: A comparison of the ability of LWI parameter values produced using the EPG algorithm to differentiate between PI-RADS v2 score groupings. The p-values are from a logistic regression and the AUC, sensitivity and specificity values are from an ROC analysis.

<table>
<thead>
<tr>
<th>Angle</th>
<th>PI-RADS Groupings</th>
<th>p</th>
<th>AUC</th>
<th>Sens. (%)</th>
<th>Spec. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200°</td>
<td>1,2 v 3</td>
<td>0.030</td>
<td>0.804</td>
<td>80.7</td>
<td>87.2</td>
</tr>
<tr>
<td></td>
<td>3 v 4,5</td>
<td>0.025</td>
<td>0.907</td>
<td>93.3</td>
<td>92.0</td>
</tr>
<tr>
<td></td>
<td>1,2 v 3,4,5</td>
<td>0.000</td>
<td>0.802</td>
<td>71.7</td>
<td>83.4</td>
</tr>
<tr>
<td>180°</td>
<td>1,2 v 3</td>
<td>0.005</td>
<td>0.786</td>
<td>63.3</td>
<td>84.0</td>
</tr>
<tr>
<td></td>
<td>3 v 4,5</td>
<td>0.013</td>
<td>0.867</td>
<td>80.0</td>
<td>76.7</td>
</tr>
<tr>
<td></td>
<td>1,2 v 3,4,5</td>
<td>0.000</td>
<td>0.881</td>
<td>80.6</td>
<td>78.7</td>
</tr>
<tr>
<td>160°</td>
<td>1,2 v 3</td>
<td>0.015</td>
<td>0.719</td>
<td>82.7</td>
<td>65.0</td>
</tr>
<tr>
<td></td>
<td>3 v 4,5</td>
<td>0.037</td>
<td>0.878</td>
<td>81.7</td>
<td>88.3</td>
</tr>
<tr>
<td></td>
<td>1,2 v 3,4,5</td>
<td>0.000</td>
<td>0.798</td>
<td>72.4</td>
<td>80.1</td>
</tr>
<tr>
<td>140°</td>
<td>1,2 v 3</td>
<td>0.489</td>
<td>0.594</td>
<td>71.4</td>
<td>61.3</td>
</tr>
<tr>
<td></td>
<td>3 v 4,5</td>
<td>0.012</td>
<td>0.850</td>
<td>90.0</td>
<td>83.3</td>
</tr>
<tr>
<td></td>
<td>1,2 v 3,4,5</td>
<td>0.011</td>
<td>0.706</td>
<td>81.0</td>
<td>65.9</td>
</tr>
<tr>
<td>120°</td>
<td>1,2 v 3</td>
<td>0.742</td>
<td>0.636</td>
<td>69.2</td>
<td>76.3</td>
</tr>
<tr>
<td></td>
<td>3 v 4,5</td>
<td>0.427</td>
<td>0.742</td>
<td>78.3</td>
<td>78.3</td>
</tr>
<tr>
<td></td>
<td>1,2 v 3,4,5</td>
<td>0.511</td>
<td>0.600</td>
<td>56.1</td>
<td>78.6</td>
</tr>
<tr>
<td>100°</td>
<td>1,2 v 3</td>
<td>0.476</td>
<td>0.609</td>
<td>60.1</td>
<td>82.1</td>
</tr>
<tr>
<td></td>
<td>3 v 4,5</td>
<td>0.264</td>
<td>0.748</td>
<td>87.0</td>
<td>85.3</td>
</tr>
<tr>
<td></td>
<td>1,2 v 3,4,5</td>
<td>0.726</td>
<td>0.617</td>
<td>76.5</td>
<td>61.0</td>
</tr>
</tbody>
</table>

be changing on the order of 93.3% to 80.0% and 92.0% to 76.7% respectively when differentiating PI-RADS 3v4,5 by using the EPG with an angle of 200°.

6.2.4 Discussion

The EPG work was designed to investigate that imperfect refocusing is affecting the T2 signal and that, by correcting for that, better quantitative estimates of tissue microstructure are achievable. The simulation study suggested that the EPG had little effect on the parameters of the LWI model when the actual flip angle deviated between 160-200°. However, the larger in-vivo study provides a good indication that the use of the EPG model with assumed flip angles 20° either side of the ideal, whilst the p-values remain below 0.05, could strongly affect the clinical utility of the technique. Hence the results indicate that fully taking into account the true flip angle could lead to better fitting. Whilst operating at a nominal 180° provides reasonable results without having to make corrections, this work suggests that imperfect flip angles should be taken into account to maximise the performance of LWI.
This experiment has a number of drawbacks. The flip angle calculated using the WASABI method is an approximation and the flip angle also varies spatially due to inhomogeneities in the $B_1$ field so, even if the average flip angle were correct, the only way to perfectly correct for imperfect refocusing is to calculate a flip angle for each pixel individually. However this study seems to suggest that this is not necessary if the variation is small. The EPG model is also subject to assumptions and approximations that mean it is not perfect at calculating the correct signal decays for a given flip angle. This experiment is modelling the effect of changing the assumed flip angle, not the actual flip angle. Hence, whilst the experiment does not change the actual flip angle it should give an idea of sensitivity to mis-matched actual and assumed flip angles.

This work has shown that there is a need for further investigation into using methods for correcting imperfect pulse refocusing in scanners. This should take the form of a multi-center study as the benefits of the EPG to improving the reproducibility of LWI needs to be investigated. Comparing the capabilities of LWI both with and without imperfect refocusing correction will show how LWI varies across scanners and whether the EPG method can correct for this.

### 6.3 Summary

The objective of this chapter was to use the 65 patient dataset acquired to improve the imaging and model fitting to maximise the ability of LWI to detect and grade prostate cancer. The methods for doing this were twofold, investigating how far the echo train could be shortened whilst still giving good LWI estimates and looking into whether imperfect refocusing is having an effect on the LWI estimates.

The first experiment has shown that it is possible to reduce the number of echoes acquired still further from 32 echoes down to as little as 6 echoes. This is a strong result for the LWI method as it shows how robust it is to a reduction in the dataset. It also opens up the possibility of speeding up the scans and possibly improving upon resolution. This would make the multi-echo T2 images look a lot closer to the anatomical T2 images that clinicians currently use.
Given that the results when detecting and grading prostate cancer are already matching the current best in our dataset, this method can only improve in its ability to perform these tasks when a larger dataset is used. These works lay the ground work for an optimised acquisition and a perfected LWI modelling.
Figure 6.2: T2 signal and LWI fitting for pixel of benign tissue. The images on the left are the fitted T2 distribution of the pixel and the image on the right is the T2 signal decay alongside the model fit.
Figure 6.3: T2 signal and LWI fitting for pixel of cancerous tissue. The images on the left are the fitted T2 distribution of the pixel and the image on the right is the T2 signal decay alongside the model fit.
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Figure 6.4: First eight echoes of the signal decay of the myelin component for three refocusing flip angles. All of the magnitudes are normalized to the value of the first echo for the 180° case (reproduced from Prasloski et al. [124] with permission).

Figure 6.5: A graph showing the first five pulses of a CPMG pulse train with perfect 180° pulse refocusing, including the phase graph and the resultant signal showing the five corresponding echoes.
Figure 6.6: A graph showing the first three pulses of a CPMG pulse train with imperfect pulse refocusing, including the phase graph and the resultant signal.
Chapter 7

Machine Learning for Prostate Cancer Detection

Machine learning is a rapidly growing technique in classification tasks. The work contained in this thesis so far is the classification of regions of interest into a number of categories. This work looks at using machine learning for these classification tasks because they remove previous model assumptions on the data.

This chapter first presents a comparison of machine learning techniques in order to assess which holds the most promise for classifying tumours using T2 data. Then a larger study into the use of the best of these techniques in classifying regions of interest is carried out. Parts of this work were presented at the 26th Postgraduate Symposium of the British Chapter of the International Society of Magnetic Resonance in Medicine

7.1 Comparison of Machine Learning Techniques

Multi-parametric MRI (mp-MRI), which includes T2-weighted, diffusion and DCE measurements [151], provides good sensitivity and specificity in the detection of clinically significant prostate cancer [6]. However, the accuracy of mp-MRI is limited by variability in and the subjectivity of human radiological interpretation of images. Overall, mp-MRI classifies a significant proportion of lesions as indeterminate, meaning that the
method cannot tell whether a large number of cases are clinically significant prostate cancer. Storas et al. [152] found that a multi-echo T2 sequence can separate the effects of different tissue micro-environments. This work examines the ability of both Support Vector Machines and simple Neural Networks to differentiate tumour from normal tissue using multi-echo T2 data. The cutting-edge machine learning techniques, such as convolutional neural networks, could be effective in this problem due to their ability to take spatial information into account but this study aims to use simpler techniques as a proof of concept.

7.1.1 Methods

A small experiment was first carried out in order to decide which machine learning technique showed most promise out of the subset of simple methods chosen to investigate. A sub-cohort of nineteen patients from a larger study met our inclusion criteria [78] as previously discussed in Section 5.3.2. These acquisitions were carried using the T2 sequence detailed in Table 4.8. A board-certified radiologist (FG) contoured twelve lesions across nineteen patients, using histopathological reports to contour on a single echo of the multi-echo images. Nineteen regions of interest (ROIs) were also placed in areas of normal tissue in each of the subjects, all of which were histologically sampled and did not show cancer. Two algorithms were run voxel-wise on the 32-echo data, consisting of 3962 voxels from thirty-one ROIs. A neural network with one hidden layer consisting of thirty-two inputs and ten fully connected neurons was trained, validated and tested on a voxel by voxel basis, classifying each voxel as either significant tumour (defined as Gleason 3+4 or above) or not. The same classification was then carried out using a support vector machine on both the multi-echo data and the T2 values calculated from a mono-exponential fit to the multi-echo data. Five-fold cross-validation was applied when training and testing the models. In order to compare the models, the average Receiver Operating Characteristic (ROC) curve across all folds was plotted for each classification algorithm. The accuracy was assessed using the Area-Under-Curve (AUC) value, as well as the sensitivity and specificity of the operating point.
Table 7.1: The average results of the cross-validated ROC analyses along with results from other studies.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>Sens. (%)</th>
<th>Spec. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural network</td>
<td>0.82</td>
<td>84</td>
<td>72</td>
</tr>
<tr>
<td>SVM</td>
<td>0.54</td>
<td>59</td>
<td>50</td>
</tr>
<tr>
<td>SVM (mono-exponential)</td>
<td>0.62</td>
<td>88</td>
<td>46</td>
</tr>
<tr>
<td>mp-MRI (quoted from [6])</td>
<td>-</td>
<td>88</td>
<td>45</td>
</tr>
<tr>
<td>LWI (quoted from Chapter 5)</td>
<td>0.81</td>
<td>75</td>
<td>87</td>
</tr>
</tbody>
</table>

7.1.2 Results & Conclusion

As shown in Table 7.1, the multi-echo T2 sequence combined with a neural network classification has similar sensitivity and specificity in the detection of clinically significant prostate cancer (defined here as Gleason 3+4 and above) to the LWI model investigated in Chapter 5. Higher specificity means that fewer normal regions are falsely predicted to be significant tumour. These values suggest that multi-echo T2 imaging shows promise in detecting clinically significant prostate cancer using a simple imaging technique that is less prone to artefacts than diffusion sequences. This improved sensitivity and specificity may come from the fact that the multi-echo data can more accurately represent multiple compartments than ADC or traditional axial T2 images. This experiment has shown that neural networks could be more effective in detecting prostate cancer than SVMs and so were selected for further research.

In order to better investigate the difference between the machine learning techniques a prospective study should be designed using a larger dataset in which the radiologist is blinded to previous histopathology, and more sophisticated neural networks could also be applied.

7.2 Neural networks for scoring of tumours

Following on from the work in Section 7.1, in this section of work neural networks were investigated further as a way of detecting prostate cancer. Neural networks are versatile and robust machine learning algorithms used in a wide range of classification tasks, as described in Section 2.6. The use of neural networks is not common in prostate MRI
and no works have used them on either multi-echo T2 data or Luminal Water Imaging parameters. The aim of this work is to investigate whether neural networks trained on only the multi-echo T2 signal values can produce comparable results to current diffusion imaging methods and the LWI method from previous chapters. Neural networks were optimised for each dataset and then tested for their ability to differentiate pixels within ROIs graded PI-RADS 1 & 2 from pixels within ROIs graded PI-RADS 3,4 & 5 using an ROC analysis. The multi-echo T2 dataset was found to be as effective as the LWI parameters in differentiating between these PI-RADS scores and more effective than either the diffusion-weighted images or ADC maps.

### 7.2.1 Introduction

As discussed in previous chapters, mp-MRI is one of the best methods available for detecting and grading tumours non-invasively using MRI but it suffers from issues such as low specificity. This leads to a large number of men unnecessarily undergoing biopsy, a painful and invasive procedure. The clinical need for new modalities that better distinguish between different grades of tumour is clear.

Two ways in which to alter and improve a particular imaging method are either to change the acquisition or to change the model imposed upon the acquired data. Better data can provide more information on the underlying tissue but is of limited use if the signal model is too simple to capture it. However, a more intricate model is of limited use if the data are not rich enough to support it in a robust and repeatable way.

Whilst studies have been made on using neural networks on voxel-wise diffusion or T2-weighted data to detect and grade prostate tumours, this study has extended these investigations to multi-echo T2 data. It has been shown [174] that using convolutional neural networks on mp-MRI images to produce lesion probability maps could have similar sensitivity and better specificity than a 6-core prostate biopsy in localising prostate lesions. Yang et al. then go on to show that these methods also show promise in being able to grade these lesions accurately. However, this technique is yet to be repeated and still only uses the images acquired in a standard mp-MRI acquisition.
This chapter investigates the use of machine learning on 32-echo T2 and diffusion data. In particular, this study compares the ability of different combinations of MR data in classifying pixels in an image into clinically relevant groupings of PI-RADS v2 scores using neural networks. Neural networks are tested on the data from 6 b-value diffusion acquisitions, 32-echo T2 acquisitions, ADC maps and the parameters of the LWI model. This hypothesis of this work is that the use of neural networks on a range of different acquisitions and maps removes the need to impose a model on the data whilst providing comparable detection and grading of PCa.

7.2.1.1 Patient Selection

A sub-cohort of 24 patients was used from a larger prospective study [78] and on 23rd December 2015 received UK Research Ethics Committee approval. Patients were recruited between September 2016 and October 2017 and provided written informed consent on the day of the trial intervention following a minimum 24-h period of consideration. The patient inclusion criteria were included in a previous study [78]. 46 subjects were excluded, 1 due to a technical fault, 4 due to MR contraindications, and a further 41 due to poor registration between the diffusion and T2 images.

7.2.2 MRI Acquisitions

Subjects were scanned on a 3.0T scanner (Philips Achieva; Philips Medical Systems, Best, The Netherlands) using a 32-channel cardiac coil. A multiple b-value DWI was acquired with a Single Diffusion Encoding (SDE) single shot EPI sequence over 6 b-values of 0,90,500,1500,2000,3000 s/mm2. TE/TR = 50-80/2000-3707 ms; Voxel size = 1.3x1.3x5mm; Field of View = 220x220 mm; Scan duration = 12:57. A multi-echo spin-echo sequence was acquired with parameters: TE/TR = 31.25/8956 ms; Number of echoes = 32; Acquired voxel size = 2x2x4mm; Field of View = 180x180 mm; Scan duration = 5:50.
7.2.2.1 Regions of Interest and histologic examination

A board-certified radiologist with 5 years of experience in prostate mpMRI reporting (FG) contoured 98 regions of interest (ROIs) of either malignant or benign tissue on the ADC maps using previous information on the location of lesions, including from previous biopsy where available. 97 ROIs were also contoured on the 93.75ms echo of the ME-T2 image, chosen for its similar echo time to a traditional axial T2 weighted prostate image (∼100ms). For all ROIs, both benign and lesion, a PI-RADS v2 score was assigned. PI-RADS v2 is a method of scoring tissue on a scale of 1-5, with 1 meaning clinically significant cancer is highly unlikely to be present and 5 meaning clinically significant cancer is highly likely to be present. A subset of 19 patients also had histology information available.

7.2.2.2 Image Transformation

In order to use neural networks to classify pixels using both diffusion and T2 data combined, the images must be correctly aligned so the pixels in the diffusion image match the pixels in the T2 image. The main source of misalignment between DWI and T2-weighted images is inhomogeneities in the B0 field. These inhomogeneities cause echo planar imaging (EPI) based images to become distorted when compared to T2-weighted images. In order to undistort the diffusion images a B0 map was acquired as part of the scan and, using the bandwidth/pixel ratio calculated by the scanner, the shifting of the EPI-based diffusion images due to these inhomogeneities could be calculated. After distortion correction the DWI images were then resliced into the same plane and resolution as the T2-weighted images using 3D interpolation with a separable kernel that accounted for in-plane voxel sizes and slice thickness.

Once the distortion was removed and the images had been resliced each DWI and T2-weighted image was assessed against the ROIs drawn on the T2-weighted image. In 41 subjects this process of unwarping and reslicing did not provide adequately registered images. This study relies on pixel-by-pixel predictions, meaning that a pixel in a diffusion image needs to be registered to a pixel in a T2 image. As the process of registering images
more thoroughly is a complex and time-consuming process, for this study the decision
was made to visually reject those subjects for which the images were poorly aligned.
This led to the number of subjects in the study reducing to 24, which contained 37 ROIs
in all.

7.2.2.3 Neural networks

Neural networks were used in this work due to their versatility. ‘A feedforward network
with a single layer is sufficient to represent any function, but the layer may be infeasibly
large and may fail to learn and generalize correctly’ [61].

The structure of a neural network needs to be optimised for a task if it is to be effective.
Two important parameters of a neural network are the number of layers it contains and
the number of nodes contained within each layer. This was taken into account by testing
a wide range of neural networks in order to find the optimum for each training dataset.

For each set of parameters the number of layers was iterated between 1-4 and the number
of nodes in a given layer was iterated between 1-61. In a neural network the number of
nodes in a particular layer need not be the same as that of other layers but, as changing
the number of nodes in each layer greatly increases the complexity of the optimisation,
the number of nodes was the same for each layer.

A fully-connected feed-forward network with sigmoid hidden neurons and softmax output
neurons was created in Matlab (MATLAB and Statistics Toolbox Release 2017a, The
MathWorks, Inc., Natick, Massachusetts, USA). Matlab was chosen for its simple and
easy to use ML applications and the fully connected feed-forward algorithm was used as
it is a simple and versatile technique. The scaled conjugate gradient backpropogation
method was used to update the weights and biases in the network and the performance
of the network was calculated using cross entropy.

The network is run pixelwise on the signal and parameter values so no spatial information
is used. Each of the datasets is normalised in order for each of the input variables to
have a zero mean and unit variance. Five datasets were separately tested in this way:
• 32-echo T2 - the signal values of the 32-echo acquisition.

• 6 b-value diffusion - the diffusion acquisition signal values averaged over 3 orthogonal gradient directions.

• LWI - the 6 fitted parameters of the LWI model along with the $A_1$, $A_2$ and $LWF$ parameters calculated after the fitting.

• ADC - the apparent diffusion coefficient value calculated from the diffusion acquisition.

• T2 & diffusion signal intensities - a combination of the 32-echo T2 and 6 b-value diffusion acquisitions.

7.2.2.4 Statistics

In order to reduce the risk of the results being affected by the contents of the training, validation and test sets, cross validation was used. The patients were split up into five groups, which would consist of the five folds of the cross validation. Splitting by patient rather than splitting up into five equally sized groups of pixels ensures that pixels from the test patients are not seen in the training set, ensuring against overfitting in order to make the results more reproducible in the future. Whilst rotating through using each of the five folds of the cross validation as the test set, the rest of the data was itself split into training and validation sets over which the parameters of the fit, including the numbers of layers and nodes in the network, were optimised.

Mean sensitivity, specificity and area-under-curve (AUC) values across the 5-folds were computed using a Receiver Operating Characteristic (ROC) analysis. Sensitivity and specificity values were calculated from the ROC analysis using an operating point with the shortest distance to the point of perfect discrimination. A comparison between the scores PI-RADS 1,2 vs PI-RADS 3,4,5 separates lesions needing further action from those that do not.
### 7.2.3 Results

The results of the cross-validated ROC analysis are shown in Table 7.2. They show that both the 32-echo T2 values and the LWI parameters have a similar AUC when used by a neural network to distinguish between PI-RADS 1 & 2 and PI-RADS 3,4 & 5. Both of the diffusion datasets have lower AUC values.

Figure 7.1 shows the signal decays of 575 pixels from ROIs of both suspected healthy tissue and suspected tumour. The colours in this graph are based on the prediction from the final neural network, with blue representing PI-RADS 1&2 pixels and red representing PI-RADS 3,4&5 pixels. Similarly, Figures 7.2 and 7.3 show how these predictions performed against the ground truth PI-RADS v2 scores.

Figure 7.4 shows an example of the predictions made by the neural network. It correctly predicts the location of the suspected tumour in the left PZ. This image seems to show that the algorithm is predicting that all of the TZ is tumour, which is misleading because the neural network is mostly trained on PZ data in this experiment and hence does not correctly interpret TZ pixels.

### 7.2.4 Discussion

The results in Table 7.2 show that using a neural network trained on the 32-echo images alone to predict whether a lesion requires further action or not (PI-RADS 3-5 and PI-RADS 1-2 respectively) is as effective as using the parameters of the LWI model in the same way. This is an interesting result because it means that it can be used as a model-free method that requires no tissue assumptions and works on the image data...
Figure 7.1: All signal decays for test set plotted against time. Red are the pixels predicted to be PI-RADS 3, 4, and 5 and blue are the pixels predicted to be PI-RADS 1 and 2.

Figure 7.2: This plot depicts those pixels that were predicted to be normal tissue. The darker lines are pixels that were predicted correctly and the lighter lines are those for which the neural network prediction was wrong.
Figure 7.3: This plot depicts those pixels that were predicted to be tumour. The darker lines are pixels that were predicted correctly and the lighter lines those for which the neural network prediction was wrong.

Figure 7.4: (a) This is a T2 weighted image of a prostate containing a large tumour in the left PZ. (b) The final neural network, using the 32-echo data alone, has predicted which pixels are normal tissue and which are tumour (tumour = yellow, normal = blue). The algorithm is trained on PZ tumours so although it is predicting the TZ to be mostly tumour this is misleading because the algorithm has not seen any TZ data. The PZ is highlighted in red.

itself. Once the model is correctly trained it will take less time to process an individual image than it would fitting the LWI model.

Table 7.2 also highlights some of the weaknesses of neural networks. When both the 32-echo T2 data and the 6 b-value diffusion data is combined the ability of the network
to differentiate between suspected healthy tissue and suspected tumour decreases. This is because as the number of input variables increases to 38 when they are combined it becomes more likely that the neural network will overfit the data and hence have poor results on the test sets. Furthermore, the size of the networks fit to the data reveals limitations of this study. The optimal network size on the 32-echo T2 and 6 b-value diffusion datasets is small, fitting only three and four hidden layers respectively. An explanation for this is that the larger neural networks are overfitting the training data and not generalising well to the test set. The fact that the largest dataset, the combination of T2 and diffusion datasets, is optimised by a network with 4 hidden layers of 42 nodes each but only has an AUC of 0.774 suggests that none of the networks are able to adequately model the data without more data.

Figure 7.1 shows that in general the pixels with the longer T2 values, and hence slower decays, are classed as normal tissue. However, due to the overlap in the middle it can be seen that the neural network is performing a more complex prediction than just selecting a T2 cutoff value. Figures 7.2 and 7.3 show that almost all of the erroneous predictions seem to be understandable given that the wrongly predicted pixels are visually hard to distinguish from those that are correctly predicted.

Figure 7.4 shows that the neural network looks to be correctly predicting the location of lesions in an example image purely based upon the 32-echo T2 data. As the network is trained only on regions of interest, rather than whole images, this goes some way to showing that the model is working correctly outside of these ROIs as well, as long as the tissue is in the same zone of the prostate. One thing to note is the network’s prediction that all of the TZ tissue is tumour. This is due to the dataset, as none of the patients included in this study had tumours in the TZ, meaning that the neural network was not able to learn how to interpret TZ tissue.

One limitation to this study is that the dataset is by no means perfect for properly assessing the performance of a neural network. Typically these machine learning techniques are used on thousands if not millions of data points, so the size of this dataset is a limitation. The small size of the dataset means that the deeper networks are prone to overfitting the data, making them less effective when used on the test set.
a larger dataset deeper networks could be used and better results could be obtained. Furthermore, the choice of structure of the neural network in this case was not the only one. Utilising different types of network could enhance it’s ability to better differentiate between suspected lesion and suspected benign tissue. Another limitation is that the predictions in this experiment are scores from radiologists which are based on imaging rather than being histologically validated.

7.3 Summary

Overall this investigation into machine learning has shown that neural networks can classify tumours and benign tissue. In order to build on this result and further investigate the use of neural networks on multi-echo T2 data, future work would involve setting up a larger prospective study looking into the ability of this method to differentiate tumour from normal tissue. Histology is the current gold standard of lesion classification so, in order to fully validate this technique, the data must contain tissue information gained by either biopsy or prostatectomy. There is no correct minimum number of datapoints that are needed to use a neural network but in general the more datapoints the better if overfitting is to be avoided. If this method were to be used clinically, the number of datasets that the neural network is trained on would have to be larger. A wider variety of pathologies would also be necessary.
Chapter 8

Conclusion and Future Work

8.1 Conclusion

At the beginning of this project, when reviewing the literature surrounding quantitative tissue modelling in prostate cancer, three things were clear. One, the models that were in routine clinical use were very simple, which is to their benefit, but was still not specific enough to differentiate cancer from normal tissue in a proportion of cases. Two, many of the models that were being developed in the prostate to solve this problem were overly complicated, meaning that the dataset needed to robustly fit them was large. Three, models were being implemented in other regions of the body, particularly the brain, that were applicable to the prostate but were not being translated quickly.

The overall aim of this thesis was to improve the sensitivity and specificity of MRI methods in the detection and grading of prostate cancer through creating and testing tissue models that took into account the heterogeneous nature of prostate microstructure without requiring an infeasible acquisition through the model being overly complicated.

A number of opportunities arose from the literature review. Whilst studying diffusion imaging it became apparent that neither diffusivity distributions nor diffusion anisotropy were taken into account in the current cutting-edge models. Using distributions of diffusivity values rather than a single ADC means that at a cost of fitting one extra parameter an insight into just how heterogeneous the tissue is can be gained. Diffusion anisotropy
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is not in use for the simple reason that orientational heterogeneity in the prostate makes this difficult but, using novel techniques taken from the modelling of axons in the brain, would also reveal more information about the underlying tissue changes between normal prostate microstructure and tumour. However, as well as opportunities in diffusion MRI, the literature also showed the possibility of using quantitative T2 modelling to detect and grade tumours. These methods did exist in modelling myelin in the brain but were unused in the prostate until Sabouri et al. published in 2017 [136].

These opportunities perfectly fit the aim of the thesis in that they all sought to improve our quantification of prostate microstructure through a combination of advanced acquisitions and better signal modelling without fitting a large number of parameters.

As discussed in the introduction, the ‘Imaging Biomarker Roadmap for Cancer Studies’ [115] provides a framework for developing imaging biomarkers. As shown in Appendix A, in order to bridge the first translational gap for any imaging technique there first needs to be suitable data. Chapter 4 set out to decide upon the data that was to be acquired. By performing experiments on simulated data, gel phantoms and in-vivo this work concluded that the LWI fitting should be carried out using a constrained two-Gaussian fit, that the acquisition should be reduced to 32-echoes and that the echo spacing should be fixed at 31.25ms. After coming to these conclusions a dataset of 65 patients was then acquired using these findings.

Once a suitable dataset exists, the roadmap then suggests that the imaging technique must undergo both technical validation and biological and clinical validation. After doing initial technical tests into the hardware and software considerations, ethical approval and tolerability, the LWI acquisition was considered clear to go ahead in patients. Biological and clinical validation was the route that was taken at this point due to the fact that clinical validation would be intriguing enough to motivate future research into repeatability and reproducability studies but not necessarily vice versa.

The end of Chapter 4 went on to correlate the LWI model to the VERDICT diffusion model, successfully linking some microstructural compartments, and then found in a small dataset that the LWF parameter of the LWI model is significantly different between tumour and normal tissue. These small experiments were designed to give a first estimate
as to the strength of LWI. Chapter 5 was the main bulk of the clinical validation. This work looked into the sensitivity and specificity of LWI in both differentiating tumour from normal tissue and then discerning between different groupings of PI-RADS scores, showing that for both of these tasks the LWF parameter performs as well or better than ADC without the limitations of an EPI-based diffusion acquisition. This chapter then goes on to show through correlations with the VERDICT diffusion model that LWI is sensitive to tissue microstructure.

After carrying out a clinical validation study on LWI, the next objective on the roadmap is to look into technical validation. The first step towards technical validation is a repeatability study. To this end, part of Chapter 5 is devoted to a study in which a subset of 16 of the subjects were used in a study into the repeatability of the LWF parameter. Analysis showed that there was a strong correlation between the median LWF values of ROIs produced by two separate readers.

Using the 65 subject dataset, in Chapter 6 the acquisition was then further investigated. One study showed that the number of echoes could be reduced to as low as 6 echoes whilst barely reducing the ability of the LWF to detect prostate cancer whilst another showed that correcting for imperfect refocusing can improve the efficacy of LWI.

Chapter 7 then looked into machine learning techniques for discriminating between PI-RADS v2 score groupings, showing that neural networks used on either the 32-echo signal intensities or the LWI parameters are more effective than ADC.

The main impact of this thesis has been to take LWI from an unknown technique to one that has been both clinically and technically validated, providing an optimised 32-echo sequence and a robust fitting method.

8.2 Contributions

This thesis made a number of key contributions:

- A constrained LWI fitting that is faster to perform and works on small datasets of as little as six echoes. This method works as well or better than diffusion imaging
for all classifications performed, correlates with tissue microstructure, is repeatible in the dataset used here and, with the use of imperfect refocusing correction, could work across multiple centers.

- An ME-T2 sequence that is optimised for the LWI method. This acquisition could feasibly be as short as 6 echoes, meaning that the resolution could be much like that of an anatomical T2 image within a reasonable time frame. This drastic reduction in the number of echoes needed to accurately fit the LWI makes the technique substantially more likely to be clinically accepted.

- A machine learning technique that, when used on ME-T2 data, is significantly more sensitive and specific to tumours than ADC and removes the need to fit tissue models at all.

- Preliminary research into two intriguing diffusion modelling techniques that give novel information into the microstructure of the prostate and, even without optimised datasets, can match ADC for tumour detection.

### 8.3 Future Work

As set out in the Chapter 1, in order to take LWI from a new imaging biomarker to a validated clinical technique (as defined by the Imaging Biomarker Roadmap for Cancer Studies in Appendix A.1) it first has to have its technical and biological performance quantified in a small number of centres. This would involve carrying out similar studies to that in Chapter 5 across a number of centres and assessing how the results vary across centres. This will give a good estimation of how well the technique would perform when being used across numerous sites in the future.

In order to improve the LWI technique itself the first thing that should be further looked into is the balance of SAR, resolution, coverage, SNR and the number of echoes acquired. For clinical use the scan needs to be strong in all of these areas so a further optimised sequence must be tried. In particular, the current LWI imaging protocol does not cover the entire prostate at the current imaging resolution so it is important to increase the
coverage to the whole prostate so that when this technique is investigated in multiple
centres there is no need to have prior knowledge of the location of a tumour or suspicious
region. Practically, this would mean keeping the same slice thickness but increasing the
coverage in the axial direction to approximately 70mm whilst keeping the scan to under
around six minutes so the it is both tolerable and within SAR reccomendations. Work
has already being carried out in this space, as shown by the work of Gong et al. in
Section 6.1 (on which I am an author), showing that a reduction in echo number reduces
SAR and imaging time but does slightly reduce the accuracy of the LWI model.

In the longer term, as the sequence is always SAR limited, the acquisition could benefit
from the reduction of the flip angles from 180°. This would reduce the restrictions
that SAR places on the sequence, opening up the possibility of further improvements to
the rest of the sequence. These imperfect pulses could then be corrected for by using
post-processing methods such as the Extended Phase Graph. Compressed sensing and
multi-band excitation could also be further investigated.

Once the first translational gap has been bridged, further research should then look into
multi-centre studies looking into the sensitivity, specificity and reproducibility of LWI,
its effect on diagnostic accuracy and its relationship to patient outcome. Much like
the mp-MRI study conducted by Ahmed et al. [6], this study would be a prospective,
multi-centre study containing hundreds of subjects.

The further investigation of the machine learning techniques of Chapter 7 should have
three aims. One would be to increase the size of the dataset, as machine learning
techniques often struggle to work on the size of the datasets that have been used in this
work. Alongside this, more sophisticated machine learning techniques could be used to
better differentiate between grades of tumour. This would likely initially take the form
of larger neural networks as the size of the dataset increases but this could then develop
onto using convolutional neural networks to indirectly include spatial information, such
as the size and shape of the tumour, when predicting tumour grade. The third area in
which further investigation should be done involves utilising other imaging modalities,
such as DCE-MRI, to see whether they can improve the diagnostic accuracy of the
machine learning algorithms.
Appendix A

Imaging Biomarker Roadmap
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Figure A.1: The imaging biomarker roadmap for cancer studies (reproduced from O’Connor et al. [115] under a creative commons license.)
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