Constraining S-wave velocity using Rayleigh wave ellipticity from polarization analysis of seismic noise
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SUMMARY

We develop a new method for measuring ellipticity of Rayleigh waves from ambient noise records by degree-of-polarization (DOP) analysis. The new method, named DOP-E, shows a good capability to retrieve accurate ellipticity curves separated from incoherent noise. In order to validate the method we perform synthetic tests simulating noise in a 1-D earth model. We also perform measurements on real data from Antarctica and Northern Italy. Observed curves show a good fit with measurements from earthquake records and with theoretical ellipticity curves. The inversion of real data measurements for $v_S$ structure shows a good agreement with previous models. In particular, the shear-wave structure beneath Concordia station shows no evidence of a significant layer of liquid water at the base of the ice. The new method can be used to measure ellipticity at high frequency and therefore it will allow the imaging of near-surface structure, and possibly of temporal changes in subsurface properties. It promises to be useful to study near-surface processes in a wide range of geological settings, such as volcanoes, fault zones and glaciers.
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1 INTRODUCTION

Rayleigh waves are surface waves with particle motion polarized along a vertical ellipse, typically with a retrograde motion at very shallow depths. The ratio of horizontal and vertical axes of the particle motion ellipse is defined as the ellipticity of Rayleigh waves and under ray theory assumptions (scale length of lateral heterogeneity being large compared to wavelength) it depends only on the local structure beneath the station (Woodhouse 1974; Ferreira & Woodhouse 2007b; Maupin 2017). Because of this feature it represents a powerful tool for investigating the local structure at the receiver particularly in the cases of poor or uneven seismic network coverage. In the last decade a number of studies measured Rayleigh wave ellipticity from earthquake records (e.g. Ferreira & Woodhouse 2007a; Tanimoto & Rivera 2008). In some cases ellipticity measurements have been used to better constrain the upper crust in a joint inversion together with phase and group velocity data (e.g. Lin et al. 2012). A first attempt of retrieving a crustal model from Rayleigh wave ellipticity measurements alone (i.e. without using any other data types) has been performed by Yano et al. (2009) but they found a very strong dependency of the final model on the starting one due to the linearized inversion technique used. Recently more extensive measurements of ellipticity in Northern Italy have been performed by Berbellini et al. (2016); they obtained a new crustal model from ellipticity curves alone using a completely nonlinear inversion technique (Berbellini et al. 2017). Using a similar approach, Attanayake et al. (2017) built a first crustal model of Portugal from ellipticity measurements alone. In both studies, the depth parametrization was based on a priori knowledge of the regions considered (e.g. Moho depth and thickness of the layers from previous studies), which helped to constrain the inversions. In fact, since there is a well-known trade-off between velocity and thickness of a layer (Scherbaum & Ohrnberger 2003; Hobiger et al. 2013) using a parametrization with thickness fixed to a priori values helps to retrieve reliable $v_S$ profiles. In addition to these recent advances on Rayleigh wave ellipticity studies based on earthquake data, $H/V$ measurements from ambient vibrations have been used for decades for engineering and shallow geophysics purposes such as soil characterization, estimation of site effects and seismic microzonation (e.g. Fäh et al. 2003; Sánchez-Sesma et al. 2011; Hobiger et al. 2013, Pastén et al. 2016). One of the first methods to measure $H/V$...
from ambient noise has been introduced by Nakamura (1989). This method, rather empirical, is still largely used because of its stable and reliable results in addition to its simplicity and short time windows needed for a measurement. An extensive European project called SESAME-GEOPSY (http://sesame.geopsy.org/) had the aim of developing tools to implement the Nakamura method for site effect estimation for seismic mitigation. These methods are based on the spectral analysis of ambient noise, often assuming that seismic noise is composed mostly by Rayleigh waves (Haubrich et al. 1963; Tanimoto et al. 2006). Nevertheless, it is known that such H/V measurements can be strongly affected, for example by Love waves, which can lead to an overestimation of ellipticity. Several methods have been introduced to enhance ellipticity measurements by separating the contribution of Love and body waves. Hobiger et al. (2009) developed a new single-station measurement technique (named RayDec) that uses the random decrement technique, previously used to measure structural parameters of buildings (such as resonance frequencies and damping parameters), to suppress the contribution of Love waves. Other methods take advantage of dense station arrays, for example by performing f–k analysis on the data to separate the contribution of Rayleigh and Love waves (Poggi et al. 2012). More recently a number of works has been published like Hobiger et al. (2016) and Maranò et al. (2017). Here they use a dense seismic array to analyse the polarity of the incoming waves to determine backazimuth, polarization and ellipticity of Rayleigh waves. The use of a seismic array also avoids the 180° ambiguity in the backazimuth determination, hence they allow identification of retrograde/prograde polarity. These methods, even if very successful, have the main disadvantage of requiring dense seismic arrays, which limits their applicability to temporary deployments. Also, they use high frequency data (0.2–10 Hz) and they have been extensively used to study the top few hundreds metres of the subsurface.

The aim of this work is to develop a new single-station method for measuring Rayleigh wave ellipticity from ambient noise records to be used in seismological applications such as shallow crustal imaging and crustal tomography. We use a measurement scheme previously developed by Schimmel & Gallart (2004) based on the degree-of-polarization (DOP) analysis. This algorithm detects polarized signals through their arbitrary but stable particle motion, which is measured by the DOP. In Schimmel et al. (2011) the DOP has been adapted to select seismogram segments where the particle motion describes a stable ellipse in a vertical plane as expected for Rayleigh waves. Here, we focus on Rayleigh waves and further use this concept, which we now label DOP-E to stress that we are considering elliptically polarized waves to measure the H/V ratio only on these parts of the records. As an output we obtain an ellipticity curve as a function of wave period and the corresponding backazimuth of the ambient noise for each period. We validate the DOP-E method using synthetic tests for ambient noise computed on a 1-D earth model and we compare H/V measurements from DOP-E with earthquake-based measurements from recording stations in two different geological settings. Finally, we jointly invert the ellipticity measurements from ambient noise and earthquake records for stations CCD (Concordia, Antarctica) and PRMA (Parma, Northern Italy) and we obtain vS profiles that are compatible with previous results.

2 MEASUREMENT METHOD

In the following, we briefly summarize the polarization approach used to identify Rayleigh waves in three-component ambient noise...
defines the time–frequency resolution. Following this approach the instantaneous polarization attributes are determined as a function of time and frequency. They are used in full analogy to the time domain DOP to obtain the time–frequency DOP. Thus, the determination of the time–frequency DOP involves two different sliding data windows: (i) A Gaussian window for the transformation into the time–frequency domain to determine the polarization attributes as a function of time and frequency and (ii) a boxcar window to determine the stability of the polarization, that is the DOP. The temporal width of the Gaussian window is typically 2–5 periods at one standard deviation while the window for the DOP determination is much shorter. It can be adjusted according to the expected signal length and time duration over which noise shows no stable polarization. That is the boxcar window should be sufficiently long to avoid that parts of noise is detected as stable polarized features. The approach has been adopted to detect, extract and characterize fundamental mode Rayleigh waves from ambient noise recordings (e.g. Schimmel et al. 2011; Obreskii et al. 2012, among others). For that purpose, the DOP has been modified to identify waves which are robustly polarized with elliptical particle motion in a vertical plane, such as expected for fundamental mode Rayleigh waves. The plane of motion is controlled by the planarity vector, that is for Rayleigh waves this vector should lie in a horizontal plane. The measured DOP is down-weighted as a function of the deviation of the ground motion ellipse from the vertical plane. We use $|\cos(\alpha)|^6$ as weighting function, where $\alpha$ is the deviation of the planarity vector from the horizontal plane. This function can be considered as a taper and has been chosen so that it has values that vary smoothly from 1 for $\alpha = 0^\circ$ to 0 for $\alpha = 90^\circ$ without down-weighting much DOP values for small deviations in $\alpha$. The exact function plays only a very minor role in our processing and other functions with similar behaviour could have been chosen without changing the results.

The noise records are composed of Rayleigh waves generated by different sources, which may interfere in time or frequency. The decomposition into the time–frequency domain used in our approach, therefore, permits to detect Rayleigh waves from different sources as long as their elliptical polarization is stable within the chosen time-window. Using short time windows enables to detect and use Rayleigh waves from different sources. Other waves, as for instance Love waves, may interfere at certain times and frequencies, and decrease the stability of the elliptical particle motion. In these cases the DOP-E will decrease and the signal might not be used depending on the DOP-E threshold. Using seismic records over several days, weeks or months guarantees that sufficient Rayleigh waves from different backazimuths and frequencies are detected to perform the ellipticity analysis.

2.2 Extraction of ellipticity

In this work, we are interested in identifying stable Rayleigh wave signals from ambient noise and to further use the frequency-dependent shape of the polarization ellipse to constrain the underlying seismic structure. We identify Rayleigh waves as described in the previous subsection. Note that any tilted or inclined particle motion is indicative of anisotropic structure or the interference with other signals and noise. We therefore do not consider polarized signals with an inclined elliptical motion where the semi-major vector deviates by more than $10^\circ$ from the vertical or horizontal direction even if the particle motion is in a vertical plane. The final DOP values obtained are only used for signal selection. That is, Rayleigh waves are identified as a function of frequency through a frequency-dependent DOP which is larger than a chosen threshold value. As the minimum permitted DOP gets lower, more less-stable polarized signals are permitted, and consequently more signals are included in the subsequent analysis. A high DOP threshold restricts the analysis to better polarized signals. For selected Rayleigh wave frequency components we determine the ellipticity using the particle motion ellipse which is controlled by the instantaneous semi-major and semi-minor vectors. The vertical and horizontal amplitudes are then used from these vectors to build the frequency dependent ellipticity curve.

3 METHOD VALIDATION

3.1 Ambient noise simulation

To validate the measurement scheme we simulate one day of ambient noise generated by an oceanic storm in the Northern Atlantic in a 1-D earth model. To do so we pick 300 point sources, randomly distributed on a 2-D normal distribution around the coordinates $57^\circ N$, $31^\circ W$ (Fig. 2). The sources are vertical impulses with random amplitudes (between $10^{12}$ N m and $10^{16}$ N m), very short half-duration ($0.5$ s) and random origin time. We compute synthetic seismograms at station PRMA (Northern Italy) up to the 5th overtone with a modal summation approach (Herrmann 2013) and using 1-D model PREM (Dziewonski & Anderson 1981). We then stack all the synthetic seismograms to obtain simulated ambient noise containing only Rayleigh waves. Real ambient noise also contains Love waves (e.g. Friedrich et al. 1998; Nishida et al. 2008; Gualtieri et al. 2013; Tanimoto et al. 2015) but their generation mechanism is not completely known yet. In order to simulate the contribution of Love waves we contaminate the synthetic ambient noise obtained from vertical sources with waveforms generated by 200 random horizontal double-couple sources with random amplitudes (between $10^{12}$ N m and $10^{16}$ N m) located in the same area as the vertical sources. We finally add white noise to all the three-component synthetics with a signal-to-noise ratio of 7.5 (ratio between the absolute amplitude mean of the ambient noise and absolute amplitude mean of the white noise) to simulate uncorrelated, spurious noise. This value has been chosen empirically after a series of synthetic tests (see Figs S1–S5). We evaluate the lowest acceptable signal-to-noise ratio (i.e. the highest level of uncorrelated noise) which the DOP-E can handle by adding different levels of white noise to the synthetic noise obtained from our 300 vertical sources. Even if we found that the minimum signal-to-noise ratio that the technique can handle (Figs S1–S5) is 5, we present illustrative results for a slightly higher value for stability issues.

In this validation test we do not want to simulate a perfectly realistic ambient noise to compare to real data observations (e.g. fully accounting for ocean wave models and how they generate ambient noise as in Gualtieri et al. 2013). We only want to test the ability of our method to obtain an ellipticity curve compatible with expected values, distinguishing ambient noise containing Rayleigh waves from other disturbances such as Love waves and uncorrelated noise. Simulating realistic ambient noise to compare with real observations would require a much more complex approach that is beyond the purpose of this work.
3.2 Measurement

We apply the DOP-E measurement scheme to the synthetic ambient noise in the period range 3–100 s using the measurement parameters provided in the supplementary material (Table S1). Here we use a narrow Gaussian window of one period within one standard deviation for the time–frequency representation of the data. Longer windows can also be used for instance to stabilize the polarization attributes in noisy data. The DOP window length is inversely proportional to frequency to account for the fact that lower frequency signals should be analysed by larger windows than higher frequency signals. This is in analogy to the frequency-dependent Gaussian window used to compute the time–frequency representation of the data. The DOP window length is defined by a minimum value for the highest analysis frequency and then increased inversely proportional to frequency. Here we use a window length of 8.5 s for a highest frequency of 0.5 Hz which means that at 0.1 Hz this window becomes five times larger. Tests showed that this window length is sufficiently long to distinguish between less polarized noise and more stable polarized signals. The minimum DOP threshold is set to 0.9, that is we only use polarized signals with DOP $> 0.9$ in the analysis. We then compute the median and the 16th and 84th percentiles of the distributions of the ellipticity measurements at each frequency and we compare the results to the theoretical ellipticity curves for fundamental mode and three overtones, calculated for the PREM model (Dziewonski & Anderson 1981) using a normal mode approach (Gilbert 1970; Herrmann 2013). Results are plotted in Fig. 3. Here we can notice that the observed measurements (black dots with error bars) fit the theoretical value well for the fundamental mode in the period range 4.5–18 s. The fit is not perfect at shorter periods but the theoretical value is still inside the measurement error bars. This is likely due to a combination of Love wave contamination and white uncorrelated noise, which cover the Rayleigh wave signals that are weaker at these periods. If we compare these results with those without Love wave contamination (Fig. S3 in the supplementary material) we notice a slightly improved fit for the higher frequencies, but still not perfect. In Fig. 3 errors are in general quite small but they increase when the ellipticity of the overtones is similar to the value of the fundamental mode. This is not surprising, because in this case the measurement of fundamental mode ellipticity is contaminated by overtones more strongly. We notice here that the ellipticity curve measured from DOP-E is in general stable even with the contamination of noise with Love waves. On the other hand, the simple spectral ratio between horizontal and vertical components shows a general overestimation of ellipticity (dotted line in Fig. 3) due to the presence of Love waves in
the horizontal components. Since in real cases we do not know the location of the sources, we conservatively define here the horizontal component as the root mean square of North and East components, as suggested by Nakamura (1989). For comparison, Fig. S3 shows the same test adding white noise only, without the contamination of Love waves. Here both the spectral ratio and the DOP-E produce ellipticity curves that roughly match with the theoretical values. This is not surprising since the white noise equally affects both the vertical and horizontal components, so it does not affect the spectral ratio.

The DOP-E analysis is also able to retrieve the backazimuth of the polarized incoming signal. This capability can be useful for the characterization of the ambient noise sources, as shown by Schimmel et al. (2011). Here we plot the detected backazimuths (Fig. 4) compared with the real distribution of backazimuths from the sources to the receiver station (red histogram, not to scale). As we can note there is a good fit between the observed and the true backazimuth.

4 SENSITIVITY ESTIMATE

Synthetic tests including noise showed a good fit with theoretical values calculated on a known 1-D model. Rayleigh wave ellipticity has a very strong sensitivity to $v_S$ at shallow depth as shown, for example by the sensitivity kernels in Tanimoto & Rivera (2008); sensitivity to shallower depth increases as the periods decreases. This means that Rayleigh wave ellipticity at a period of $\approx 2$ s is sensitive to very shallow depth (in the order of hundreds of metres). To test the resolution of Rayleigh wave ellipticity measurements to shallow $v_S$ variations we perform an additional synthetic test (Fig. 5). We choose a reference 1-D model (model 1, black line in panel a) and we perturb the top 500 m decreasing $v_S$ by 15 per cent (model 2, red line in panel a). We then compute the theoretical ellipticity curves for both the models (panel b); the theoretical curves differ from each other by a maximum of 32 per cent. We then simulate ambient noise using these two models and the same approach as shown in Section 3.1. Subsequently, we measure ellipticity using the DOP-E method on synthetic ambient noise simulated for the two subsurface models. Measurement results are shown in panel d. Here we see that, even if the error bars are slightly overlapping at the shortest periods, it is possible to distinguish the two ellipticity curves and they fit well to the theoretical ones. This test demonstrates that using the DOP-E analysis on ambient noise it is possible to detect a variation of $v_S$ of 15 per cent in the top 500 m beneath the surface.

5 INVERSION

5.1 Synthetic test

In the previous section we demonstrated that using DOP-E analysis on ambient noise greatly enhances the sensitivity of ellipticity measurements to small structure variations at very shallow depth compared to using only measurements from distant earthquake data. Rayleigh wave ellipticity measurements on short-period data from distant earthquakes (teleseismic distances) are difficult because of attenuation reducing the signal-to-noise ratio. Thus, so far Rayleigh wave ellipticity studies based on distant earthquake data have been focused on wave periods of $T \approx 10$ s or longer (e.g. Tanimoto & Rivera 2008; Berbellini et al. 2017). In contrast, ambient noise measurements are stable at shorter wave periods ($T \approx 1 - 15$ s in this study). By enabling the use of such short wave periods, ambient noise measurements image smaller scale structures and thus increase the resolution at shallow depths. In order to better quantify...
the capability of our measurement technique, we perform a synthetic inversion test. We choose an input \( v_S \) model (red dashed line in left panels of Fig. 6) and we compute the theoretical ellipticity curve at the typical periods of ambient noise (2–10 s) and earthquake data (10–100 s). In order to simulate a realistic observation we add noise to the measurements: we compute 200 random curves from a Gaussian distribution with mean equal to the theoretical value for the PREM model and with standard deviation equal to that obtained from real measurements for station PRMA, which will be presented in Section 6.2.1. We finally compute for each wave period the mean of the 200 random points. This final ellipticity curve is used as input synthetic data in our inversions.

5.2 Inversion technique

We invert the ellipticity curve using the same approach as in Berbellini et al. (2017) and in Attanayake et al. (2017): they inverted ellipticity curves from teleseisms using the Neighbourhood Algorithm (Sambridge 1999). This self-adaptive method samples the model space in order to find an ensemble of models that best fit the real data. For each model sampled the inversion algorithm compares predicted to real data (we use the normal mode approach by Herrmann (2013) to compute ellipticity curves and evaluate a cost function). The cost function takes into account the misfit between the real data and predicted values and it usually also contains a term to regularize the solutions. A regularization term is needed when the parametrization is made of many thin layers to foster the smoothest models. The cost function is defined as:

\[
c = \sum_{i=1}^{N_m} \left( \frac{d_{\text{obs}}^i - g^i(m)}{\sigma_{\text{D}}^i} \right)^2 + A \cdot N_m \sum_{j=1}^{N_l} \left[ v_S^{j-1} - 2v_S + v_S^{j+1} \right] + \left[ v_S^{j-1} - 2v_S + v_S^{j+1} \right], \tag{1}
\]

where \( d_{\text{obs}}^i \) are the observed data, \( g^i(m) \) are theoretical ellipticity values calculated using a normal mode formalism for the sampled model \( m \), \( \sigma_{\text{D}}^i \) is the variance of the measurement, \( N_m \) is the number of measurements, \( N_l \) is the number of layers, \( A \) is a scaling factor, and \( v_S \) is the shear-wave velocity. The first term is the misfit between observed and predicted data, the second is the regularization term. 

5.3 Synthetic inversion test results

Results of the synthetic inversion test are shown in Fig. 6. In the left panels we show the input model compared to the best model found. Also, in order to visualize the resolution of the models we plot in grey shadows all the models with a cost function within 20 per cent of the minimum cost function value obtained.

We first invert the ellipticity curve using only the periods from 2 to 10 s (Fig. 6D), corresponding to the frequency band used in measurements from ambient noise. Results (Fig. 6C) show that in this case the shallowest structure is well-constrained while deeper layers are not correct. The error bars of the ambient noise measurements in the period range \( \approx 9-10 \) s are large because the signals are weaker in this period band (we recall here that error bars are taken from real measurements from station PRMA, that will be presented in Section 6.2.1). For shorter wave periods, the errors are in about the same order of magnitude as for the measurements based on earthquakes, apart from the period range 4–7 s, where they are lower because of the larger power of ambient noise in this period range. The large errors in the ambient noise measurements in the 9-10 s period range lead to larger uncertainties in the retrieved \( v_S \) structure in the lower part of the shallow crust (\( \approx 2–10 \) km depth, Fig. 6C). We finally invert the whole curve from 2 to 100 s (Fig. 6F). In this case we find that the whole crustal structure is well-constrained (Fig. 6E). The \( v_S \) errors in the lower part of the shallow crust (\( \approx 2–10 \) km) are smaller than when inverting the ambient noise measurements alone because the errors of the \( T \approx 10 \) s measurements from earthquakes are lower than those from ambient noise. As expected the deepest layer is retrieved with lower resolution (i.e. with larger errors) than the shallower layers, which is similar to the findings of Berbellini et al. (2017).

6 REAL DATA EXAMPLES

6.1 Concordia – Antarctica

6.1.1 Measurements

We apply the DOP-E method described in Section 2.1 to real data to analyse the stability of the results and, in particular, to verify whether the Rayleigh wave ellipticity curve measured from ambient noise fits the ellipticity curve obtained from earthquake records by previous methods such as the one proposed by Berbellini et al. (2016) which is based on that of Tanimoto & Rivera (2008). These methods measure ellipticity of Rayleigh waves by selecting time-windows in earthquake waveforms by the analysis of the phase-shift between horizontal (radial) and vertical components. As a first test we use data from the Concordia seismic station (CCD), a French-Italian permanent research station in the Antarctic plateau. We choose this station because of its very quiet location, without any local anthropic noise. Thus, the quality of records is very high, being ideally suited for a first test of the measurement scheme. We apply the DOP-E method to 1 month of records in January 2009. We apply the method using the measuring parameters presented in the supplementary material and described in Section 3.2.

Measurement results are shown in Fig. 7 where the black dots are the measurements from ambient noise by DOP-E in the period range 2–15 s; red dots are measurements from earthquake signals using the method proposed by Berbellini et al. (2016). Here we used a data set of \( \approx 600 \) teleseisms from January 2009 to December 2013 with \( M_w > 5.5 \). We also show the theoretical ellipticity curve calculated from model CRUST1.0 (Laske et al. 2013) and 1ITM01 (Pasyanos et al. 2014) using a normal mode approach. Fig. 7 shows that the curves obtained from the two methods overlap very well in the period range 10–15 s. Error bars are in general larger for ambient noise measurements at short periods. The comparison with the theoretical curve shows a good fit in the period band 10–60 s, while for shorter periods we notice larger discrepancies, reaching a maximum at about 4 s. This suggests that the upper crust structure in the CRUST1.0 model near the CCD station is inaccurate. Thus,
Figure 6. Synthetic test of the inversion scheme using earthquake periods only (top panels), using ambient noise periods only (central panels) and using the whole period range (bottom panels). Left-hand panels: input $v_S$ model (red dashed line); best model found (black line); models with cost function within 20 percent from the best model (shadows of grey). Right-hand panels: synthetic curve computed from the input model with measurement noise added (red dots). Error bars are from real data measurements at station PRMA from earthquake data (panel B) and ambient noise data (panel D). Theoretical ellipticity curve from the best model found (black line).

the ellipticity measurements in the period range of 2–60 s can potentially help to better constrain the subsurface structure beneath the CCD station, notably in the upper crust.

In Fig. 8 we show the histogram of the backazimuth measured by DOP-E. The backazimuths have been determined from the orientation of the plane of motion, assuming that the particle motion for fundamental mode Rayleigh waves is retrograde at the surface, which is usually the case. From Fig. 8 it is evident that most of the Rayleigh waves arrive with a backazimuth of about $20^\circ$. In general an even azimuthal coverage would help to stabilize the ellipticity measurements, especially in the presence of strong lateral heterogeneity, given the sensitivity kernels shown by Maupin (2017). In this particular case we did not apply azimuthal normalization to clearly point out the capability of the DOP-E method to locate the direction of the ambient noise source. Moreover, we do not expect strong lateral heterogeneities in this particular geological setting.

The presence of a clear peak at $20^\circ$ shows that the ambient noise measured here has been possibly generated by a storm south of Cape of Good Hope, as is shown in Fig. 9(b). This region is often hit by a number of storms during the year, such as the one recorded in 2009 January 10–12, that is the most likely source of the ambient noise recorded. This storm is well identified by the strong low-pressure anomaly in Fig. 9(b) (NOAA/ESRL Physical Sciences Division, Boulder Colorado http://www.esrl.noaa.gov/psd/). Another indication that the detected noise is generated by oceanic storms is given by the histogram of the backazimuth separated by period bands (Fig. S6). Here we see that the highest peak at $\approx 20^\circ$ is in the period band of the microseisms (3–10 s). Further DOP-E analysis from other stations in the area could potentially confirm and locate by triangulation the exact source of the seismic noise but such an analysis is beyond the purpose of this work.
We keep the thickness of the three top layers free to vary during the inversion. We assume that the layer at the base of the ice is made of liquid water because it is consistent with the position of the subglacial lakes beneath the station (Cianfarra et al. 2009). We keep depth of the three bottom rock layers to the values from LITHO1.0 (Pasyanos et al. 2014) and we scale \( v_P \) and \( \rho \) from \( v_S \) using the Brocher relations (Brocher 2005). We do not apply any regularization here, since the model is relatively simple.

### 6.1.3 Results

We run the inversion sampling a total of 9000 models. Results are shown in Fig. 10. As we can see in the bottom panels, \( v_S \) values for the rock part of the crust match very well with the ones from LITHO1.0. Resolution decreases slightly as depth increases due to the reduction of the sensitivity with depth. The shallowest thin layer found could potentially correspond to the firn layer that is usually estimated \( \approx 150 \) m thick (King & Jarvis 2007). This layer is composed by compacted snow and it is characterized by low shear waves velocities. In the rest of the ice layer the \( v_S \) found is equal to \( 2.33 \) km s\(^{-1}\) and the average \( v_S \) found in the glacier is \( 2.15 \) km s\(^{-1}\). This value differs slightly from the average value measured for the ice from receiver functions by Wittlinger & Farra (2015) that is \( v_S = 1.81 \) km s\(^{-1}\). One of the most interesting features in the resulting model is the third layer: the thickness of this layer is extremely small, almost equal to 0, meaning that the inversion tends to cancel out this layer. This result suggests that no liquid water is present beneath the ice at this location, nor low-velocity sediments at the base of the ice. This result is particularly interesting since the region of Concordia station is characterized by a number of subglacial lakes (Cianfarra et al. 2009), but no lake evidence has been found directly beneath the station. An interesting test would be to measure and invert ellipticity curves from seismic stations located above a well-known subglacial lake to verify if this method is able to locate it. Nevertheless this is well beyond the scope of this paper.

We perform instead a preliminary synthetic test to empirically measure the sensitivity of ellipticity to variations of \( v_S \) and thickness of a thin layer at the depth of an eventual lake. We use the best model found as a reference model but we vary \( v_S \) of the 400-m-thick layer at the base of the ice and we compute the theoretical ellipticity curve for each model using a normal mode formalism. Results are shown in Fig. S9, which also shows as a reference the theoretical curve from the best model found with the standard deviation from real measurements at station Concordia. We observe that variations in \( v_S \) produce a significant variation of the synthetic ellipticity curve, so the sensitivity of the measurement should be sufficient to locate low-velocity anomalies at this depth. We then do the same test assuming that the layer is made of liquid water (\( v_S = 0 \) km s\(^{-1}\)), we vary its thickness and we calculate the theoretical ellipticity curve for each model. Even in this case the predicted ellipticity curves show important differences, which highlights their sensitivity to such thin low velocity layers. Thus, if there is a low-velocity (or even liquid) layer at the base of the ice with a significant thickness (\( \geq 100 \) m), then the inversion of ellipticity measurements should be able to retrieve it.

### 6.2 Parma – Italy

#### 6.2.1 Measurements

We then test the DOP-E method on data from a seismic station in a different geological setting. We choose station PRMA (Parma, Italy)
Figure 9. Left-hand panel: 2-D histogram showing the geographical distribution of backazimuth measured at Concordia station. Right-hand panel: Air pressure anomaly at the surface recorded in the period 2009 January 10–12 by the NOAA/ESRL Physical Sciences Division (http://www.esrl.noaa.gov/psd/). The strong low-pressure anomaly in Northern-East Antartica coast is a good indicator of an oceanic storm hitting the coast and lasting approximately 3 d.

located on a well-known sedimentary basin in Northern Italy, the Po Plain. We use one month of data in June 2010. In this case we expect a much worse quality of data compared to the CCD station because of local disturbances from anthropic activities and the different geological setting: since the station is located on a sedimentary basin, near its borders, we expect that the signal is more affected by local scattering and focusing-defocussing (Stich et al. 2009). As in the previous case we use the measurement parameters shown in the supplementary material.

Results of the measurements are shown in Fig. 11. Here we compare measurements from ambient noise (black dots) with measurements from earthquake (Berbellini et al. 2016, red dots) and theoretical ellipticity values calculated using the region’s earth models MAMBo (Molinaro et al. 2015, green line) and MAMBo-E (Berbellini et al. 2017, blue line). We can notice that the ellipticity curves from the two measurement methods fit quite well with each other in the period range 10–15 s but the errors in the ambient noise measurements are much larger than in the previous case (CCD station). This is possibly due to the different frequency content in the noise recorded by the two stations, as shown in Fig. S8. Here we notice that PRMA records contain more low-period signals (.), possibly due to anthropic activities, and less oceanic noise around the wave periods of 6–9 s. Larger errors in the period band 6–9 s are then possibly due to the lower power of oceanic noise. Error bars decrease for shorter periods with minimum values in the period range 4–6 s. This is quite surprising, since the power spectra showed in Fig. S8 does not show particularly large signals at this period band. Such lower errors are then possibly due to ambient noise that is more polarized at these wave periods, but the precise reason for this behaviour is still an open question. Also, the very complex geological setting beneath PRMA station, laying on the borders of a large and thick sedimentary basin, makes the wave propagation quite complex, due to internal reverberations, as well as focussing and defocussing effects. Hence it is not surprising that the results for the PRMA station show larger errors and are more complex to interpret than for CCD station. The ellipticity measurements fit quite well with the theoretical curve from MAMBo-E, while the differences to the theoretical curves computed for MAMBo are quite large. This is not surprising since MAMBo-E is a crustal model obtained from the update of MAMBo using ellipticity measurements from earthquake data (see Berbellini et al. 2017). In Fig. 12 we also show the backazimuth measured using the DOP-E analysis. In this case the location of the ambient noise sources is not clear (as shown also in Fig. S7) and further analysis would be needed to better locate it.

6.2.2 Inversion

We invert the whole ellipticity curve using the technique described in Section 5.2. We choose a parametrization with 16 layers, with fixed thickness ranging between 0.1 km at the surface and 9 km at the bottom of the crust. \( v_S \) in each layer is constant and \( v_P \) and \( \rho \) are scaled from \( v_S \) using the Brocher relations (Brocher 2005). Since the layers are very thin we apply here a regularization to avoid very oscillatory and unrealistic solutions that can fit the data well. We then apply the second term in the cost function (eq. 1) with \( \lambda = 10^{-3} \). This value has been determined by trial-and-error.

6.2.3 Results

We run the inversion sampling a total of 42 000 models. Results are shown in Fig. 13. In the bottom panels we show the best-fitting model found (red line) compared to the model MAMBo-E, which has been determined by Berbellini et al. (2016) from the inversion of ellipticity measurements from earthquake records only. The grey lines correspond to models with a cost function within 20 per cent
of the best-fitting model, which give an empirical estimate of the errors. We can notice an overall match between the final model found and the reference model MAMBo-E with some interesting differences: the final model has a quite large discontinuity at ≈5 km depth that is not present in MAMBo-E. Also, $v_S$ is larger than the reference model in the depth range 0.5–1.5 km. It is interesting to notice that the top, thin layer is well constrained, confirming the value found in MAMBo-E. In the top panel is shown the best predicted ellipticity curve compared with the observed one. It is worth to remember that the reference model MAMBo-E is not used in the inversion but plotted here only for comparison. This test shows that the inversion of the ellipticity curve in the whole period band from 2 to 100 s retrieves a $v_S$ crustal structure from the shallowest to the deepest parts of the crust compared to the use of smaller frequency bands. Inverting single-station ellipticity measurements from ambient noise only is possible but its sensitivity will be limited to the top ≈10 km. Moreover, the retrieved structure for the lower part of the upper crust may show larger errors than when jointly inverting measurements from earthquakes and ambient noise. The use of ambient noise recorded at a single station instead of earthquake records (or, perhaps instead of noise cross-correlation between pairs of stations) allows to perform ellipticity measurements with relatively short time windows: while measurements from earthquake data typically require more than 150 teleseismic events (usually ≈2 yr of data), DOP-E analysis of ambient noise can be performed with only 1 month of data or less, as performed in this study. This feature, together with the strong sensitivity of ellipticity to small variations of $v_S$ at shallow depth, could make DOP-E an exciting tool to investigate a wide range of problems, for example in volcanoes, fault areas, glaciers, etc. For example, transients and trends of $v_S$ in time, which are already being investigated with interstation ambient noise analysis (e.g. Brenguier et al. 2008; Duputel et al. 2009 on the Reunion volcano, Schaff 2012 on the Parkfield earthquake, Minato et al. 2012 on the 2011 Tohoku-oki earthquake and Zaccarelli et al. 2011 on the 2009 L’Aquila earthquake), could be potentially examined. The detailed scope for such applications needs to be thoroughly studied in future work. Furthermore, the relatively small amount of data needed for a DOP-E analysis on
ambient noise makes it a useful tool for exploring data from short temporary seismic deployments. Another important feature of the DOP-E analysis is that it also gives information on the backazimuth of the ambient noise recorded. This allows a characterization of the seismic noise sources that is not possible with traditional single-station H/V methods, such as by Nakamura (1989). Moreover, since it is a single-station technique, it can be used when a dense seismic array is not available. In this sense it could be an alternative to the recent methods proposed for instance by Hobiger et al. (2016) and Maranò et al. (2017). These recent methods provide very accurate measurements of Rayleigh wave ellipticity for fundamental mode and overtones, polarization and backazimuth, but since they use dense arrays they cannot always be used in seismological applications. Also, they have been developed and tested primarily to study the top hundreds of meters in the subsurface, whereas the DOP-E method enables the imaging of the top kilometres of the subsurface structure from ambient noise, and of the whole crust when combining ambient noise and earthquake data. The DOP-E technique showed a good capability of separating Love wave from Rayleigh wave noise, as shown in the synthetic validation test. H/V spectral ratios (Nakamura 1989), currently the most-widely used method to retrieve Rayleigh-wave ellipticity from noise records, cannot prevent contamination from Love waves, hence they often overestimate the ratio. Ellipse-fitting methods, either based on single three-component stations (e.g. DELFI, Hobiger & Bihan 2009; RayDec, Hobiger et al. 2009) or on arrays of stations (e.g. f-k analysis, Poggi et al. 2012; MUSIQUE, Hobiger et al. 2016; WaveDec, Maranò et al. 2017) reduce, or eliminate, such contamination and provide more reliable estimates of ellipticity identifying the azimuth of incidence. Array methods may also break the intrinsic 180° ambiguity, thus allowing determination of prograde versus retrograde particle motion. Such methods have primarily targeted a period range roughly between 0.1 and 1 s—and the top ≈300 m of earth structure. DOP-E also identifies polarization parameters of Rayleigh wave motion, and we show here examples of application in the period band from 1 to 10 s, to obtain continuity with measurements on earthquake data and constrain $v_S$ structure in the crust. An extensive comparison among these methods is beyond the scope of this study, and their performance may vary in different applications. We are providing the software tools that implement DOP-E (see
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Section Data and software below. The DOP-E technique presented in this study may be particularly useful for regions with low levels of local or regional seismicity. On the other hand, in seismic active areas (e.g. California, Japan) the DOP-E method can be used also to measure short-period ellipticity from local earthquakes and to constrain the shallow structure. In fact we do not need to consider how the Rayleigh waves have been generated. We ideally just want to use a broad frequency band to enhance the inversion resolution. Since at a given frequency and azimuth the Rayleigh wave ellipticity should depend only on the local Earth structure, Rayleigh wave recordings from both earthquakes and noise can be analysed in one single run without knowing their sources. Further possible research directions include using measurements from different stations to locate the sources of noise at different periods and to possibly distinguish between anthropogenic and natural sources (e.g. storms and oceanic waves). Moreover, as an expansion of this work, in the future it may be possible to perform more precise measurements applying an azimuthal normalization to obtain an even coverage of the sources.

8 CONCLUSIONS

The new method DOP-E showed a good capability of detecting Rayleigh waves from ambient noise records and measuring Rayleigh wave ellipticity using a single-station technique. The synthetic validation tests showed a good fit with theoretical values from a 1-D model. Real data examples from stations CCD and PRMA demonstrate that new ellipticity measurements from ambient noise are consistent with those from earthquake data for the wave periods for which it is possible to perform the two types of measurements. The very strong sensitivity of ellipticity to shallow and small variations of $v_S$, together with the short time window records needed to perform a measurement, make this method a potentially useful tool to analyse transients in $v_S$ values. This could be useful to study the time dependent $v_S$ trends in several areas, such as volcanic settings, fault areas before and after a big earthquake, ice melting, permafrost and so on. These applications deserve future investigations. Moreover, the backazimuth analysis that is performed by this method would also permit a better characterization of the ambient noise source. DOP-E could be a complementary alternative to the traditional Nakamura method and other more recent techniques, notably based on array data, for a variety of seismological applications.

It also allows to enlarge the frequency band of ellipticity measurements from teleseisms down to small periods. The use of measurements with such a wide frequency band enables the determination of the detailed structure of shear-wave velocity from the shallowest hundreds of meters down to the Moho, even when the depths of crustal discontinuities are not known, as we demonstrated for station PRMA. Results from the two inversions of real measurements presented here from Parma (Italy) and Concordia station (Antarctica) showed a good agreement with previous models. Particularly interesting is the case of Concordia station, where our results suggest that there is no liquid water at the base of the ice; we can envisage further applications of the method to other locations on the Antarctic platform.

9 DATA AND SOFTWARE

Seismic data from Parma seismic station were provided by IV seismic network (http://eida.rm.ingv.it/). Concordia seismic station is jointly operated by INGV (Istituto Nazionale di Geofisica e Vulcanologia, Rome) and GEOSCOPE (Institut De Physique Du Globe De Paris and Ecole Et Observatoire Des Sciences De La Terre De Strasbourg 1982). Concordia (75° S 123° E) is a French-Italian Antarctic base funded by their polar institutes: IPEV (Institut Polaire Français) and PNRA (Programma Nazionale di Ricerche in Antartide, Italy). All seismic waveforms were collected from ORFEUS-EIDA data centers. Source routines to perform DOP-E measurements and to invert Rayleigh wave ellipticity curves, together with
technical documentation and examples can be downloaded from: github.com/berbellini/DOP-E.
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SUPPORTING INFORMATION

Supplementary data are available at GJI online.

Table S1. Parameter values used in the DOP-E measurement scheme.

Figure S1. (a): Comparison between time series and Fourier amplitude spectra of synthetic ambient noise containing Rayleigh wave only (red) and simulated ambient noise containing also white noise with a signal-to-noise ratio equal to 30. (b): top panel: vertical (red) and horizontal (black) components of the simulated ambient noise; bottom panel: ellipticity curve measured from the simulated ambient noise using the DOP-E method (black dots), theoretical ellipticity computed from model Prem (Dziewonski & Anderson 1981) (red dashed line), spectral ratio (grey line) and its running average (dotted black line) and ellipticity of the first 3 overtones (coloured dashed lines).

Figure S2. Same as Fig. S1 but using a signal-to-noise ratio equal to 10.

Figure S3. Same as Fig. S1 but using a signal-to-noise ratio equal to 7.5.

Figure S4. Same as Fig. S1 but using a signal-to-noise ratio equal to 5.

Figure S5. Same as Fig. S1 but using a signal-to-noise ratio equal to 2.

Figure S6. Histogram of the measured backazimuths for station Concordia (CCD) separated by period bands.

Figure S7. Histogram of the measured backazimuths for station Parma (PRMA) separated by period bands.

Figure S8. Power spectra from data from station CCD (black) and PRMA (red).

Figure S9. Sensitivity test for a thin layer at ≈3 km depth. Top panels: test of the sensitivity to VS variations. Left: Black line: best model found in the inversion (fig. 10 in the main text); black dotted line: LITHO1.0 model (Pasyanos et al. 2014); coloured lines: test models. Right: Black line with error bars: ellipticity curves computed by modal summation from input model with standard deviations from real data measurements at station Concordia; coloured lines: ellipticity computed from corresponding models on the left panel. Bottom panels: test of the sensitivity to the thickness of a layer of liquid water at ≈3 km depth. Left: Black line: best model found; coloured lines: test models. Right: Black line with error bars: ellipticity computed from model LITHO1.0 and standard deviations from real data measurements from station Concordia; coloured lines: ellipticity computed from corresponding models plotted in the left panel.

Figure S10. Inversion results from real data measurements at station PRMA (Parma, Italy) using earthquakes data only. Top panel: Observed data (black dots with error bars); ellipticity computed from the best value found (red line); ellipticity computed from models with cost function within 20 per cent from the best model. Bottom panels: Best model found (red solid line); models with cost function within 20 per cent from the best model (shadows of grey); model MAMBo-E by Berbellini et al. (2017) (black dashed line). Bottom right-hand panel: Zoom of the shallowest 6 km.
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