1. Introduction

Metal–organic frameworks (MOFs) are one of the most highly porous materials and since their discovery, have been thoroughly investigated as a result of their specific properties that are exceptional among known materials.[1–3] They combine two disciplines, namely organic and inorganic chemistry[4] and possess many favorable characteristics, for example high surface area, high porosity, tenability, reproducibility, high sorption capacities, facile syntheses, and good possibilities for scale up.[5–8] Therefore, such materials can be used in numerous applications, for instance catalysis,[9–11] gas storage,[12–14] gas separation,[15–17] drug delivery,[18–20] luminescence,[21–23] solar cells,[24–26] and batteries.[27–29] This class of porous polymeric material is assembled by the connection of a metal ion linked together by organic bridging ligands to form 1D, 2D, or 3D structures as illustrated in Figure 1.[30] Since there are a variety of different metal ions and organic linkers, essentially an infinite number of possible combinations exist.[31]

Furthermore, since MOFs are also relatively simple to prepare, building components can be well designed which can result in the production of targeted products.[32–35] Computational calculations have proven to be useful in predictions of interactions between guest hosts and the framework leading to possible synthesis routes for MOFs with required properties.[36,37] They are often compared to zeolites,[38–40] however certain characteristics are often not present in zeolites including big pore sizes, high sorption capacities, and complex sorption behavior.[41] New MOF structures with diverse properties are still emerging with ever increasing specific surface areas, that have to be determined in the course of MOF characterization.[42–44] In this regard, correct measurements of the surface areas are valuable as this is a very important characteristic of microporous materials. Usually the surface areas of MOFs are predicted by implementing the theory of Brunauer–Emmett–Teller (BET) where the surface areas are derived from gas adsorption isotherms at the boiling point of a gas.[45,46] Typically, N2 gas is used for this purpose.[47,48] However, other gases, for instance Ar or CO2 or even organic vapors (dynamic vapor sorption) may also be used.[49–52] While there have been attempts to use H2, they remained in the form of discussion.[53] Surface area can also be reported as the Langmuir surface area that is defined in terms of the monolayer being the limit of adsorption.[54,55] Many researchers have investigated the suitability of the BET theory since it is based on several assumptions that may not be ideal for determining the surface area of microporous materials such as MOFs.[56–58] Many concerns were focused on the pore-filling mechanism and uneven monolayer formation which is discussed in the sections below. For amorphous porous materials, the most convenient way to determine the surface area is from adsorption isotherms as opposed to crystalline materials where as a result of a known crystal structure, geometric methods can regularly be applied.[59,60]

In this review, the applicability of the BET method for determining surface areas of MOFs with various pore widths is discussed. Reported drawbacks and limitations of the BET theory which can lead to unreliable results are also covered. For evaluation of the BET method, experimental data have to be
compared. Hence, the surface areas of MOFs obtained with different approaches, namely the values calculated from the crystal structures and from the simulated isotherms (applying BET theory), are examined and compared against the experimental results.

2. BET Theory

The fundamental element of BET theory is associated with the adsorption of a gas on the material's surface.[61–63] This phenomenon is caused by van der Waals forces that are created by a film of the adsorbate, which consists of atoms, ions, or molecules on the surface of a substance that adsorbs these particles. The process of adsorption can be physical or chemical.[64,65] While physical adsorption is related to van der Waals forces, chemical adsorption is a result of the chemical reaction between the solid and the adsorbate (gas).[66,67] The amount of the adsorbed gas on the adsorbent material can be correlated with its surface area.[68] There are several parameters that have influence on this process for instance, temperature, pressure, characteristics of the material, etc.[69,70] BET theory is closely related to Langmuir theory. The latter assumes that gas molecules form a monolayer adsorption which is an ideal situation.[71,72] In such formations, all the molecules that are adsorbed are in contact with the surface of the adsorbent material. This coverage can occur in a closed-packed structure where molecules are tightly next to each other or they can also be spread around the surface. The gas molecules are held on the surface by gas–solid forces. On the other hand, with multilayer adsorption more than one layer of gas molecules are formed, consequently not all of them are in contact with the surface layer of the adsorbent. Therefore, vapor–phase interaction between gas molecules occurs. These vapor–phase interaction energies are similar to gas–solid interaction energies leading to the phenomenon of gas adsorption on the top of gas molecules that are already adsorbed on the surface of a solid. As a result of that, a gas condenses to a liquid phase.[73] Multilayer adsorption is a typical phenomenon when temperature of the adsorbent’s surface is lower than the critical temperature of gas molecules. When layers of adsorbate molecules are formed, the pressure is increasing until it reaches a value similar to the bulk vapor pressure when the bulk condensation occurs.[73] After monolayer and subsequently multilayer adsorption occurs on the pore walls, capillary condensation follows meaning pores become filled with condensed gas. Such vapor–liquid phase transitions take place below the saturation vapor pressure ($P_{sat}$) of the bulk liquid. This can occur as a result of
the pore’s confined space where van der Waals interactions between gas molecules are increased.[62,74] In BET theory, a multilayer adsorption is assumed where all layers are in equilibrium (and do not interact with each other), therefore the Langmuir equation can be used for each layer.[75,76] Molecules in the layers below the initial one act as sites for absorption of molecules in the layers above. The bet equation is defined as follows:[74]

$$\frac{P/P_0}{n(1-P/P_0)} = \frac{1}{n_m C} + \frac{C-1}{n_m C} \left(\frac{P}{P_0}\right)$$

where \(n\) is the specific amount of the adsorbed gas at the relative pressure \(P/P_0\), \(n_m\) is the monolayer capacity of the adsorbed gas, \(P\) is the pressure, \(P_0\) is the saturation pressure of a substance being adsorbed at the adsorption temperature, and \(C\) is the BET constant which is exponentially related to the energy of monolayer adsorption. From the parameter \(C\), the shape of an isotherm in the BET range can be obtained.

It should be noted that the BET method involves the transformation of a BET isotherm, and from this, a BET plot is obtained.[77] Figure 2 shows six different types of BET isotherms.[78,79]

BET isotherms can be characterized as follows:[66,74]

i) Reversible type I isotherm which is typical for microporous solids has two patterns. Type I(a) is obtained for materials having the width of micropores below \(\approx 1 \text{ nm}\) while type I(b) is for solids that contain both, wider micropores and narrow mesopores (<\(\approx 2.5 \text{ nm}\)).

ii) Reversible type II isotherm corresponds to materials that are nonporous or macroporous. Point B on the isotherm is related to the monolayer coverage. If the monolayer coverage is completed, the curvature change is sharp as opposed to a more gradual curvature which indicates the beginning of the multilayer adsorption (monolayer coverage overlaps).

iii) Type III isotherm is obtained when the interactions between the adsorbent and adsorbate are weak. Therefore, information about monolayer coverage/formation cannot be provided.

iv) Type IV isotherm has two patterns which are both related to the width of pores. If the size of width is higher than the critical width, which is related to the material’s adsorption characteristics and temperature, a type IV(a) is obtained. Contradictorily, a type IV(b) isotherm is observed for materials having mesopores of smaller widths and is common for mesoporous materials.

v) The shape of a type V isotherm is seen at over low \(P/P_0\) ranges similar to the shape of a type III isotherm. This phenomenon can be attributed to the weak adsorbent–adsorbate interactions. At higher relative pressure, hysteresis as in the case of a type IV(a) can be observed. Here molecular clustering is followed by the filling of pores.

vi) Type VI isotherm is typical for multilayer adsorption of materials that have highly uniform nonporous surfaces. The isotherm is in the shape of a stepwise curve, which depends of the material, the gas, and the temperature.

To calculate the BET specific surface area from a BET plot \((P/P_0)/n(1-P/P_0)\) as a function of \(P/P_0\), a linear BET range on the plot which has to possess high regression coefficient must be selected. Usually, the standard pressure range of 0.05–0.30 is
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Figure 2. International Union of Pure and Applied Chemistry (IUPAC) classification of BET isotherms. Reprinted with permission.[74] Copyright 2015, IUPAC.

Table 1. Chemical formulas and different organic linkers of IRMOFs used for the comparison.

<table>
<thead>
<tr>
<th>IRMOF</th>
<th>Chemical formula(^a)</th>
<th>Organic linker</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRMOF-9</td>
<td>Zn(_n)O(BPDC)(_3)</td>
<td><img src="image" alt="BPDC" /></td>
</tr>
<tr>
<td>IRMOF-11</td>
<td>Zn(_n)O(HPDC)(_3)</td>
<td><img src="image" alt="HPDC" /></td>
</tr>
<tr>
<td>IRMOF-13</td>
<td>Zn(_n)O(PDC)(_3)</td>
<td><img src="image" alt="PDC" /></td>
</tr>
</tbody>
</table>

\(^a\text{BPDC} = 4,4’\text{-biphenyldicarboxylate}; \text{HPDC} = 4,5,9,10\text{-tetrahydropyrene-2,7-dicarboxylate}; \text{PDC} = \text{pyrene-2,7-dicarboxylate}.)
used. However, since the linearity is not always restricted to this range, Rouquerol et al. recommended four consistency criteria as follows:

1) The pressure range selected should monotonically increase with \( n(1 - P/P_0) \) as a function of \( P/P_0 \).

2) The parameter \( C \) resulting from the linear regression should be greater than zero.

3) The monolayer loading (i.e., \( n_m \)) should correspond to a relative pressure (i.e., \( P/P_0 \)) within the selected linear range.

4) The relative pressure corresponding to the calculated value for the monolayer formation (i.e., \( 1/(\sqrt{C + 1}) \)) should be equal to the pressure determined in criterion 3 (although a tolerance of 20% is acceptable).

After \( n_m \) from the BET equation is obtained, the BET specific surface area (\( \sigma_s \)) can be calculated knowing the average area of value \( \sigma_m \) (molecular cross-sectional area) and implementing the following equation:

\[
\sigma_s = \frac{n_m \cdot L \cdot \sigma_m}{m}
\]  

where \( L \) is the Avogadro constant and \( m \) is the mass of adsorbent.

2.1. Drawbacks and Limitations

Despite the extensive use of the BET method, many authors have discussed the limitations that are inherently related when it is applied for the surface area determination of microporous materials. Since the method is based on gas adsorption, limitations are often related to monolayers. For instance, 1) the validity of \( n_m \) (the BET monolayer capacity) is problematic, 2) the monolayer structure is not the same on all surfaces, particularly when N\(_2\) isotherms are used since the molecule is quadrupolar, and 3) at very low pressure ranges \( (P/P_0) \) strong adsorption can involve localized monolayer coverage and/or primary micropore filling in the pores of molecular dimensions. When characterizing materials with micropores below 20 Å, the biggest problem is usually related to micropore filling, which takes place rather than mono or multilayer coverage. This can lead to obtaining higher or overestimated surface areas; however, high rates of micropore filling can potentially be recognized. Studies also suggest the BET method can be applied for microporous materials without problems of micropore filling if the relevant adsorption data in the correct pressure range are used. From BET theory, it can also be concluded that appreciable overlap between monolayer and multilayer coverage would impair the assumption that adsorption occurs by multilayer formation. With materials like MOFs that have very open structures together with high surface area, this assumption is problematic. Several authors also expressed doubts of using the BET method for microporous materials, claiming that is more suitable for the adsorption of adsorbates on the surfaces that are flat. Several authors also expressed doubts of using the BET method for microporous materials, claiming that is more suitable for the adsorption of adsorbates on the surfaces that are flat.

To assess how the reported limitations may reflect the results when using the BET method for different types of MOFs, we compare and evaluate the surface area determination for several approaches.

3. The Agreement between Different Types of BET Surface Areas

The BET method can be used for the characterization of various types of microporous materials including zeolites, photocatalysts, polymers, and photoelectrodes. Since MOFs can contain different sizes of micropores, from “ultramicropores” (below 7 Å) to bigger “super-micropores” (between 7 and 20 Å) or even mesopores (above 20 Å), the...
obtained BET surface areas can potentially be inaccurate. Walton et al.\[56\] and Wang et al.\[109\] analyzed MOFs with pore sizes larger than 7 Å, while Bae et al.\[110\] investigated MOFs containing “ultramicropores.” All authors during the calculation of the BET surface areas followed the consistency criteria as described by Rouquerol et al.\[82\] which is particularly important when comparing surface areas of MOF samples that are of the same type so that the quality differences can be addressed. To analyze whether the BET surface areas are meaningful, isoreticular metal organic frameworks (IRMOFs) that have micropore sizes of less than 7 Å and up to 20 Å with the same basic framework topology were selected for comparison.\[110\] Table 1 shows that IRMOF-9, IRMOF-11, and IRMOF-13 differ in terms of the organic linkers. Since these IRMOFs were already investigated by several groups, their experimental characterization can be found in the literature.\[111–113\]

The above mentioned IRMOFs were developed by Yaghi and co-workers\[12\] and their crystal structure is shown in Figure 3. As illustrated, the crystal structures of IRMOF-11 and IRMOF-13 are similar while the structure of IRMOF-9 consists of a fundamentally different atomic arrangement.

To assess the BET surface areas, grand canonical Monte Carlo (GCMC) simulations were performed and isotherms for N$_2$ adsorption at 77 K and Ar adsorption at 87 K were calculated for the selected IRMOFs as shown in Figure 4. It can be seen that the obtained isotherms shown in 3a and 3b are type I isotherms.\[114\] Since type I isotherms linearly increase at low pressures, gas uptake is strongly enhanced in that region, which was confirmed by simulated snapshots of MOFs where the majority of adsorption sites were occupied at low pressures.\[110\] Here, the initial slope corresponds to the size of pores in the material (IRMOF-11 > IRMOF-13 > IRMOF-9) and is the highest for the smallest pore containing material.\[110\] It is known, that high surface area is related to high uptake of gas molecules and vice versa.\[115\] The amount of adsorbed gas at saturated pressure is the highest for IRMOF-9 and the lowest for IRMOF-11 regardless of the gas isotherm N$_2$ or Ar, used for the assessment.

Based on the above isotherms, the BET surface areas were calculated for all types of MOFs in the same way that experimental isotherms are usually treated.\[116\] Notably, the BET surface areas were obtained from two different pressure ranges, i.e., following the consistency criteria (the linear ranges used are illustrated in Table 2) and using the standard pressure range ($P/P_0$) between 0.05 and 0.30.\[117\] It can be noted from Table 2, that a wider pressure range was always required for N$_2$ gas. The reason for this phenomenon is that the monolayer is not well defined in Ar isotherms, as discussed in more detail in the work of Gregg et al.\[118\] In addition, the pressure range also depends on the type of MOF.

Figure 5 shows the BET surface area comparisons for three IRMOFs (-9, -11, -13) that were obtained by implementing the following methods; the accessible surface areas are based on N$_2$ and Ar probes from the crystal structures, the BET surface areas from GCMC simulations of N$_2$ and Ar isotherms that were acquired via computation, while the experimental BET surface areas were acquired via experimental work. The agreement between the accessible surface areas and the simulated ones based on GCMC simulations where the consistency criteria were employed is among the best. This is an interesting finding considering that the BET surface area is calculated from each of the methods in a completely

<table>
<thead>
<tr>
<th></th>
<th>IRMOF-9</th>
<th>IRMOF-11</th>
<th>IRMOF-13</th>
</tr>
</thead>
<tbody>
<tr>
<td>N$_2$ isotherms at 77 K</td>
<td>0.0001–0.0499</td>
<td>0.00005–0.01</td>
<td>0.00005–0.01</td>
</tr>
<tr>
<td>Ar isotherms at 87 K</td>
<td>0.0005–0.0499</td>
<td>0.0005–0.01</td>
<td>0.0001–0.01</td>
</tr>
</tbody>
</table>

Figure 5. a) Comparison of surface areas obtained based on the calculations from the crystal structures via N$_2$ probe, BET surface areas from GCMC N$_2$ isotherms at 77 K (consistency criteria and standard pressure range), BET surface areas from experimental N$_2$ isotherms at 77 K (i, pressure range not reported; ii, 0.02 < $P/P_0$ < 0.1; iii, 0.02 < $P/P_0$ < 0.3). b) Comparison of surface areas obtained from the same methods as (a) using Ar probe and GCMC Ar isotherms at 87 K.
different way. The results suggest that the standard pressure range \((0.05 < P/P_0 < 0.30)\) should not be used for MOFs with pore sizes below 7 Å since the obtained BET surface areas can be incorrect, despite this, a good match can be seen on the graph comparing to experimental values of IRMOF-9 and IRMOF-13.\(^{[110]}\) This can be attributed to the pressure range used for the experimental isotherms which was for IRMOF-13, almost identical \((0.02 < P/P_0 < 0.30)\) to the standard pressure range. While the pressure range for IRMOF-9 was not reported, it can be assumed that the calculations were based on the standard pressure range.\(^{[110]}\) It would be of interest to compare the BET surface areas if the consistency criteria could be used since we expect the values would be higher, hence closer to other BET surface areas. It is noteworthy to mention that the pressure range used for IRMOF-11 was lower \((0.02 < P/P_0 < 0.1)\). Therefore, a good agreement can be observed for the accessible, GCMC + BET (conc. criteria) and experimental BET surface areas. However, while it is very difficult to achieve a perfect match for experimental results since real samples contain defects or traces of solvent that decrease gas uptake, the results of the study indicate that the BET method can be used for determining surface areas of MOFs containing pores below 7 Å (micropores).

For many years the most widely employed adsorbate for the analysis of surface area and pore structures was \(N_2\). Its adsorption at 77 K has been extensively used for materials that have different sized pores. However, since \(N_2\) molecules exhibit certain characteristics that may not be ideal for such an analysis, \(Ar\) molecules have been recently employed as an acceptable alternative, particularly for materials that contain pores below 7 Å. In comparison to \(Ar\) molecules, \(N_2\) molecules are known to exhibit a quadrupole moment that can result in unfavorable interactions with surface functional groups and exposed ions.\(^{[120]}\) Such disadvantageous interactions can cause an orienting effect on the adsorbent surfaces together with issues related to the micropore filling pressure.\(^{[120]}\) To circumvent these drawbacks, \(Ar\) at 87 K that does not exhibit such characteristics is commonly implemented. With the absence of a quadrupole moment and higher temperature (87 K), \(Ar\) molecules are less sensitive for different arrangements on a material’s surface and thus more reliable for pore size analysis and surface area measurements.\(^{[62,80,118]}\) Moreover, the kinetic diameter of less reactive monatomic \(Ar\) molecules (3.4 Å) is lower than diatomic \(N_2\) molecules (3.6 Å) which can result in better access to the smallest pores. Therefore, \(Ar\) fills small pores such as “ultramicropores” at higher relative pressures which results in faster diffusion and equilibration time.\(^{[120]}\) As reported by Thommes et al.,\(^{[121]}\) with \(Ar\) adsorption at 87 K it is also possible to identify differences in pore size in the range of \(\approx 0.1\) nm.

However, despite many advantages of using \(Ar\) adsorption at 87 K, certain drawbacks still exist and cannot be avoided with the use of \(N_2\) at 77 K. One of them is the restriction of molecules at cryogenic temperatures to enter the pores that are of sized below 4.5 Å. In such situations, \(CO_2\) adsorption at 273 K is usually employed which is discussed in Section 4 of this review. To evaluate surface areas obtained with different techniques also for \(Ar\), a similar comparison was performed for the same MOFs (Figure 5b), where the same trends as in Figure 6a \((N_2)\) were observed. Unfortunately for the study on \(Ar\) adsorption performed by Bae et al.\(^{[110]}\) no experimental data were reported. However, considering the conclusions were exact for computationally determined BET surface areas, the authors concluded that it is acceptable to use BET theory for ultramicroporous MOFs where \(Ar\) is used as an adsorbate and the pressure range is determined based on the consistency criteria. Nevertheless, for future work it would be interesting to obtain the experimentally determined BET surface areas and compare them with the values in Figure 5b.

To evaluate the applicability of the BET method, a similar study was also performed for IRMOFs (-1, -6, -10, -14, -16, and -18) that consist of only larger micropores (above 7 Å). These IRMOFs have the same basic framework topology but different organic linkers as shown in Figure 6. The organic linkers consist between one and four benzene rings where three different compounds can be attached.
The crystal structures of IRMOF-1 and IRMOF-14 are shown in Figure 7, where the repeating units resemble the shape of a cross. These IRMOFs were developed by Yaghi et al.\[12\] for the application of methane storage and were comprised of oxide-centered Zn₄O tetrahedra, linked by molecules of dicarboxylate.\[56\]

The adsorption isotherms for IRMOFs with bigger micropores, namely IRMOF-10 and -16 (Figure 8), do not have a distinct type I isotherm as opposed to IRMOF-1 that exhibited such a shape. However, the effect of increasing linker size is clearly visible. MOFs with longer organic linkers adsorb more gas which is the result of the more open pore containing structure.\[122\] Therefore, the isotherm of IRMOF-16, which has the largest linker size (Figure 6), occupied the highest position in Figure 8a,b. Contradictorily, IRMOF-1 with only one benzene ring in an organic linker is at the lowest position. One of the biggest differences between isotherms in Figures 4 and 8 is the step in the latter isotherms. According to the literature,\[12,56\] this step was already observed by researchers in the field. Nevertheless, none of them have suggested any clear or relevant explanation.\[56\]

Figure 8. a) Simulated N₂ isotherm at 77 K in IRMOF-1, -10, and -16 with abscissa range between 0 and 1. b) Simulated N₂ isotherm at 77 K in IRMOF-1, -10, and -16 with abscissa range between 0 and 0.3. Reproduced with permission.\[56\] Copyright 2007, American Chemical Society.

Figure 9 illustrates a surface area comparison of IRMOFs using previously discussed approaches. The BET surface areas (black) were calculated from N₂ isotherms (Figure 8), gray values are from experimental N₂ isotherms and white surface areas were calculated geometrically from the crystal structures.\[56\] The experimental surface area of IRMOF-1 corresponds mostly with the accessible surface area and the surface area measurements obtained from GCMC simulations (consistency criteria). The agreement is also good for IRMOF-6 while the experimental surface area of IRMOF-14 (four benzene rings) does not match well, neither with the accessible nor the GCMC + BET surface area (consistency criteria). Reasons for such a difference could be attributed to a combination of defects in the crystal structure of real samples, interpenetration or insufficient solvent removal during the measurements all of which decreased the N₂ uptake.\[56\] The agreement for IRMOF-18 is precise between the surface area calculated from the crystal structure and the simulated one while the experimental value is slightly lower although within reasonable and acceptable limits. Considering IRMOF-10 and IRMOF-16, the experimental BET surface areas were not provided.\[56\] Nevertheless, the accessible and the GCMC surface areas are almost identical, a phenomenon that can also be observed for other candidates. It is noteworthy that the reported simulated BET area of IRMOF-10 in the work of Gómez-Gualdrón et al.\[123\] is higher (6736 m² g⁻¹) than the value in Figure 8. However, the difference is most likely a result of the use of a different linear range.

Since the obtained BET surface area is inherently related to the pressure range chosen on the adsorption isotherm, Walton et al.\[56\] investigated the adsorption of N₂ molecules at various loadings. It was discovered that N₂ molecules first populate the corner regions followed by the formation of a monolayer until the pores are completely filled. This process occurs below the standard pressure range (0.05 < P/P₀ < 0.3) which is commonly used for the calculation of the BET surface area.\[56\] Therefore, to obtain accurate data the consistency criteria must be considered to identify a proper pressure range.

Based on a good agreement between the surface areas of MOFs that were obtained by implementing different approaches, the authors\[56\] concluded that the BET method can be used for the characterization of MOFs having surface areas in the range of thousands m² g⁻¹.\[124–126\]
The surface area agreement of zirconium-based MOFs\cite{127,128} was analyzed by Wang et al.\cite{109} where the members of the NU-110x series\cite{129} that are based on carboxylate linkers were selected (Figure 10). Each acronym for this series of MOFs (together with other acronyms mentioned in this review) is described in Table 3. These tetratopic organic linkers made of benzene rings form a cross shape and differ in the center arrangement where N$_2$ can be bound to C-atoms on benzene rings. As illustrated in Figure 10, organic linkers influence the size of the unit cell parameters of the cubic cell. This isoreticular series of MOFs exhibit the ftw topology,\cite{109} which is one example of the 13 known naturally self-dual nets reported to date.\cite{130}

From the size of pore diameters (Table 4) it can be noticed that the NU-110x series of MOFs from NU-1101 to NU-1104 consist of only “super-micropores” (7–20 Å) and mesopores (>20 Å). With increasing linker length (Figure 10), the porosity rises together with the size of pores. Therefore, the largest pore diameter is observed for NU-1104, as opposed to NU-1101 where the pore diameter is the smallest.

Since the BET surface area is calculated based on an adsorption isotherm, N$_2$ isotherms were measured for all four MOFs at 77 K and are compared with the simulated N$_2$ isotherms (GCMC simulations) in Figure 11. Good agreement between the experimental and simulated isotherms can be seen. This observation is related to the successful activation of the experimental samples meaning solvent molecules and unreacted reactants were totally removed before measurements were performed.

To calculate the BET surface areas, BET theory was applied to N$_2$ isotherms in Figure 11. Since linear pressure range can vary among different MOFs, the consistency criteria\cite{80} were considered so their surface areas can be compared. Table 5 shows pressure ranges that were used to calculate the BET surface areas for every MOF. It is notable that for satisfying all the relations of the criteria, a tolerance (around 10%) was needed for both experimental and simulated isotherms.\cite{109} (Acronyms described in Table 3).

While the experimental and the simulated BET surface areas were obtained from N$_2$ isotherms, the accessible surface areas were calculated from the crystal structures. Here, a rolling-probe method was used meaning a spherical probe in the size of an N$_2$ molecule was rolled across the crystal structure surface of a particular MOF. As expected from N$_2$ isotherms in Figure 11, the agreement between the simulated and the experimentally determined BET surface areas is excellent for the whole series of MOFs, particularly for NU-1101, NU-1102, and NU-1104. In contrast, the deviation for NU-1103, which has the largest surface area, is slightly higher although within acceptable limits (less than 5%—Figure 12). The same trend can also be observed by comparing the accessible surface areas and

Table 3. Description of acronyms used in this paper.

<table>
<thead>
<tr>
<th>MOF</th>
<th>MOF code</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NU-110x</td>
<td>Northwestern University</td>
<td>[131]</td>
</tr>
<tr>
<td>HKUST-1</td>
<td>Honk Kong University of Science and Technology</td>
<td>[132]</td>
</tr>
<tr>
<td>MIL-53ht and MIL-47</td>
<td>Materials of Institute Lavoisier</td>
<td>[133]</td>
</tr>
<tr>
<td>TIF-1</td>
<td>Tripodal imidazolate framework-1</td>
<td>[134]</td>
</tr>
<tr>
<td>UiO-66</td>
<td>University of Oslo</td>
<td>[135]</td>
</tr>
<tr>
<td>DUT-32 and DUT-49</td>
<td>Dresden University of Technology</td>
<td>[136]</td>
</tr>
</tbody>
</table>

Table 4. Pore diameters for a series of Zr-based MOFs. (dl = larger pore size, ds = smaller pore size)\cite{109,137} (Acronyms described in Table 3).

<table>
<thead>
<tr>
<th></th>
<th>NU-1101</th>
<th>NU-1102</th>
<th>NU-1103</th>
<th>NU-1104</th>
</tr>
</thead>
<tbody>
<tr>
<td>dl [Å]</td>
<td>17.2</td>
<td>20.5</td>
<td>22.7</td>
<td>24.2</td>
</tr>
<tr>
<td>ds [Å]</td>
<td>9.5</td>
<td>11.1</td>
<td>12.7</td>
<td>13.5</td>
</tr>
</tbody>
</table>
the measurements obtained from N2 isotherms of NU-1101 and NU-1102. However, the correlation regarding the calculated geometric surface areas of the other two MOFs, namely NU-1103 and NU-1104 is not ideal.

Farha and co-workers[109] noted a deviation between the experiment and calculation, which is related to the pore filling “contamination.” When the pressure is increased (Figure 13) beyond a structure-dependent value, the curves of simulated N2 isotherm (blue) and the curves that are related to the formation of a monolayer begin to separate. This can be attributed to pore filling which starts to occur before the monolayer is completed. Hence the monolayer loading is overestimated resulting in excessive surface area.[109] As can be seen in Figure 13, the amount of adsorbed N2 not forming the monolayer but being counted toward the monolayer formation is the highest for NU-1103 and NU-1104; the two types of MOFs that show the highest deviation in Figure 12. It is noteworthy that these two candidates consist of pores in the range between microporosity and mesoporosity which could be related to this phenomenon.

As already observed with other studies discussed in this review, the agreement between MOF surface areas that were obtained by different approaches showed the applicability of the BET theory also for many groups of MOFs.

Furthermore, to examine the use of the BET method for materials that are comprised of different pore structures, Düren et al.[138] studied HKUST-1[139] and MIL-53ht[140] (Table 6 and Figure 14). The former material consisted of a 3D channel system with a combination of small and large empty spaces while the pores in MIL-53ht are 1D and in the shape of a diamond. While the width of the pores in both materials does not exceed 20 Å (micropores), MIL-53ht contains only pores below 7 Å as opposed to HKUST-1 where the range is between 4.7 and 12.1 Å.[138]

As illustrated in Figure 15, the accessible surface areas and the experimental BET surface areas agree relatively well (=10% deviation for HKUST-1 and =11% for MIL-53ht) for both materials. The calculated values from the crystal structures are higher than the experimental ones, which is a result of defects in experimental samples as discussed above. While the BET surface area obtained from simulated N2 isotherms (GCMC simulations) was not provided for HKUST-1 and MIL-53ht, the authors concluded that the agreement between the accessible and the experimental surface areas was satisfactory.[138]

As a result, they suggested the experimental BET surface areas can be compared against the accessible surface areas to access information about the quality of the synthesized samples. Furthermore, calculating simulated BET surface areas (GCMC simulations) is time consuming and may require additional experimental characterization with techniques such as X-ray diffraction (XRD) and NMR. In contrast, calculating geometric surface areas from the crystal structures is much less time consuming, making it a quick and easy route for the first characterization of MOF samples.[138]

### Table 5. Selected pressure ranges \( (P/P_0) \) to calculate the BET surface area for each corresponding sample (Acronyms described in Table 3).

<table>
<thead>
<tr>
<th>N2 isotherms at 77 K</th>
<th>NU-1101</th>
<th>NU-1102</th>
<th>NU-1103</th>
<th>NU-1104</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>0.054–0.081</td>
<td>0.057–0.147</td>
<td>0.036–0.164</td>
<td>0.045–0.176</td>
</tr>
<tr>
<td>Simulated</td>
<td>0.004–0.063</td>
<td>0.004–0.050</td>
<td>0.045–0.089</td>
<td>0.035–0.100</td>
</tr>
</tbody>
</table>

### Figure 12. Comparison of surface areas for NU-110x series of MOFs (Acronyms described in Table 3).

As illustrated in Figure 15, the accessible surface areas and the experimental BET surface areas agree relatively well (=10% deviation for HKUST-1 and =11% for MIL-53ht) for both materials. The calculated values from the crystal structures are higher than the experimental ones, which is a result of defects in experimental samples as discussed above. While the BET surface area obtained from simulated N2 isotherms (GCMC simulations) was not provided for HKUST-1 and MIL-53ht, the authors concluded that the agreement between the accessible and the experimental surface areas was satisfactory.[138]

As a result, they suggested the experimental BET surface areas can be compared against the accessible surface areas to access information about the quality of the synthesized samples. Furthermore, calculating simulated BET surface areas (GCMC simulations) is time consuming and may require additional experimental characterization with techniques such as X-ray diffraction (XRD) and NMR. In contrast, calculating geometric surface areas from the crystal structures is much less time consuming, making it a quick and easy route for the first characterization of MOF samples.[138]

### 4. Use of CO2 Isotherms to Determine the BET Surface Area

When characterizing MOFs that contain small pores close to the kinetic diameters of Ar or N2, it may be useful to employ a different approach since these types of molecules cannot pass through the material’s pores at cryogenic temperatures (due to inability to overcome the activation energy barriers). Therefore, the BET surface area obtained from N2 or Ar isotherms can prove unreliable. An alternative way to characterize such materials is by implementing CO2, which was reported for porous carbons.[142] However, reports exist where authors claimed that by employing the latter method, the BET surface area can be inaccurate.[138]

To examine the applicability of using CO2 isotherms at 273 K to obtain the BET surface areas of MOFs in a similar way that it was performed for N2 and Ar isotherms, Kim et al.[51] selected different types of porous materials and classified them based on their pore sizes into four groups. Group 1 consisted of IRMOF-1 and IRMOF-6; group 2 had IRMOF-9 and IRMOF-11,
and group 3 had MIL-47 and TIF-1 (micropores in the range between 7 and 9 Å). While the types of organic linkers for materials in group 1 and 2 are illustrated in Figure 6 and Table 1, the organic linkers for MIL-47 and TIF-1 are presented in Table 7. The crystal structures of MOFs in this study are shown in Figures 3 and 7 and Figure 16.

The BET surface areas using the consistency criteria were obtained based on CO₂ isotherms. As opposed to N₂ or Ar isotherms, a linear range to calculate the BET surface areas was very difficult to determine for all groups of materials as a result of unusual BET plots. Kim et al. reported that for IRMOF-1, the BET plot at low pressures showed relatively low CO₂ adsorption which causes an overshoot in the initial part of the plot. Consequently, the determined linear range was at relatively high pressures (0.2 < \( P/P_0 < 0.25 \)); this can result in an inaccurate BET surface area determination. A similar behavior was also reported for other MOFs, therefore the selection of a proper linear region was hard to determine for every material. This phenomenon was attributed to relatively weak CO₂-adsorbent interactions at the temperature of adsorption (273 K). Table 8 shows linear regions for the BET surface area calculations where the consistency criteria were taken into account.

Comparisons for the six materials studied are illustrated in Figure 17. The highest deviation can be noted for IRMOF-1 (30.3%) that belongs to materials in group 1 where the size of micropores is above 9 Å. Group 1 IRMOFs also corresponds to the highest average deviation, i.e., 24.7% as opposed to group 2 IRMOFs (IRMOF-9 and IRMOF-11) with a broad range of pores between 3.6 and 11.7 Å with an average deviation of 14.3%. Comparing these findings with the surface areas of the same materials that were obtained using N₂ or Ar molecules (Figures 5 and 9) we notice that the deviations between the simulated BET and the accessible surface areas are significantly higher for the values obtained using CO₂ molecules for all series of IRMOFs.

Therefore, we believe the employment of CO₂ adsorption isotherms to obtain the BET surface areas of MOFs should be avoided if possible. Moreover, since Kim et al. did not provide any experimental BET surface areas of materials examined in their study, they should also be compared with the values in Figure 17 to further evaluate the relation between them in the same way as the N₂ obtained BET surface areas discussed in this review.

5. Geometrically Calculated versus Simulated BET Surface Area

Gómez-Gualdrón et al. performed a similar study where the accessible and simulated (GCMC) BET surface areas were compared. Their candidate materials were divided based on their topologies, namely pcu, fcu, ftw, and rht. In this review, the evaluation of IRMOFs with pcu topology (IRMOF-1, IRMOF-10, IRMOF-16, etc.) was already discussed (Figure 9). The same applies also for materials with ftw topology (NU-1101, NU-1102, NU-1103, and Ni-1104).

![Figure 13.](image) The total number of N₂ molecules (blue) and N₂ molecules in monolayer contact (pink). The vertical line represents the pressure related to the monolayer formation while the shaded area demonstrates the amount of N₂ that is not forming the monolayer but is included in the total surface area. All curves were obtained via simulation. Reproduced with permission.[109] Copyright 2015, American Chemical Society (Acronyms described in Table 3).

![Figure 14.](image) Crystallographic structures of a) HKUST-1 and b) MIL-53ht. Reproduced with permission under the terms of the CC-BY 4.0 license.[141] Copyright 2017, the Authors. Published by Frontiers Media. (Acronyms described in Table 3).

### Table 6. Organic linkers employed for HKUST-1 and MIL-53ht (Acronyms described in Table 3).

<table>
<thead>
<tr>
<th>Material</th>
<th>Chemical formula</th>
<th>Organic linker</th>
</tr>
</thead>
<tbody>
<tr>
<td>HKUST-1</td>
<td>Cu₃(BTC)₂</td>
<td>Cr(OH)BDC</td>
</tr>
<tr>
<td>MIL-53ht(Cr)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
NU-1103, and NU-1104) in Figure 12. Candidate materials that feature the other two topologies are UiO-66 for fcu and NU-110 for rht topology, respectively. Schematics of these topologies which determine the pore structures are illustrated in Figure 18. It is noteworthy that pcu-PPP mentioned below is of pcu topology. Moreover, the latter material is a hypothetical MOF where “pcu” is related to its topology and “PPPP” signifies linkers that constitute of four consecutive phenyl rings.[123]

To predict the BET surface areas, N2 isotherms were obtained using GCMC simulations and are shown in Figure 19. It should be noted that the pressure ranges used for the BET surface area calculations were determined following the four consistency criteria.[80] However, as reported by Gömez-Gualdrón et al.[123] there were cases where it was not possible to fulfill all four points of the criteria. This phenomenon occurred for a material UiO-66 where the fourth point of the criteria could not be satisfied. In these situations, every effort should be made to minimize the error so the BET areas can be compared within different materials or against an idealized crystal structure.

Based on N2 isotherms from Figure 19, the simulated BET surface areas were obtained and are compared with the accessible surface areas in Figure 20. It should be mentioned that in Figure 20 only one material from pcu, fcu, and rht topologies is included while in the Supporting Information of the study of Gömez-Gualdrón et al.[123] more candidate materials from every topology group are presented. High disagreement (≈33%) can be seen for NU-110 despite fulfilling the four consistency criteria. Interestingly, if another pressure range is used that is not satisfying the consistency criteria, the BET surface areas fall closer although still with notable overestimation of the simulated value (≈16%).[123] Such a correlation has not been observed in other studies discussed in this review. Contradictorily, the trend for pcu-PPPP is reversed since the accessible surface area is smaller compared to the simulated one. Again, the values do not match despite the lower error than for NU-110. As already mentioned before, it was not possible to cover the four consistency criteria for UiO-66. Thus, the agreement between the two BET surface areas for this material was not acceptable.

An overview in terms of comparison between the accessible surface areas and the simulated ones for MOFs with different topologies and whether the four consistency criteria were fulfilled is illustrated in Figure 21. Deviations between the surface areas can be mostly seen in the range between 0–2500 and 5000–8000 m² g⁻¹. In the middle range, the agreement is better and independent whether all points (3rd and 4th) of the consistency criteria were fulfilled or the MOF topology.

As opposed to the study of Düren et al.[138] Gömez-Gualdrón et al.[123] suggested that the experimental BET surface areas should be compared with the simulated BET surface areas that are obtained from simulated N2 isotherms (GCMC simulations) and not with the accessible surface areas calculated from the crystal structures. Moreover, the above statement was supported together with the results discussed above with their comparison.
of the experimentally synthesized sample of NU-1103 that has a geometrically calculated surface area of 5646 m\(^2\) g\(^{-1}\). In their previous study which was discussed in this review,\(^{[109]}\) they synthesized an NU-1103 sample and obtained a BET surface area of 6520 m\(^2\) g\(^{-1}\) which matched well with the simulated one, i.e., 6820 m\(^2\) g\(^{-1}\). However, if a low-quality sample was obtained, and the experimental BET surface area would be in the range of the accessible, a successful synthesis could be concluded although that would not necessarily be correct.

6. Conclusions

This review has summarized work that has been performed involving the applicability of the BET method for determining surface areas of MOFs. In these studies, the BET surface areas were obtained by implementing three different approaches. While the accessible surface areas were calculated based on the crystal structures of MOFs where the positions of the framework atoms are known from the structure and properties of the crystals, the experimental and the simulated surface areas were obtained from gas (N\(_2\), Ar, CO\(_2\)) adsorption isotherms. These adsorption isotherms were either experimentally determined or simulated using GCMC simulations. It is noteworthy, that depending on the pressure range chosen on the adsorption isotherm, the BET surface area may vary widely.\(^{[138]}\) To avoid any uncertainty when determining the BET surface areas and to make comparisons between different materials meaningful, Rouquerol et al.\(^{[82]}\) proposed four consistency criteria that should be considered. Based on the available literature in the state of the art, the main conclusion of this review are as follows:

i) Bae et al.\(^{[110]}\), Düren et al.\(^{[138]}\) and Walton et al.\(^{[56]}\) found good agreement between the accessible surface areas and the BET surface areas calculated from N\(_2\) or Ar adsorption isotherms for a series of MOFs with different sizes of pores where the consistency criteria were used. Contradictorily, Gómez-Gualdrón et al.\(^{[123]}\) claimed the agreement is not guaranteed by fulfilling the consistency criteria since deviations were observed (e.g., NU-110), despite achieving the criteria. Moreover, when the pressure range that did not

---

**Table 8.** Determined linear regions (\(P/P_0\)) for materials in groups 1–3 (Acronyms described in Table 3).

<table>
<thead>
<tr>
<th>CO(_2) isotherm</th>
<th>IRMOF-1</th>
<th>IRMOF-6</th>
<th>IRMOF-9</th>
<th>IRMOF-11</th>
<th>MIL-47</th>
<th>TIF-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO(_2) isotherm at 273 K</td>
<td>0.2–0.25</td>
<td>0.14–0.20</td>
<td>0.10–0.15</td>
<td>0.07–0.15</td>
<td>0.03–0.10</td>
<td>0.06–0.13</td>
</tr>
</tbody>
</table>

---

**Figure 17.** Comparison of the BET surface areas obtained from CO\(_2\) adsorption isotherms versus geometrically calculated surface areas for six materials. The surface areas above the columns correspond to the absolute difference between the BET surface area and the surface area from the crystal structures. The deviation (%) was calculated by \(\left(\text{BET surface area} - \text{geometric surface area}\right)/\text{geometric surface area} \times 100\)\(^{[51]}\) (Acronyms described in Table 3).

**Figure 18.** Representation of the topologies of MOFs discussed in this review. Reproduced with permission.\(^{[123]}\) Copyright 2016, American Chemical Society.
satisfy the 3rd and 4th aspect of the criteria chosen, the deviation did decrease for NU-110. In the same study it was also noted that the extent of agreement does not even depend on whether the criteria are fulfilled (e.g., UiO-67). Nevertheless, it is very important to use the criteria at least for consistency when comparing different materials.

ii) Since the determination of the accessible surface area from the crystal structures of MOFs is a computationally inexpensive and a relatively quick method, Düren et al. stated

![Figure 19](image1.png)

**Figure 19.** Simulated $N_2$ isotherms of a) NU-110, b) pcu-PPPP, and c) UiO-66. White symbols are related to points used for the BET surface area calculations; blue vertical lines represent the $P/P_0$ values related to the monolayer loading; black vertical lines represent the calculated values for the monolayer formation $(1/\sqrt{c} + 1)$ and inset numbers indicate calculated pore diameters of materials. pcu-PPPP is a hypothetical MOF with pcu topology and four consecutive phenyl ring linkers. Reproduced with permission. Copyright 2016, American Chemical Society (Acronyms described in Table 3).

![Figure 20](image2.png)

**Figure 20.** Simulated (GCMC) BET surface areas versus accessible surface areas for NU-110, pcu-PPPP, and UiO-66 (Acronyms described in Table 3).

![Figure 21](image3.png)

**Figure 21.** BET surface areas versus accessible surface areas of various types of MOFs that differ in topology; pcu (diamonds), fcu (squares), ffw (triangles), rht (stars), and other topologies (circles). Filled symbols represent the achieved consistency criteria while empty symbols relate to the unfulfilled consistency criteria. Reproduced with permission. Copyright 2016, American Chemical Society (Acronyms described in Table 3).
that they should be compared with the experimental surface areas since in their study, good comparisons were obtained. However, as stated by Gómez-Gualdrón et al. and Wang et al., the experimental BET surface areas should be compared to simulated values obtained from GCMC simulations using the four consistency criteria and not against the accessible surface areas from the crystal structures.

For porous materials that exhibit polar heterogeneous surfaces, Ar molecule which has the absence of quadrupole moment is recommended over N$_2$ molecule for more reliable surface area determination and pore size analysis. Therefore, Ar adsorption at 87 K should be used, instead of N$_2$ adsorption at 77 K.

Since the correct determination of the true monolayer loading improves the agreement between the N$_2$ adsorption isotherm derived and the accessible surface area, the main challenge is to accurately estimate the molecular loading.

For BET analysis, identification of the correct pressure range from adsorption isotherms is crucial, therefore they should be based on the four consistency criteria as suggested by Rouquerol et al. and not by simply using the “standard” BET pressure range (0.05 < $P$/P$_0$ < 0.30). Furthermore, since the BET surface area depends on the pressure range chosen, they should always be stated.

For certain MOFs (e.g., UiO-66, NU-110x series), it is not possible to satisfy every feature of the consistency criteria. However, in such instances every effort should be made to minimize the extent of deviation or use reasonable tolerances as suggested by Rouquerol et al. for the 4th aspect of the criteria (20% tolerance).

Defects in experimentally synthesized samples have often been associated with differences when comparing the experimentally determined BET and the accessible surface areas. However, this review has demonstrated that deviations can also come from incorrectly determining the pressure ranges on adsorption isotherms.

A computational study by Tian and Wu discovered that the BET surface areas are very sensitive to the characteristics of MOFs such as pore size, structure heterogeneity, and adsorbate–adsorbent interactions. Therefore, they indicated that the accessible surface areas are not correlated to the BET surface areas despite their good agreements in particular studies.

The deviations between the accessible surface areas based on CO$_2$ and the BET surface areas obtained from simulated CO$_2$ adsorption isotherms at 273 K for different types of MOFs were higher than for the same materials when N$_2$ or Ar gas was employed.

Based on the results discussed in this review, BET theory is a suitable approach for the determination of the surface area for microporous, crystalline materials that have their surface areas in the range of thousands m$^2$g$^{-1}$ such as MOFs; however, specific limitations that were mentioned herein do exist.
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