The cosmic microwave background Cold Spot anomaly: the impact of sky masking and the expected contribution from the integrated Sachs–Wolfe effect
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ABSTRACT
We re-analyse the cosmic microwave background (CMB) Cold Spot (CS) anomaly with particular focus on understanding the bias a mask (contaminated by Galactic and point sources) may introduce. We measure the coldest spot, found by applying the Spherical Mexican Hat Wavelet transform on 100,000 cut-sky (masked) and full-sky CMB simulated maps. The CS itself is barely affected by the mask; we estimate a 94 per cent probability that the CS is the full-sky temperature minimum. However, ~48 per cent (masked fraction of the mask) of full-sky minima are obscured by the mask. Since the observed minima are slightly hotter than the full-sky ensemble of minima, a cut-sky analysis would have found the CS to be significant at ~2.2σ with a wavelet angular scale of R = 5°. None the less, comparisons to full-sky minima show the CS significance to be only ~1.9σ and <2σ for all R. The CS on the last scattering surface may be hotter due to the integrated Sachs–Wolfe effect in the line of sight. However, our simulations show that this is on average only ~10 per cent (about 10 μK but consistent with zero) of the CS temperature profile. This is consistent with Lambda and cold dark matter reconstructions of this effect based on observed line-of-sight voids.
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1 INTRODUCTION

The cosmic microwave background (CMB) Cold Spot (CS) anomaly was discovered by Vielva et al. (2004) using the Spherical Mexican Hat Wavelet (SMHW; Cayón et al. 2001) on WMAP data. The anomaly has persisted (Cruz et al. 2007; Bennett et al. 2011) and was later verified by Planck (Planck Collaboration XVI 2016b). Inoue & Silk (2006, 2007) claimed the integrated Sachs–Wolfe (ISW) (Sachs & Wolfe 1967) and Rees–Sciama (RS) (Rees & Sciama 1968) effects of a large void at redshift z ~ 1 could explain the entire feature. Nadathur et al. (2014) shows the RS is subdominant in all cases. However, pencil beam surveys (Bremer et al. 2010; Granett, Szapudi & Neyrinck 2010) have effectively ruled out the possibility of such a large void at high redshift (i.e. 0.5 < z < 1). Studies of the galaxy distribution in the relevant region using photometric redshifts (Cai et al. 2014; Kovács et al. 2017) has put many such models into question. Several studies have shown this is insufficient to explain the CS (see Nadathur et al. 2014; Zibin 2014; Marcos-Caballero et al. 2016). Naidoo, Benoit-Lévy & Lahav (2016) found that a model using multiple voids could only explain a fraction of the feature. This was recently confirmed by Mackenzie et al. (2017), who observed three voids along the LOS and came to the same conclusion. Hints of a stronger than expected ISW signal have been found in some stacked void studies (Granett, Neyrinck & Szapudi 2008; Cai et al. 2014; Kovács et al. 2017; Kovács 2017), leading to speculation that the causal relation between the CS and the LOS voids may be much greater than that predicted by the ISW. However, Ilić, Langer & Douspis (2013), Hotchkiss et al. (2015) and Nadathur & Crittenden (2016) have found no such excess and obtain results consistent with a cold dark matter (CDM).

The use of a mask in the SMHW analysis of the CS, to minimize contribution from the Galaxy and point sources, is common practice (see Vielva et al. 2004; Zhang & Huterer 2010; Nadathur et al. 2014; Planck Collaboration XVI 2016b). Because the SMHW transform integrates across the sky, contributions from masked areas will leak to neighbouring regions. Thus, a more aggressive mask than the original is applied to the filtered map (see Zhang & Huterer 2010; Rassat et al. 2014). While the application of a mask is sometimes unavoidable, Rassat et al. (2014) show that many CMB anomalies, including the CS, are no longer significant when carried out without the use of a mask on full sky LGMCA CMB maps (Bobin et al. 2014). Furthermore, the CS’s inability to be detected...
by other filters (see Zhang & Huterer 2010; Marcos-Caballero, Martínez-González & Vielva 2017) has placed doubt on its significance. However, this is often argued to be due to the SMHW sensitivity to what makes the CS anomalous, i.e. its high transition from cold to hot.

In this paper, we investigate the effects of masking on the detection and resulting significance of the CS and the expected contribution of the ISW to the CS profile.

2 METHOD

In the following analysis, we use the Planck SMICA CMB map and the Planck Common Field mask.1

2.1 Spherical Mexican Hat Wavelet

The SMHW is defined according to an angular scale R as

\[
\Psi(\theta; R) = A_{\text{wav}}(R) \left( 1 + \frac{y^2}{2} \right)^2 \left( 2 - \frac{y^2}{R^2} \right) \times \exp \left( -\frac{y^2}{2R^2} \right),
\]

where \( y \equiv 2\tan(\theta/2) \) and \( \theta \) is the angular separation between two points, \( \hat{n} \) and \( \hat{n}' \), on a sphere. \( A_{\text{wav}}(R) \) is a normalization constant defined as

\[
A_{\text{wav}}(R) = \left[ 2\pi R^2 \left( 1 + \frac{R^2}{2} + \frac{R^4}{4} \right) \right]^{-1/2}.
\]

The filtered temperature, i.e. the SMHW value of a point at \( \hat{n} \) as the transform is applied to an area with an angular radius of \( \theta \), is given by

\[
\Delta T_{\text{wav}}(\theta; \hat{n}, R) = \int_0^\theta \Delta T(n')\Psi(\theta'; R) d\Omega',
\]

where \( n' \) are pixels located within an angular distance \( < \theta \) from point \( \hat{n} \). Such pixels are found by using the healpix function query_disc. The SMHW of a single pixel, \( \Delta T_n(\hat{n}) \), is then calculated by integrating equation (3) across the whole sky or up to an angular radius of \( \theta \geq 4R \) since \( \Psi(\theta \geq 4R; R) \approx 0 \):

\[
\Delta T_n(\hat{n}) = \Delta T_{\text{wav}}(\pi; \hat{n}, R) \approx \Delta T_{\text{wav}}(4R; \hat{n}, R).
\]

In order to remove contamination from Galactic foregrounds and point sources a mask is applied. In order to do this we must first calculate an occupancy fraction (Zhang & Huterer 2010), which determines the contribution of masked regions to the wavelet transform. This is given approximately by

\[
N(\hat{n}; R) \approx \int_0^{4R} \mathcal{M}(\hat{n}')\Psi^2(\theta'; R) d\Omega',
\]

where \( \mathcal{M}(\hat{n}) \) and \( N(\hat{n}) \) are the mask and occupancy fraction value, respectively, at a point \( \hat{n} \). Similarly to equation (4), we integrate only up to \( \theta = 4R \) rather than \( \theta = \pi \) for the exact solution since \( \Psi(\theta \approx 4R; R) \approx 0 \).

The SMHW is applied to the full CMB map. Pixels with a mask and occupancy fraction value of \( \mathcal{M} < 0.9 \) or \( N < 0.95 \), respectively, are then masked to remove areas of the map where contaminated sources may contribute significantly to the result. This means the effective mask applied to the map is considerably larger than the

\[1 \text{ Available from http://pla.esac.esa.int/pla/#home.}\]

\[2 \text{ Software is available from http://class-code.net/}.\]
3 RESULTS

3.1 Masked versus unmasked coldest spot

The full-sky and cut-sky minima are compared in Fig. 2. Using the Planck Common Field mask, we find that these are equivalent only \( \sim 48 \) per cent of the time, as one would expect given that this is the effective fraction of the map that is removed by the mask. Since cut-sky minima are not always equal to the full-sky minima the use of a mask biases \( \Delta T_\theta \), causing it to be, on average, \( \sim 0.93 \) \( \mu K \) hotter using the Common Field mask. This is because cut-sky minima are on average \( \sim 1.78 \) \( \mu K \) hotter than the full-sky minima. Interestingly, colder cut-sky minima (i.e. \( \Delta T_\theta < -18 \mu K \)) are more likely to be equivalent to the full-sky minima. This becomes particularly interesting for the CMB CS.

3.2 The Cold Spot in Planck data

The CS has a \( \Delta T_\theta \sim -19.3 \mu K \) with a significance of \( \sim 2.2 \sigma \) when masked. To make a comparison between the full-sky minima in simulations, we must first understand whether the CS is indeed our CMB’s full-sky minima. Without any prior knowledge of the CS’s \( \Delta T_\theta \), the probability that the cut-sky minima are equivalent to the full-sky minima \( P(\text{full}) \) is \( \leq 0.48 \). However, the probability increases as \( \Delta T_\theta \) decreases. The conditional probability that a cut-sky minima similar to the CS (i.e. \( -19.5 < \Delta T_\theta < -19 \mu K \)) is equivalent to the full-sky minima \( P(\text{full} | \Delta T_\theta^\text{CS}) \) are actually \( \geq 0.94 \). This means we can be fairly certain that the CS is the CMB’s full-sky minima.

In Fig. 2, the CS’s \( \Delta T_\theta \) is shown and lies well within the 2\( \sigma \) distribution of full-sky minima in simulations. The CS’s significance in comparison to full-sky minima are \( \sim 1.9\sigma \) (which corresponds to a \( P \)-value \( \sim 3 \) per cent). In Fig. 3, the CS’s \( \Delta T(\theta) \) and \( \Delta T_{\text{mask}}(\theta) \) are compared to the 1 and 2\( \sigma \) contours of the cut-sky and full-sky minima in simulations (indicated by black lines and blue contours, respectively). The comparison illustrates precisely how the observed profiles are biased. For \( \Delta T(\theta) \), the main difference occurs near the centre (\( \theta < 5^{\circ} \)) where full-sky minima appear slightly colder. This appears to be more pronounced in \( \Delta T_{\text{mask}}(\theta) \), where the distribution is found to be consistently colder for all values of \( \theta \).

3.3 The CS’s significance versus mask size

Using the SILC CMB map (Rogers et al. 2016, specifically using the \( N = 5 \) map) and corresponding mask we test the effect of the size of the mask on the CS’s significance. The mask for the SILC CMB map is relatively small such that even the effective mask has \( \sim 88 \) per cent unmasked pixels \( f_{\text{sky}} \). We gradually enlarge this mask by masking away a wider Galactic strip and run the same procedure. In Fig. 4, we plot the CS’s significance in comparison to cut-sky minima (shown in black) and compare the CS’s significance to the full-sky minima (shown in blue) as a function of \( f_{\text{sky}} \). The CS significance in comparison to cases where the full-sky and cut-sky minima are equivalent always remains \( < 2\sigma \). But in comparison to cut-sky minima the significance becomes larger as \( f_{\text{sky}} \) decreases. Rather unsurprisingly, a larger mask will make it harder to find the full-sky minima and will also make it more likely that hotter cut-sky minima are measured. The net effect is that full-sky minima measured in a cut-sky analysis will have a boosted significance due to the size of the mask. This appears to be the case for the CS.

3.4 The ISW for the coldest spots

The ISW contribution to the coldest spots in simulations was measured and is shown in Fig. 5. Here, we display the mean and 1\( \sigma \) contours for all the full-sky minima and the most extreme 3 per cent (which approximately corresponds to the CS’s \( P \)-value). The profiles are poorly constrained and very similar, with the more extreme case tending to be slightly more negative. The result illustrates that it is very likely that the ISW plays a minor role in the CS profile: \( \sim 10 \) per cent of the full profile. The reconstructed ISW profiles (Nadathur et al. 2014; Rassat et al. 2014; Finelli et al. 2016; Planck Collaboration XXI 2016c) appear to be consistent with the predicted ISW shown in Fig. 5. The presence of prominent voids in the LOS (see Szapudi et al. 2015; Kovács & García-Bellido 2016) are therefore precisely what we would expect from \( \Lambda \)CDM.

3.5 Dependence on angular scale

Up to this point, we have used a preselected angular scale, \( R = 5^{\circ} \), where the CS was measured to be most significant by Planck Collaboration XVI (2016b). However, our conclusions for the CS
Figure 3. The 1 and 2σ contours (dark and light shades, respectively) for the ΔT(θ) (top left-hand panel) (the average ΔT in concentric rings from the cut/full-sky minima’s centre) and ΔT_{wav}(θ) (top right-hand panel) profiles, are shown in blue for cut-sky minima in 100 000 simulations. The 1 and 2σ contours for cut-sky minima are marked as dashed and dotted black lines, respectively. The CS’s ΔT(θ) and ΔT_{wav}(θ) are shown (measured on Planck’s SMICA map) as the dark blue dashed line. The subtle shift in the full-sky ΔT(θ) profile around θ<5° shown in the left-hand panel appears to lead to colder final temperatures shown in the right-hand panel. The difference between the mean of the full-sky and cut-sky ΔT (left-hand side) and ΔT_{wav} (right-hand side) profiles are indicated with a superscript full and cut, respectively, in the bottom panels (note the scale on the bottom panels).

Figure 4. The significance of the CS is measured in comparison to the distribution of cut-sky minima (shown in black), as a function of the mask size (f_{sky} = unmasked fraction of the sky). The significance of the CS is shown in blue in comparison to the full-sky minima observed in a cut-sky. As f_{sky} decreases, it is more likely that the full-sky minima are obscured by the mask and that the cut-sky minimum measured is hotter. Consequently these two effects increase the significance of the CS. The vertical red dash–dotted line indicates the f_{sky} of the Planck Common Field mask. The significance may not necessarily hold true for other angular scales. To test this, R is varied between 4° and 7°, roughly equaling the range of R over which Zhang & Huterer (2010) found the CS to be significant. The same procedure is carried out as before except with a smaller number of realizations (10000).

In Table 1, we summarize these results. The probability, P(full), is roughly equal to the fraction of unmasked pixels of the effective mask. However, P(full|T_{CS}^*) is found to be >0.85 for the angular scales considered. When the cut-sky significance >2σ the probability is even higher (>0.93). This makes it appropriate to compare the CS to full-sky minima in simulations where it is <2σ for 4° < R < 7°. Combined with previous studies (e.g. Vielva et al. 2004) means the CS is <2σ for all angular scales.

4 CONCLUSIONS
We measure the cut-sky and full-sky minima (Cold Spot) in 100 000 simulations using the Planck Common Field mask, which has a similar f_{sky} to the WMAP KQ75 and Planck U74 masks used in Zhang & Huterer (2010) and Nadathur et al. (2014), respectively. The
probability of observing the full-sky minima is found to be \(\sim 0.48\) (which roughly equals the unmasked fraction of the effective mask). At other positions, the cut-sky minima are not equivalent to the full-sky minima, and this biases the distribution of minima (see Fig. 2). This appears to have a significant effect only at \(\Delta T_\theta > -18\mu K\); at the CS’s \(\Delta T_\theta \approx -19.3\mu K\), there is an \(\sim 0.94\) probability that we are observing the CMB’s full-sky minima.

We argue that the CS is detected as an anomaly, with a significance of \(\sim 2.2\sigma\), because the full-sky minimum is not always measured when using a mask resulting in an ensemble of Cold Spots which are slightly hotter than the full-sky ensemble. Correcting for this bias, by comparing to full-sky minima, reduces the significance to \(\sim 1.9\sigma\). We emphasize that the CS itself does not change due to the mask; rather, the ensemble to which it is compared is colder when \(\Delta T_\theta \approx -19.3\mu K\). We argue that the CS’s \(\sim 0.94\) probability that we are observing the CMB’s full-sky minima.

At other positions, the cut-sky minima are not equivalent to the full-sky minima (which roughly equals the unmasked fraction of the effective mask). When using a mask resulting in an ensemble of Cold Spots which are slightly hotter than the full-sky ensemble, correcting for this when using a mask resulting in an ensemble of Cold Spots which are observing the CMB’s full-sky minima.

We investigate the ISW contribution (predicted by LCDM) to the coldest spots finding it to be poorly constrained and consistent with zero, but leaning towards a negative contribution (see Fig. 5). On average, it amounts to \(\sim 10\) per cent of the full profile. Measurements of large voids in the LOS and ISW reconstructions are consistent with this result. Since reconstructed ISW profiles (see Nadathur et al. 2014; Finelli et al. 2016; Kovács & García-Bellido 2016) appear to be below the mean shown in Fig. 5, it is possible that the ISW is amplifying the significance of the CS. This would mean the primordial CS profile is even less significant than measured. Alternative models, which are not investigated here, may explain the slightly higher than expected causal relation between the observed and expected ISW of large voids seen in certain studies (Granett et al. 2008; Cai et al. 2014; Kovács et al. 2017; Kovács 2017) but not all (Ilić et al. 2013; Hotchkiss et al. 2015; Nadathur & Crittenden 2016). Whether this is the case could be studied in future and would have implications for the predicted ISW contribution to the CS.

### Table 1

| \(R (\degree)\) | \(P(\text{full})\) | \(P(\text{full}|\Delta T_\theta^{CS})\) | Cut sky (\(\sigma\)) | Full sky (\(\sigma\)) |
|-----------------|-----------------|-------------------------------|------------------|------------------|
| 4               | 0.51            | 0.94                          | 1.95             | 1.65             |
| 4.5             | 0.50            | 0.96                          | 2.18             | 1.85             |
| 5               | \textbf{0.48}   | \textbf{0.94}                 | \textbf{2.19}    | \textbf{1.91}    |
| 5.5             | 0.46            | 0.96                          | 2.19             | 1.89             |
| 6               | 0.45            | 0.94                          | 2.08             | 1.76             |
| 6.5             | 0.44            | 0.91                          | 1.85             | 1.50             |
| 7               | 0.42            | 0.86                          | 1.53             | 1.13             |
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