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ABSTRACT

Uncertainty complicates early requirements and architecture decisions and may expose a software project to significant risk. Yet software architects lack support for evaluating uncertainty, its impact on risk, and the value of reducing uncertainty before making critical decisions. We propose to apply decision analysis and multi-objective optimisation techniques to provide such support. We present a systematic method allowing software architects to describe uncertainty about the impact of alternatives on stakeholders’ goals; to calculate the consequences of uncertainty through Monte-Carlo simulation; to shortlist candidate architectures based on expected costs, benefits and risks; and to assess the value of obtaining additional information before deciding. We demonstrate our method on the design of a system for coordinating emergency response teams. Our approach highlights the need for requirements engineering and software cost estimation methods to disclose uncertainty instead of hiding it.
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1. INTRODUCTION

Uncertainty is inevitable in software engineering. It is particularly present in the early stages of software development when an organisation needs to make strategic decisions about which IT projects to fund, or when software architects need to make decisions about the overall organisation of a software system. In general, these decisions aim at maximising the benefits that the software system will bring to its stakeholders, subject to cost and time constraints. Uncertainty includes uncertainty about stakeholders’ goals and their priorities, about the impact of alternatives on these goals, about the feasibility, cost, and duration of implementing the alternatives, about future changes in stakeholders’ goals, business context and technological environments, and finally uncertainty about whether the right questions about decisions are even being asked and all their options identified.

In a decision problem, uncertainty is a lack of complete knowledge about the actual consequences of alternatives. For example, software architects may be uncertain about the cost and performance impact of a proposed software architecture. Given their current knowledge, they might estimate the cost to be between £1m to £3m and the achievable response time to be between 1 and 10 seconds. A risk exists when the possible consequences of a decision include undesirable outcomes, like loss or disaster [40]. Continuing the example, selecting the proposed architecture might carry the risks of the development costs exceeding £2m and the response time not achieving the minimally acceptable target of 2 seconds. In software architecture decisions, the risks include selecting an architecture that is too expensive to develop, operate, and maintain, that is delivered too late and, most importantly, that fails to deliver the expected benefits to its stakeholders. Numerous studies have shown that these risks are severely underestimated [29]. This is not surprising: uncertainty and risks are rarely considered explicitly in software engineering decisions and the software engineering literature offers no principled approaches to deal with them.

In this paper, we focus on early requirements and architecture decisions, i.e. decisions about the functionality the software should provide, the quality requirements it should satisfy, its organisation into components and connectors, and its deployment topology. We assume stakeholders’ goals and the alternatives have been identified using appropriate requirements engineering and software architecture methods [45, 47, 63, 65]. Our objective is to support reasoning about uncertainty concerning the impact of alternatives on stakeholders’ goals.

Previous work dealing with uncertainty in early requirements and architecture decisions [21, 42, 49, 62] suffers important limitations: they use unreliable methods for eliciting uncertainties (some confuse group consensus with certainty); they tend to evaluate alternatives against vague, unfalsifiable criteria; they provide no information about the risks that accompany uncertainty; and they provide no support for assessing to what extent obtaining additional information before making a decision could reduce these risks.

We address these limitations by adapting concepts and techniques from statistical decision analysis to the problems of early requirements and architecture design decisions. Decision analysis is a discipline aiming at supporting critical decisions under uncertainty with systematic methods and mathematical tools for understanding, formalising, analysing, and providing insights about the decision problem [38]. Decision analysis is used notably in the health care
domain to inform decisions about the cost-effectiveness of new medical treatments based on the results of clinical trials [7]. There are exceptional uses of these methods in the context of IT investment decisions [14, 41], but despite their relevance to early requirements engineering and architecture decisions, they have been largely ignored by the software engineering community.

Our approach to early requirements and architecture decisions consists in formalising the decision problem in terms domain-specific measurable goals, to elicit and represent uncertainties as probability distributions, to simulate the impact of alternatives on goals through Monte-Carlo (MC) simulations, and to shortlist a set of alternatives using Pareto-based multi-objective optimisation techniques. We introduce the software engineering community to the value of information, a powerful notion from decision analysis, that allows a decision maker faced with uncertainty to measure those uncertainties and determine which would be most profitably reduced.

The paper’s main contribution is a systematic method for applying statistical decision analysis techniques to early requirements and architecture decision problems (Section 3). By developing this method, we were also led to make the following contributions:

1. We define novel decision risk metrics tailored for requirements and architecture decision problems (Section 3.3).
2. We extend the concept of value of information, traditionally defined in terms of impact of additional information on expected outcomes only, by considering how additional information reduces risk (Section 2.3).
3. We introduce the concept of Pareto-optimal strip, a generalisation of a Pareto-optimal front, designed to resist modelling and measurement errors present in multi-objective decision problem under uncertainty (Section 3.5).

We have developed a tool supporting our approach and have applied it to data from a real system from the literature [21]. Our tool and all models discussed in this paper are available at www.cs.ucl.ac.uk/staff/e.letier/sdda.

2. COST-BENEFIT ANALYSIS UNDER UNCERTAINTY

Before considering early requirements and architecture decision problems, we first consider the simpler problem of selecting one alternative among a set of alternatives based on their costs and benefits. Such problem assume a model exists to calculate the costs and benefits of alternatives, how much would that information reduce risk (Section 2.3).

A cost-benefit decision model comprises a set $A$ of alternatives, a set $\Omega$ of model parameters, and two functions, $\text{cost}(a, \omega)$ and $\text{benefit}(a, \omega)$, that return the cost and benefit of alternative $a$ given the parameter values $\omega$. The net benefit of an alternative is then $\text{NB}(a, \omega) = \text{benefit}(a, \omega) - \text{cost}(a, \omega)$. To simplify the notation, we sometimes leave the model parameters implicit and write $\text{NB}(a)$ for $\text{NB}(a, \omega)$, and similarly $\text{benefit}(a)$ and $\text{cost}(a)$.

Example. An engineering firm is considering replacing an ageing aircraft engine, the firm design complicated engineering artefacts (e.g. turbines, aircraft engines, etc.) that it sells to clients. The benefits associated with each alternative $a \in A$ is a function of several variables such as the market size, the market share that each alternative might help achieving, which itself is a function of features of each CAD. Likewise, the cost associated with each alternative is a function of several parameters such as the development, maintenance and operational costs. The cost and benefit functions would typically also include concerns related to incremental benefit delivery, cash flow, and discount factors [14, 16]. The model parameters are the variables in these equations, i.e. those that are not further defined in terms of other variables. To keep our illustrative example simple, we will hide the details of the cost and benefit functions and discuss decisions based on the results of these functions only.

2.1 Computing Expected Net Benefit and Risk

Traditional Cost-Benefit Analysis (CBA) computes the net benefit of each alternative using point estimates (exact numbers instead of ranges) for each of a model’s parameter. Such approaches therefore ignore the often large uncertainty about parameter values. Uncertainty about cost and benefit exists but is hidden. In a statistical CBA, uncertainty about the model parameters is modelled explicitly as probability distributions and used to compute the probability distribution of net benefit for each alternative.

Simple, effective methods exist for eliciting the model parameters’ probability distributions from decision makers [52]. These methods have sound mathematical foundations and are based on significant empirical studies of how uncertainty can be reliably elicited from humans. We will not be concerned with these methods in this paper beyond noting that they can and should be used to elicit reliable probability distributions from domain experts and decision makers.

Once the model parameters probability distributions have been estimated, one needs to compute the probability distributions for the cost, benefit and net benefit of each alternative. It is generally not possible to compute these probability distributions analytically because the model equations and parameters’ probability distributions can be arbitrarily complicated. Monte-Carlo (MC) simulations can, however, compute good approximations. The underlying principle is to sample a large number of simulation scenarios generated by model parameter values drawn from their probability distributions and use them to compute the net benefit in that scenario. The result of a MC simulation of a cost-benefit decision model is a $M \times N$ matrix $\text{NB}$ where $M$ is the number of simulated scenarios and $N$ is the number of alternatives in $A$. The element $\text{NB}[i,j]$ denotes the net benefit for alternative $j$ in the $i$th scenario.

From the result of a MC simulation, one can, for each alternative, estimate measures of interest to decision makers such as the expected net benefit ($\text{ENB}$), loss probability ($\text{LP}$), and probable loss magnitude ($\text{PLM}$), defined as follows:

\[
\text{ENB}(a) = \mathbb{E}[\text{NB}(a)]
\]

\[
\text{LP}(a) = P(\text{NB}(a) < 0)
\]

\[
\text{PLM}(a) = \mathbb{E}[\text{NB}(a)|\text{NB}(a) < 0]
\]

where $\mathbb{E}[X]$ denotes the expectation of a random variable $X$.

Example. Figure 1 shows the results of a statistical CBA for our illustrative example. We assume cost and benefit have a normal distribution truncated at zero. Figure 1a shows the mean and 90% confidence interval of these distributions. A 90% confidence interval means that decision makers believe there is a 90% chance that the actual costs and benefits will fall within these ranges. Figure 1b shows the resulting expected net benefit, loss probability, and probable loss magnitude of each alternative. It shows developing the new CAD has a high expected net benefit but also high risks in terms of loss probability and probable loss magnitude. In a traditional CBA, these risks would not have been quantified and would, most likely, have been underestimated if not entirely ignored.

2.2 The Expected Value of Information

If, before making a decision, decision makers could pay someone to obtain additional information that reduce uncertainty about the cost and benefits of alternatives, how much would that information
be worth to them? It is possible to answer this question by computing the expected value of information [37]. Intuitively, information that reduces uncertainty may lead decision makers to select an other alternative with highest expected net benefit than the alternative they would select without additional information. The expected value of information is the expected gain in net benefit between the selected alternatives with and without the additional information.

The expected value of information for the different model variables tells decision makers to focus on reducing uncertainty about information with high expected value and to avoid wasting effort reducing uncertainty about information with low expected value (or at least not pay more for information than its expected value). Computing the expected value of information can yield surprising results. Hubbard reports he has applied information value theory to 20 IT project business cases (each having between 40 to 80 variables) and observed the following pattern: (1) the majority of variables had an information value of zero; (2) the variables that had high information value were routinely those that the client never measured; (3) the variables that clients used to spend the most time measuring were usually those with a very low (even zero) information value [41].

The contrast between the second and third observations constitutes what Hubbard has called the IT measurement inversion paradox [39]. He cites the large effort spent by one of his clients on function point measurements with very low information value because its cost estimation were not more attractive as it assigns a financial value to information.

Measuring expected information value is an alternative to sensitivity analysis. There are several variants of sensitivity analysis. For example, decision makers with overconfidence biases will express overconfidence biases during the elicitation of probability distributions. Overconfidence bias is a serious problem because the computations of expected net benefit, risk, and information value all assume the initial probability distributions are accurate. This observation reinforces the importance of using appropriate uncertainty elicitation techniques designed to reduce the effects of overconfidence and other biases [52].

A small MC simulation with 5 scenarios (the actual MC simulation used to produce the results in Figure 1 consists of $10^6$ scenarios).

Information value theory also defines the expected value of perfect information, i.e., perfect information about a subset of the model parameters [25, 58], and the expected value of (partial or total) imperfect information, i.e., information that reduces uncertainty but without completely eliminating it [41]. In this paper, we only use the expected value of perfect information either in total, over all parameters, or about a single model parameter. The expected value of perfect information and of perfect information about sets of parameters are harder to compute, and they may not yield substantial practical benefits over simpler information value analysis.

The expected value of partial perfect information about a single model parameter $\Theta$, noted $\text{EVPPI}(\Theta)$, is the expected gain in net benefit from using perfect information about $\Theta$:

$$\text{EVPPI}(\Theta) = E[\max_{a \in A} f(a, \Theta)] - E[\max_{a \in A} NB(a, \Theta)]$$

where $f(a, \Theta) = E_{\Theta-\Theta}NB(a, \Theta)$ is the expected NB of alternative $a$, conditioned on the parameter $\Theta$ fixed at $\Theta$, and $E_{\Theta-\Theta}$ denotes the expectation with respect to all model parameters in $\Theta$ except $\Theta$ [58]. The intuition of this definition is similar to that of EVTPI. As EVTPI, it can be shown that EVPPI is always positive or zero.

Computing $\text{EVPPI}(\Theta)$ is harder than computing $\text{EVTPI}$. In this paper, we rely on a recent efficient algorithm that computes $\text{EVPPI}$ by taking as input only the pair $(\bar{\Theta}, \bar{NB})$ of simulations for the model parameter $\Theta$ and the corresponding matrix of $\text{NB}$ simulations generated by the MC simulation [58]. This algorithm first finds a suitable segmentation of values in $\bar{\Theta}$ such that, within each segment, the differences in maximal expected $\text{NB}$ remain small. For each segment, it computes the average gain in $\text{NB}$ from knowing $\Theta$, then averages these average gains weighted by the proportion of simulation that falls into each segment.

Note that $\text{EVTPI}$ and $\text{EVPPI}$ compute the expected value of information about some parameters before the value for these parameters are revealed. Once the actual values are revealed, they may increase or decrease expected net benefit. The $\text{EVTPI}$ and $\text{EVPPI}$ merely compute how much the expected net benefit will change on average. It is these averages that are always positive or zero. The revelation of new information can also both increase or decrease uncertainty about the parameters’ true values. When this happens, an increase of uncertainty is most likely caused by a failure to mitigate overconfidence biases during the elicitation of probability distributions. Overconfidence bias is a serious problem because the computations of expected net benefit, risk, and information all assume the initial probability distributions are accurate. This observation reinforces the importance of using appropriate uncertainty elicitation techniques designed to reduce the effects of overconfidence and other biases.

Measuring expected information value is an alternative to sensitivity analysis. There are several variants of sensitivity analysis.
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values and possible changes of alternatives to optimise net benefit. 

possibly the most common in software engineering consists in measuring, for each model parameter taken individually, the change of NB (or other objective of interest) for a selected alternative when the parameter varies between some low and high value [49]. a parameter is then said to have high sensitivity if the changes in parameters’ values and possible changes of alternatives to optimise net benefit.

these differences have important implications: a parameter with high sensitivity may have low information value if it has a low probability of change; and vice-versa, a parameter with low sensitivity may have high information value if a highly probable change for this parameter leads to selecting a different alternative with much higher NB. Fell and Hazen provide a more detailed analysis of the benefits of measuring expected value of perfect information over sensitivity analysis [25].

### 2.3 The Impact of Information on Risk

Using additional information to maximise expected NB impacts risk, sometimes favourably, as when selecting an alternative with highest expected NB also reduces risk, or unfavourably, as when selecting an alternative with highest NB increases risk. Measuring this impact gives decision makers additional information about the value of seeking additional information.

we have thus defined a new measure of the expected impact of perfect information on risk. In our cost-benefit analysis, risk is measured by the loss probability and the probable loss magnitude.

To keep the exposition simple, we define the impact of perfect information on risk with respect the a risk measure Risk(a) = P(F(a, Ω)) where F(a, Ω) is true when alternative a fails when parameter values are Ω. For example, for LP(a), F(a, Ω) is NB(a, Ω) < 0. Our definition can easily be extended to risk measures, such as PLM, defined over real-valued rather than boolean F functions.

Let a’ be an alternative that maximises expected NB. If there is more than one alternative with equal highest expected NB, a” is one with minimal risk. Let a’(Ω) and a”(θ) be alternatives that maximise NB when Ω = Ω or θ = θ, respectively. The expected impact of total (respectively, partial) perfect information on Risk is the expected difference between Risk(a’(Ω)) (respectively, Risk(a”(θ))) and Risk(a’):

\[ Δ_{TPF}(Risk) = E[Risk(a’(Ω))] − Risk(a’) \]

\[ Δ_{PPF}(θ)(Risk) = E[Risk(a”(θ))] − Risk(a’). \]

The Δ_{TPF}(Risk) can be estimated from matrices NB and F generated during the Monte-Carlo simulation:

\[ Δ_{TPF}(Risk) = \text{mean[}\sum_{i=1}^{M} NB[i, j]\text{]} − \text{mean[}0 > NB[i, a’]\text{]}\]

where which max(j=1...M)NB[i, j] denotes the column indices of the alternative with highest benefit in row i.

To compute Δ_{PPF}(θ)(Risk), we have extended the algorithm for computing EVPPI from the Monte-Carlo simulation data (Θ, NB, F).

Our extension applies the same principle as the one used to compute Δ_{TPF}(Risk) to compute the Δ in Risk in each segment of Θ values, then returns the weighted average of those Δ over all segments.

Example Figure 1-c shows the expected value of information in our illustrative example. The EVTPI is £0.64m, 32% of expected net benefit. Measuring EVPPI shows that reducing uncertainty about the new application’s benefits has high value and reduces most of the risks, whereas reducing uncertainty about its cost has almost no value and little impact in reducing loss probability.

### 3. SOFTWARE DESIGN DECISIONS UNDER UNCERTAINTY

Software design decisions are usually more complex than the simple cost-benefit decision problems of the previous section. Complexity arises in the solution space, in the objective space, and in the models that relate the two.

In the solution space, instead of involving the selection of one alternative from a set, they typically involve a multitude of interrelated design decisions concerning choices among architectural styles, design patterns, technologies, and responsibility assignments [63, 65]. This leads to an exponential increase in the number of candidate solutions; for example, if the problem involves 10 design decisions with 3 options each, the number of candidate architectures is 3^{10} (around 60,000). The solution space for software design decisions is therefore several orders of magnitudes larger than the solution spaces of other domains applying decision analysis techniques — for example, in healthcare economics the solution space rarely exceeds 5 different treatment options [7].

In the objective space, software design decisions typically involve multiple goals that are generally conflicting, hard to define precisely, and not easily comparable (unlike cost and benefit, they have different units of measure). Examples of goals include concerns related to security, performance, reliability, usability, and the improved business outcomes generated by the software. Clarifying these goals and understanding their trade-offs is a significant part of supporting software design decisions. The goals in healthcare decision problems are at least as complex as software design decision goals. There has, however, been a much greater effort at defining these goals and their trade-offs than for software engineering problems. This has resulted in measures such as the quality-adjusted life year used to compare alternative treatment options [7].

The models relating the design decision options to stakeholders’ goals are often hard to build, validate, and include a very large number of parameters. They are typically composed of models of the software system (to evaluate the impact of software design decisions on software qualities such as its performance and reliability) and models of the application domain (to evaluate the impact of software and system design decisions on stakeholders goals).

To deal with this complexity, we propose the following process:

1. Defining the architecture decision model
2. Defining a cost-benefit decision model
3. Defining the decision risks
4. Eliciting parameters values
5. Shortlisting candidate architectures
6. Identifying closed and open design decisions
7. Computing expected information value

Steps 1 and 2 correspond to standard model elaboration activities performed notably in the ATAM [45] and CBAM [42, 49] approaches. Steps 3 and 4 are specific to architecture decisions under uncertainty. Step 5 extends Pareto-based multiobjective optimisation techniques to decisions under uncertainty. Step 6 identifies closed and open design decisions from this shortlist. Step 7 computes expected information values. At the end of these steps, if some model parameters or variables have high expected information value, software architects may choose to elicit further information and refine corresponding parts of their models to improve their decisions and reduce their risks. In practice, some of these steps may be intertwined. For example, the elaboration of the architecture decision model and the cost benefit model in steps 1 and 2 are likely to be interleaved rather than performed sequentially [51].

**SAS Case Study.** We apply our method on a case study of software architecture decisions presented at ICSE 2013 [21].

The software to be designed is a *Situation Awareness System* (SAS) whose purpose is to support the deployment of personnel in emergency response scenarios such as natural disasters or large scale riots. SAS applications would run on Android devices carried by emergency crews and would allow them to share and obtain an assessment of the situation in real-time (e.g., interactive overlay on maps), and to coordinate with one another (e.g., send reports, chat, and share video streams).

A team of academics and engineers from a government agency previously identified a set of design decisions, options and goals to be achieved by this system (see Figure 3). They also defined models for computing the impact of options on the goals and documented the decision model in steps 1 and 2 and the term alternative options to the goals [35, 45]. The result is a multi-objective architecture decision model (MOADM).

**Definition.** A *multi-objective architecture decision model* is a tuple \((D, C, \Omega, G, v)\), where

- \(D\) is a set of design decisions where each decision \(d \in D\) has several options \(O_d\); a candidate architecture is a function \(a : D \rightarrow \cup_{d \in D} O_d\) that maps each decision \(d\) to a single option in \(O_d\); the set of all candidate architectures is noted \(A^1\);
- \(C\) is a set predicates capturing dependency constraints between design decisions such as prerequisite, mutual exclusion, and mutual inclusion relations [59, 69]);
- \(\Omega\) is a set of model parameters;
- \(G\) is a set of optimisation goals, partitioned into \(G^+\) and \(G^-

\[v(g, a, \omega) = \sum_{d \in D} \text{contrib}(g, a(d))\]

\[\text{where contrib}(g, o)\] are model parameters denoting the contribution.

---

**Figure 3:** Overview of the SAS Case Study [21].

<table>
<thead>
<tr>
<th>Decisions</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>GPS</td>
</tr>
<tr>
<td>Finding</td>
<td>OpenIntents In house</td>
</tr>
<tr>
<td>File Sharing</td>
<td>Explicit Implicit</td>
</tr>
<tr>
<td>Report Syncing</td>
<td>XMPP (Open Fire) In house</td>
</tr>
<tr>
<td>Map Access</td>
<td>On demand (Google) Cached on server Preloaded (ESRI)</td>
</tr>
<tr>
<td>Hardware Platform</td>
<td>Nexus I (HTC) Droid (Motorola)</td>
</tr>
<tr>
<td>Connectivity</td>
<td>Wi-Fi 3G on Nexus I 3G on Droid Bluetooth</td>
</tr>
<tr>
<td>Database</td>
<td>MySQL SQLite</td>
</tr>
<tr>
<td>Architectural Pattern</td>
<td>Facade Peer-to-peer Push-based</td>
</tr>
<tr>
<td>Data Exchange Format</td>
<td>XML Compressed XML Unformatted data</td>
</tr>
</tbody>
</table>

**Goals**

- Battery Usage
- Response Time
- Reliability
- Ramp Up Time
- Cost
- Development Time
- Deployment Time

---

\[\text{Throughout the paper, we use the term option to denote an alternative for a design decision and the term alternative to denote an alternative candidate architecture in the design space } A.\]
of option $o$ to goal $g$. For example, $\text{contrib}(\text{BatteryUsage}, \text{GPS})$ denotes the contribution of GPS to battery usage. Since the model has 25 options and 7 goals, we have $25 \times 7$ (175) parameters.

Like all models, this model is imperfect. For example, evaluating the response time of an architecture by summing up the response time of its individual component is a basic performance model that will only give a rough approximation of an architecture response time. Evaluating the reliability of an architecture by summing the reliability of its components is most likely to be an inaccurate measure of the true reliability. Another significant problem with this model is that the goals have no clear definition. For example, what is meant by reliability and battery usage? Similarly, the levels of contribution of each option to each goal have no clear semantics (for example, what does the contribution of the GPS to battery usage, $\text{contrib}(\text{BatteryUsage}, \text{GPS})$, actually measure?).

In order to separate issues concerning the validity of the SAS decision model from discussions concerning the benefits of alternative decision support methods, we temporarily assume this MOADM to be valid. We revisit this assumption after having compared the two decision methods on the same model.

### 3.2 Defining the Cost-Benefit Model

Multi-objective decision problems increase in difficulty as the number of objectives increases [34]. Since a MOADM could have a large number of optimisation goals, one way to simplify the problem is to convert the MOADM into a simpler cost-benefit decision model [42, 49]. The cost-benefit model allows software architects to relate design decisions and levels of goal satisfaction to financial goals of direct interest to the project clients and stakeholders.

The set of alternatives of the cost-benefit decision model is the set of candidate architectures in $A$ satisfying the constraints in $C$. Software architects, in collaboration with project stakeholders, define the cost and benefit functions. The parameters of the cost-benefit decision model include the parameters $\Omega$ of the architecture decision model plus additional parameters involved in the definition of the cost and benefit functions. The cost function would typically include software development, deployment, operation and maintenance costs but possibly also other costs incurred in the application domain such as salary, material, legal, environmental, and reputation costs. The benefit function would model estimated financial values associated with achieved levels of goal attainment.

A problem with many cost-benefit models is that they exclude from their equations costs and benefits that are perceived to be too hard to quantify and measure. For example, they omit the cost and benefit related to security, usability, company reputation, etc. To be useful, cost-benefit models should include the hard-to-measure factors that are important to the decision so that their uncertainty can be assessed and analysed instead of being ignored. Systematic methods for transforming vague qualitative goals into meaningful measurable objectives exist and have been used successfully in many industrial projects [1, 31, 41].

Many other projects however ignore these methods. A popular alternative is to compute for each alternative a utility score defined as the weighted sum of the stakeholders’ preferences for each goal:

$$U(a, \omega) = \sum_{g \in G} w(g) \times \text{Pref}_g(v(g, a, \omega))$$

where the goal weights $w(g)$ and preferences functions $\text{Pref}_g(x)$ are elicited from stakeholders using appropriate techniques [61]. The goal preference values $\text{Pref}_g(x)$ are real numbers in $[0, 1]$ denoting the level of preference stakeholders associate with a value $x$ for goal $g$. A preference of 1 denotes the highest possible stakeholders’ satisfaction, a preference of 0 denotes the worst. For example, if $g$ is the response time of a web application, a preference of 1 may be given to an average response time of 1 second or less and of 0 to an average response time of 10 seconds or above. Preference functions are often constructed as linear or s-shape functions between the goal attainments corresponding to the lowest and highest preference [56]. This approach, or a close variant, is found in many requirements engineering methods [3, 5, 24, 32, 64].

An advantage of defining utility as a weighted sums of goal preferences is that it is extremely easy to apply. Its biggest inconvenience, however, is that the utility scores correspond to no physical characteristics in the application domain making them hard to interpret and impossible to validate empirically. In other words, the utility functions are not falsifiable [55]. In contrast, in other domains, e.g. in healthcare economics, utility functions are not restricted to weighted sums and they denote domain-specific measures — such as the quality-adjusted life year — making it possible to refute and improve them based on empirical evidences [7].

When a utility function exists, whether the utility is falsifiable or not, it is possible to convert a utility score into financial units using a willingness-to-pay ratio $K$ such that the benefit of an alternative is the product of its utility and $K$ [7]:

$$\text{Benefit}(a, \omega) = K \times U(a, \omega)$$

This approach allows us to apply our statistical cost-benefit analysis method on any requirements and architecture models developed using a utility-based approach.

**SAS Case Study.** The GuideArch approach assigns to each architecture a utility score defined as the weighted sum approach to define a utility score for each candidate architecture. The goal preferences are defined as linear functions where the preference 0 and 1 are associated to the lowest and highest possible values for that goal among all candidate architectures and all possible parameters’ values. Therefore, instead of defining the goal preference functions in terms of stakeholder’s preferences, the GuideArch model views these functions as normalisation functions expressing the percentage of goal attainment relative to the highest attainment achievable within the model. The SAS model utility score mixes both cost and benefit factors. For our experiment, we have thus assumed this utility score corresponds to the net benefit of our cost-benefit model, i.e. $NB(a, \omega) = U(a, \omega)$, without distinguishing the cost and benefit parts of the utility function.

### 3.3 Defining Design Decision Risks

Software design decisions should take into consideration the risks associated to each candidate architecture. In a cost-benefit model, these risks can be measured using the loss probability and probable loss magnitude introduced in Section 2. Decision makers can introduce additional risk measures related to net benefits, for example measuring the probability that the net benefit or return-on-investment (i.e. the ratio between net benefit and cost) are below some thresholds.

In addition to risk measures related to net benefits, software architects may be interested in risks relative to the goals of the multi-objective architecture decision model:

**Goal Failure Risks.** The risk for an architecture $a$ to fail to satisfy a goal $g$, noted $\text{GRisk}(g, a)$ is the probability that $a$ fails to achieve some minimum level of goal attainment:

$$\text{GRisk}(g, a) = P(v(g, a, \omega) < \text{must}(g))$$

$^2$The GuideArch approach assigns to each architecture $a$ a score $s(a)$ to be minimised rather than maximised. To facilitate exposition and relation to other work, we convert the GuideArch score to a utility score to be maximised. We have reproduced the GuideArch method on the SAS case study and verified our change did not affect the results: our findings are available at www.cs.ucl.ac.uk/staff/e.letier/sdda.
where \( \text{must}(g) \) is the level of goal attainment below which stakeholders would consider the goal to be unrealized. This definition assumes \( g \) is to be maximised; a symmetric definition can be given for goals to be minimized. Eliciting the \( \text{must}(g) \) values is part of many requirements engineering methods [31, 47, 56].

**Project Failure Risk.** The risk for an architecture \( a \) to fail the whole project, noted \( PRisk(a) \) is defined as the risk of failing to satisfy at least one of its goals. If the goals are statistically independent, we have

\[
PRisk(a) = 1 - \prod_{g \in G} (1 - GRisk(g, a)).
\]

The project failure risk is defined with respect to goals are defined in the multi-objective architecture decision model. These goals may include concerns related to development costs and schedule.

**SAS Case Study.** The original SAS model has no definition of risk and does not specify \( \text{must} \) values for any of its goals. We thus decided to define the \( \text{must}(g) \) values relative to the goal level attainment of some baseline architecture whose goal attainments would be equal to those of the existing system. The new system has to be at least as good as the current system on all goals, otherwise the project would be viewed as failed. We have selected the baseline architecture to be the lowest among the top 5% in terms of expected net benefits.

### 3.4 Eliciting Parameters Values

The following step consists in eliciting probability distributions (or single value in case a parameter is known with certainty) for all parameters in the architecture and cost benefit decision models. As mentioned in Section 2, simple, reliable methods exist for performing this elicitation [52].

**SAS Case Study.** The SAS design team elicited uncertainty for all 175 model parameters through a three-point estimation method that consist in eliciting for each parameter its most likely, lowest and highest values. They interpreted these three points estimates as triangular fuzzy value functions which are equivalent to triangular probability distributions. They also elicited point-based values for each of the 7 goal weights parameters (unlike our approach, GuideArch does not allow these weights to be uncertain).

### 3.5 Shortlisting Candidate Architectures

The next step consists in shortlisting candidate architectures to be presented to software architects for the final decision and for computing expected information value.

For this step, software architects have to decide what shortlisting criteria to use. The default is to shortlist candidate architectures that maximise expected net benefit and minimise project failure risk. Software architects may, however, select other risk-related criteria such as the probabilities that the project costs and schedule exceed some threshold, or that the loss probability or probable loss magnitude do. Software architects may select any number of criteria. However, keeping the number of criteria below 3 facilities the generation and visualisation of the shortlist.

Software architects may also specify for each criteria a resolution margin to resist against spurious differentiation when comparing alternatives. For example, setting the resolution margins for financial objectives such as expected net benefits and costs to £10,000 means that the shortlisting process will ignore any differences of less then £10,000 when comparing candidate architectures net benefits. These resolutions margins make our shortlisting process robust against statistical errors due to the MC simulation and modelling errors due to simplifications in the model equations. Without such resolutions margins, shortlisting candidate architectures based on strict Pareto-optimality may result in a priori rejecting candidate architectures based on insignificant differences in objective attainment levels.

Our tool then computes the shortlist as the set of Pareto-optimal candidate architectures for the chosen criteria and resolution margins. More precisely, a candidate architecture \( a \) is shortlisted if there is no other candidate architecture \( a' \) that outperforms \( a \) by the resolution margins on all criteria. If the MOADM includes a non-empty set \( C \) of dependency constraints between design decisions, any architecture that violates these constraints is automatically excluded. Our shortlisting approach is an extension of the standard notion of Pareto-optimality [34] used to deal with optimisation problems involving uncertainty. In the objective space, the outcomes of each candidate architecture for each criteria forms a Pareto-optimal strip, or a Pareto-optimal front with margins.

Our implementation identifies the Pareto-optimal alternatives through an exhaustive exploration of the design space. It first computes the \( NB \) matrix for the full design space using MC simulation then uses a classic algorithm for extracting Pareto-optimal sets [46] that we have extended to deal with resolution margins. Our implementation is in R, an interpreted programming language for statistical computing.

For the SAS model, on a standard laptop, the MC simulations of all 6912 alternatives takes around 5 minutes (for a MC simulation with 10^4 scenarios) and the identification of the Pareto-optimal strip less than a second. Other industrial architecture decision problems have a design space whose size is similar or smaller to that of the SAS [9, 43, 44]. For example, the application of CBAM to NASA Earth Observation Core System (ECS) [43] involves 10 binary decisions (thus 1024 alternative architectures against 6912 for the SAS). Our exhaustive search approach is thus likely to be applicable to most architecture decision problems.

The scalability bottleneck of our approach is more likely to be related to the elaboration of the decision models (steps 1 and 2) and the number of parameters to be elicited from stakeholders (step 3) than to the automated shortlisting step. If, however, a need to increase the performance and scalability of our shortlisting technique appears, one could port our implementation to a faster complied programming language and use evolutionary algorithms commonly used in search-based software engineering [33] such as NSGA2 [15] to deal with much larger design spaces (but at the cost of losing the guarantee of finding the true Pareto-optimal strip).

**SAS Case Study.** Figure 4 shows the Pareto-optimal strip for the SAS candidate architectures evaluated with respect to expected net benefit and project failure risk. The resolution margins for each criteria are set at 0.1 and 1%, respectively. The red crosses show the 9 architectures shortlisted by our approach, the blue squares the top 10 architectures of the GuideArch approach, and the grey circles all other candidate architectures. In our shortlist, 5 out of 9 candidate architectures are in the Pareto-strip but not on the Pareto-front; they would have groundlessly been excluded from the shortlist if we had followed the traditional approach of retaining solutions in the Pareto-optimal front only.

We observe important differences between our shortlist and top 10 architectures GuideArch identifies: our shortlists identifies candidate architectures with slightly higher expected net benefit and much lower project risk than GuideArch’s top 10 architectures. We explain the difference between the two shortlists as follows. GuideArch did not consider project failure risk as we defined it in Section 3.3 (or any other risk) in their architecture evaluations. It is therefore not surprising that its top 10 architectures perform weakly with respect to this criterion. Instead of evaluating criteria against their expected net benefit (or equivalently their utility score) and some measure of risk, GuideArch ranks candidate architectures according
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Figure 4: Comparing our shortlisted architectures (red crosses) against GuideArch top 10 (blue triangles). The grey circles denote all other candidate architectures.

to a single criterion corresponding to an uncertainty-adjusted score defined as the weighted sum of an architecture’s pessimistic, most likely, and optimistic net benefit in fuzzy logic. The weights in the uncertainty-adjusted score capture the importance decision makers give to pessimistic, most likely, and optimistic outcomes. In other words, GuideArch scores architectures by taking into account the most likely net benefits (in probabilistic terms, the mode of the distribution) and what its authors call the positive and negative consequences of uncertainty. In our probabilistic approach, both types of consequences are already taken into account by computing the expected net benefit. We argue our shortlisting approach has two advantages over the GuideArch uncertainty-adjusted scores: (1) it informs decision makers of both expected net benefit and risks; and (2) it does not require decision makers to specify uncertainty-adjusting weights whose impacts on the architectures ranking are difficult to interpret.

3.6 Open and Closed Design Decisions

Shortlisting a set of candidate architectures may conclude a set of design decisions. A design decision is closed if all shortlisted architectures agree on the option to be selected for this decision; a design decision is open if the shortlisted architecture contains alternative options for that option. Presenting the open and closed design decisions gives decision makers a useful view of the shortlisted architectures. If the shortlist is large, it can also be organized into clusters based on design decisions similarities [66].

SAS Case Study. Figure 5 shows the open and closed design decisions in our shortlisted candidate architectures.

3.7 Computing Information Value

The last step consists in computing the expected value of perfect information and its impact on risks. The expected value of total perfect information and its impact on risk, EVPTI and ERITPI, give upper bounds on the value that additional information could bring to the decision. If EVPTI is small and the impact on risk low, there is little value in reducing model parameters uncertainty. The expected value of partial perfect information about a single model parameter $\Theta$ and its impact on risk, EVPPI($\Theta$) and ERIPPI($\Theta$), help software architects to distinguish model parameters with high and low expected information value. We also found it useful to measure the expected value of partial perfect information about the level of attainment of each goal and its impact on risk, EVPPI($v(g,a)$) and ERIPPI($v(g,a)$). This gives software architects a mean of separating high and low information value at the levels of goals instead of individual parameters which can be too numerous (the SAS model has 175 parameters) and fine-grained.

To ease computations of expected information values, we limit the alternatives to those in the shortlist. In our case study, this reduces the $NB$ matrix from which EVPTI and EVPPI are computed from a size of 6912 by 10⁴ (the number of alternatives by the number of simulation scenarios) to a size of 9 by 10⁴.

One should be careful in interpreting EVPTI and EVPPI values to remember that their accuracy is conditional on the validity of the decision model. They only measure the value of reducing uncertainty about model parameters, not about the model equations. We come back to this issue below.

SAS Case Study. Using the shortlisted architectures identified in Section 3.5 and $NB$ matrix for those architectures, we compute that EVPTI is 0.05 which represents only 0.25% of the highest expected net benefit. EIRTPI is 9% which is the full project failure risk of the highest benefit architecture in our shortlist. This means that the impact of perfect information is to reduce project failure risk to zero. Figure 6 shows all non-zero EVPPI for all goals and architectures. Since these EVPPI are small, the table shows the ratio of EVPPI to EVPTI of 4 of the 9 shortlisted architectures are shown to have, in relative terms, much higher information value than other goals and architectures. However, in absolute terms, these values remain low.

In order to experiment with the use of EVPTI and EVPPI, we have artificially extended uncertainty in the SAS model and observed the effect on EVPTI and EVPPI. We have for example given uncertainty to the goal weights in the definition of the utility function. We have assumed that the SAS design team is likely to have overestimated
the goal weights and have therefore replaced their constant value by a triangular distribution of parameters \( (0, w(g), w(g)) \) where \( w(g) \) is the initial goal weight estimated by the SAS design team. This distribution resulting in a linearly decreasing probability distribution function from \( w(g) \) to 0. We observed that this uncertainty roughly doubled EVTPI. However, in our all experiments, EVTPI remains small. This is mostly due to the small differences in net benefit that exist among the shortlisted architectures even when most of the model parameters uncertainties are increased.

If we had confidence in the validity of the model utility function, this result would mean that, for this particular decision problem, there is no value in reducing uncertainty before deciding among the shortlisted architectures. However, we have identified important limitations in the SAS MOADM and utility models that severely question their validity, the most important problem being that these models are not falsifiable, making it impossible to validate and improve them based on empirical evidence. The project client should thus be sceptical of the choice of architecture, risk assessment, and information value generated using these models whatever decision support method is used.

In order to deal with such difficulties, it would be desirable to be able to explicitly describe and reason not only about parameters uncertainty, but also about model uncertainty (also called structural uncertainty) [17]. Requirements and architecture decision problems would especially benefit from this capability. It would enable an incremental approach where software architects could start from an inexpensive, coarse-grained decision model with large uncertainty, then use expected information value about model uncertainty to decide whether and where to reduce uncertainty by refining parts of the model. They could for example start with a coarse-grained software performance model similar to the one used in the SAS case study, estimate their uncertainty about the model error (the deviation between its predicted performance and the software’s actual performance) and compute the expected value of perfect information about this error to decide whether to refine this model into a more fine-grained performance model. We have started exploring how to extend our method to deal with model uncertainty by converting it to parameter uncertainty, but the approach is still tentative and our method does not currently supports this.

4. EVALUATION AND FUTURE WORK

Evaluating decision support methods is hard. Often, authors argue that their method is systematic, liked by its users, triggers useful discussions and generates insights into the decision process [21, 34, 49]. None of these claims, however, consider whether a decision method is correct and produces better outcomes than another method, or even than no method at all (i.e., decisions based on intuition alone). The popular AHP method [57], for example, is criticised by decision experts for its mathematical flaws [8, 10, 53] and lack of evidence that it leads to better decisions than intuition alone [40].

Evaluation of software engineering decision methods should go beyond vague claims of usefulness. In this section, we propose to evaluate software engineering decision support methods according to their correctness, performance and scalability, applicability, and cost-effectiveness. Inspired by an adaptation of Moslow’s pyramid of human needs to software quality [2], we visualize these criteria in a pyramid where the lower-level criteria are necessary foundations for higher-level ones. We discuss the extent to which we can claim our method meets these criteria and outline a roadmap of future research to extend our evaluation and improve our method against those criteria.

1. Correctness. The first level is to establish what correctness properties can be claimed of the method. One must distinguish correctness of the decision method from correctness of the decision models to which the method is applied. Our method is correct in the sense that it produces correct estimations of the candidate architectures expected net benefits, risks, and expected information value assuming validity of the decision models and accuracy of the parameters’ probability distributions. Not all decision methods can make this correctness claim. For example, GuideArch computes for each architecture a score that, unlike our expected net benefit and risk, makes no falsifiable predictions about the architecture and has therefore no notion of correctness.

The lack of validity and falsifiability of the decision model we used in the SAS case study is an important weakness of our evaluation. All models are wrong, but some are useful [13]. Unfortunately, today no scientific method exists to help software architects evaluate how useful a model actually is to inform decisions. As mentioned in the closing of the previous section, we intend to address this shortcoming by extending our approach to deal with model uncertainty so as the be able to estimate modelling errors, their impact on decisions, and support an incremental modelling process guided by information value analysis.

Our method assumes it is possible to elicit accurate probability distributions for all model parameters. Such elicitation can be hampered by important cognitive biases. For example, software estimations have been shown to be affected by anchoring [6]. Significant research in uncertainty elicitation has show it is possible to counter the effects of such biases using appropriate methods [52]. However, these methods have to our knowledge not yet been applied in a software engineering context and further evaluation is thus required in this area.

2. Performance and scalability. With the SAS case study, we have shown our method is fast enough to analyse a real software design decision problem whose size and complexity is similar to those of other published industrial architecture decision problems [9, 43, 44]. The manual steps of elaborating the decision models and eliciting all parameters probability distributions will most likely be the first scalability bottleneck of applying our method to more complex problems. If our automated shortlisting step becomes a bottleneck, its performance and scalability can be improved notably by using by using evolutionary search-based algorithms to reduce the number of candidate architectures to evaluate. In the near future, we intend to conduct a systematic scalability analysis [19] of the whole approach on real case studies before attempting to improve its performance.

3. Applicability. The next evaluation criteria is to show the method is applicable by its intended users (not just the method designers) in actual software engineering projects. We distinguish technical applicability, the extent to which the method is understandable and applicable by software architects in an ideal (fictive) project where actors do not intentionally or unintentionally game the decision making process, from contextual applicability, the extent to which the method is applicable in the context of real projects where the project governance, incentives, and political relations might affect the decision making process and reporting of uncertainty.

At the moment, we see no critical threats to the technical applicability of our method. Our method takes as input decision models that correspond to those already produced by other requirements engineering and architecture methods [22, 45, 47, 49]. The only other required inputs are probability distributions modelling the deci-

\[^3\]Our approach actually computes these quantities using MC simulation which introduces bounded and measurable simulations errors [48, 54]. In our case study, with simulations of \( 10^5 \) scenarios, these errors are negligible, particularly when compared to the much wider modelling and parameter uncertainty.
sion makers uncertainty about the model parameters. As mentioned earlier, simple, reliable methods exist to elicit such probability distributions [52]. Our analysis outputs need to be easily interpretable by decision makers. Although the concepts of risk, Pareto-optimality and information value can be misunderstood, we see no insurmountable obstacle here.

Even if the method is technically applicable, the political context and governance structure of a project may create obstacles to the accurate reporting of uncertainty and analysis of risks [40, 50]. Important research in this area will be needed to identify incentives and governance structures that are favourable to sound decision making under uncertainty.

4. Cost-effectiveness The next evaluation stage is to demonstrate the cost-effectiveness of decision analysis methods in requirements and architecture decisions. A method can be applicable without being cost-effective. Showing cost-effectiveness of a decision method dealing with uncertainty is hard. One must distinguish a good decision from a good outcome. A good decision may by the effect of chance lead to a bad outcome, and vice-versa a bad decision may also by the effect of chance lead to a good outcome. However, when analysed over many decisions, a good decision support method should on average lead to better outcomes, which for software engineering projects means higher business benefits from IT projects and less costly project failures. We believe that by setting expected benefits and risks as explicit decision criteria and by using falsifiable models that can be incrementally improved from empirical evidence, our method has a better chance of achieving these goals than other methods relying on unfalsifiable models and utility scores not clearly related to benefits and risks.

5. RELATED WORK

Most requirements and architecture decision methods ignore uncertainty and rely on point-based estimates of their models parameters [5, 22, 24, 32, 47, 64, 68]. By simply replacing point-based estimates by probability distributions, our method can be directly applied to any previous decision model because the MC simulations at the heart of the method merely consist of evaluating the point-based models on many different possible parameters values.

Our method builds on previous methods for dealing the uncertainty in software architecture decisions, notably CBAM [42, 49] and GuideArch [21].

The first two steps of our method are equivalent to the model elaboration steps in CBAM. Our method differs from CBAM in that it relies on sound, reliable techniques for eliciting probability distributions; it includes explicit definition of risks with respect to which alternatives are evaluated; it shortlists candidate architectures based on multiple objectives (e.g. ENB and Risk) instead of assuming a single ranking criteria; and it measures expected information value whereas CBAM uses deterministic sensitivity analysis whose limitations were described in Section 2.2. Elaborating on the first point, CBAM infers probability distributions from divergences between stakeholders’ single-point estimates; this confuses consensus about the most likely value with uncertainty about the possible ranges of values.

Our method differs from GuideArch in the following ways. In step 1 and 2, our method allows decision makers to elaborate problem-specific decision models whereas GuideArch relies on fixed equations for computing a score for each candidate architecture. The GuideArch equations are not falsifiable and therefore not amenable to empirical validation. Likewise, unlike step 3 of our method, GuideArch does not allow decision makers to define domain-specific measures of risks. In step 4, we model uncertainty about parameters’ values as probability distributions for which sound uncertainty elicitation techniques exist [52] whereas GuideArch uses fuzzy logic values that cannot be empirically validated and calibrated. In step 5, we allow decision makers to shortlist candidate architecture based on expected net benefit and risks whereas GuideArch ranks architecture using a single risk-adjusted score whose interpretation is problematic. Finally, GuideArch has no support for assessing the value of information. Because GuideArch does not require the elaboration of problem-specific models, it may be simpler to apply than CBAM and our approach; however, the lack of validity of the fixed equations used to score alternatives should raise concerns regarding the validity of the rankings it produces.

Our decision support method deals with design time knowledge uncertainty and should not be confused with the large body of software engineering research dealing with run-time physical uncertainty (e.g. [30, 35, 36, 47]). Philosophers and statisticians use the terms epistemic and aleatory uncertainty, respectively [52]. A probabilistic transition system may for example describe variations in the response time of a web service as an exponential distribution with a mean $\lambda$. This models a run-time physical uncertainty. Such probabilistic model could be part of a decision model where the mean $\lambda$ is an uncertain model parameter. The decision makers’ uncertainty about $\lambda$ is a knowledge uncertainty.

Other software engineering research streams are concerned with uncertainty during the elaboration of partial models [23] and uncertainty in requirements definitions for adaptive systems [67]. These are different concerns and meanings of uncertainty than those studied in this paper.

Graphical decision-theoretic models [18] and Bayesian networks [28] provide general tools for decision making under uncertainty. They have supported software decisions regarding development resources, costs, and safety risks [26, 27] but not requirements and architecture decisions. We did not used these tools to support our method because they deal with discrete variables only; their use would have required transforming our continuous variables such as cost, benefit and goal attainment levels into discrete variables.

Boehm’s seminal book on software engineering economics devotes a chapter to statistical decision theory and the value of information [11]. The chapter illustrates the expected information value on a simple example of deciding between two alternative development strategies. To our knowledge, this is the only reference to information value in the software engineering literature, including in Boehm’s subsequent work. This concept thus appears to have been forgotten by our community.

Software cost estimation methods [4, 12, 26, 60] could be used to provide inputs to our decision method. Many already rely on statistical and Bayesian methods to provide cost estimates; they could easily generate cost estimates in the form of probability distributions instead of point-based estimates.

6. CONCLUSION

Requirements and architecture decisions are essentially decisions under uncertainty. We have argued that modelling uncertainty and mathematically analysing its consequences leads to better decisions than either hiding uncertainty behind point-based estimates or treating uncertainty qualitatively as an inherently uncontrollable aspect of software development. We believe that statistical decision analysis provides the right set of tools to manage uncertainty in complex requirements and architecture decisions. These tools may be useful to other areas of software engineering, e.g. testing, where critical decisions must be made by analysing risks arising out of incomplete knowledge. In future work, we intend to validate and refine our method on a series of industrial case studies and address the problem of reasoning about model uncertainty.
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