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I. INTRODUCTION

The linear structure of acetylene, $^{12}\text{C}_2\text{H}_2$, a chain of two of the most ubiquitous atoms in the universe, has long been considered a special case in accurate ro-vibrational variational calculations. It has spectra of importance for modeling a host of interesting environments throughout the galaxy, necessitating spectral data to be appropriate for a range of temperatures. On Earth, this involves monitoring various systems such as acetylene in breath, giving insights into the nature of exhaled smoke, the hot oxy-acetylene flames used for welding and related activities, and air-born pollutants. Further out in our solar system, acetylene is found in the atmospheres of cold gas giants, Saturn, Uranus, and Jupiter, the hydrothermal plumes of Enceladus, and in the remarkably early-earth-like atmosphere of Titan. It has been detected on comets such as Hyakutake, Halley, and 67P/Churyumov-Gerasimenko. Even further into the galactic neighbourhood, acetylene appears in star forming regions, and is speculated to be an important constituent of clouds in the upper atmospheres of brown dwarfs and exoplanets, and is thought to play an important role in dust formation and asymptotic giant branch (AGB) star evolution and atmospheric composition.

Accurate and complete spectral data for $^{12}\text{C}_2\text{H}_2$ are missing components in investigations into many of these situations, particularly those at high temperatures; its presence has been speculated in the atmosphere of hot super-earth 55 Cancri e and carbon-rich stars in the Large Magellanic Cloud (LMC), but more complete data than are currently available are required for accurate verifications in such high temperature environments. Alternative data were used: low-temperature data from HITRAN in the case of Ref. 21 and opacity sampling from Ref. 28 in the case of Refs. 26 and 27. From a theoretical perspective, there have been a number of previous attempts to perform ab initio variational calculations on the ground electronic state of $^{12}\text{C}_2\text{H}_2$, but these are apparently currently too computationally demanding to make them viable for calculations up to the highly rotationally excited states that have been calculated in this work, and only data for low ro-vibrational excitations are presented in the literature. Effective Hamiltonian and similar approaches have been implemented to obtain spectra up to a relatively high excitation. However, while such approaches are stereotypically very good in the areas of the spectrum with many experimental data, they would not be expected to extrapolate so accurately up to higher energies and thus do not offer the coverage that variational calculations do. Comprehensive accurate opacities and cross sections, valid up to high temperatures, are therefore still desirable for many areas of astrophysics. Here we present a variational approach based on a mixture of ab initio and empirical models, which can be (and is in the process of being) used in high ro-vibrational energy calculations to produce such accurate high-temperature opacities and cross sections for $^{12}\text{C}_2\text{H}_2$.

Accurate laboratory data provide a vital component in the calculation of such spectra, for both effective Hamiltonian and the majority of variational approaches. Fortunately for $^{12}\text{C}_2\text{H}_2$, a wealth of experimental ro-vibrational spectral data has been recorded over the decades. A recent collation and analysis of all available experimental data to date can be found in Ref. 41.

High quality variational spectra have been calculated up to high temperatures for a host of molecules, including CH$_4$, H$_2$O, CO, N$_2$, but for $^{12}\text{C}_2\text{H}_2$, a relatively simple molecule, a much different approach has been taken.

Special treatment is required for ro-vibrational calculations involving polyatomic molecules of linear geometry in order to avoid singularities in the kinetic energy operator. Here we present a variational approach which allows calculations involving such configurations, with a set of $3N-5$ linearized coordinates used to represent the vibrations. This approach has been implemented as part of the variational nuclear motion program TROVE (Theoretical ROVibrational Energies). A symmetry adapted basis set based on the $D_2h$ symmetry point group is used. As an illustration of the $3N-5$ model presented, TROVE has been used to compute an ab initio room temperature line list for $^{13}\text{C}_2\text{H}_2$ using symmetry-adapted ab initio potential energy (CCSD(T)-F12c/cc-pVQZ-F12) and dipole moment surfaces for the ground electronic state. Line positions and intensities ($J \leq 58$, $l < 8$, covering the wavenumbers up to 10 000 cm$^{-1}$) are compared against HITRAN-2016 and ASD-1000. Alternative methods for treating linear molecules and future work are discussed.
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HCN/HNC, \( \text{PH}_3 \), \( \text{H}_2\text{O} \), \( \text{SO}_2 \), \( \text{H}_2\text{S} \), \( \text{SO}_3 \), \( \text{VO} \), \( \text{CO}_2 \), \( \text{SiH}_4 \), \( \text{NH}_3 \), \( \text{H}_2\text{O}_2 \), and \( \text{C}_2\text{H}_4 \) as part of the ExoMol project,\(^{47,58}\) a database of highly accurate and comprehensive line lists, appropriate for modeling exoplanet, brown dwarf, or cool stellar atmospheres. Other extensive molecular spectroscopic databases include HITRAN,\(^{59}\) HITMEM\(^{60}\) CDMS,\(^{51}\) GEISA,\(^{62}\) TheoReTS,\(^{63}\) SPECTRA,\(^{64}\) MeCaSDA, and ECaSDa.\(^{55}\) Line lists for \( \text{C}_2\text{H}_2 \) can be found in HITRAN as well as in Refs. \( 35 \) and \( 37 \). The former is incomplete, while the latter are based on the theory of effective Hamiltonians, which, although accurate in the regions of many experimental data, tend to extrapolate poorly for high vibrationally excited states for which no experimental data are available.

A review of the software used to model molecules as part of the ExoMol project is given in Ref. \( 66 \); Dvo\(^{67}\) computes vibronic spectra for diatomics, DVR3D\(^{68}\) computes rotation-vibration spectra for triatomics, and Theoretical ROVibrational Energies (TROVE)\(^{69,70}\) computes rotation-vibration spectra for general polyatomic systems. All three programs are publicly available from https://github.com/ExoMol. This work focuses on TROVE and the updates made to allow for linear polyatomic molecules.

It has previously been shown (see Sec. II for details) that some special consideration is required to handle the singularities which would occur if standard Hamiltonians and number of internal coordinates are used in ro-vibrational calculations of linear molecules. Two general options exist: (i) the so-called \((3N–5)\)-approach, which involves using the same form of the kinetic energy operator (KEO) as in the non-linear case, while modifying the form of the wave function (more specifically, the basis set of functions used to represent the function of the system) and (ii) the so-called \((3N–6)\)-approach, according to which the form of the kinetic energy operator (KEO) is modified by treating one of the rotations as part of the internal “vibrational” modes, making \(3N–5\) in total (where \(N\) is the number of atoms).

In the first \((3N–6)\) approach, it is necessary to carefully choose the form of the basis functions to ensure that when the wave function is acted on by the singular KEO of the system it cancels the singularity. A popular choice which is used in WAVR4,\(^{71}\) DVR3D,\(^{68}\) and many other studies\(^{29,72–83}\) is the use of angular basis functions which include Legendre polynomials, such as spherical harmonics. An alternative form of the wave function for linear triatomic molecules was developed in Refs. \( 84 \) and \( 85 \), which is not restricted to the use of spherical polar coordinates. This idea was originally formulated for triatomics but has been extended in this work for tetrameric molecules; see Sec. IV.

WAVR4 is an example of a computational method for ro-vibrational calculations capable of treating linear four-atomic molecules within the \(3N–6\) approach\(^{71,86}\) which uses the finite basis representation (FBR) for the angular coordinates and a mixed FBR-DVR basis for the radial motion. While accurate at low excitations of rotational energy, it is currently too computationally demanding to make it viable for use up to highly rotationally excited states.\(^{34,71}\) WAVR4 was used to calculate the ro-vibrational energy levels and spectra of acetylene, up to rotational excitation \( J = 34 \)\(^{34,71}\) (with extrapolations to higher rotational excitations\(^{34}\)). As stated in the papers, the program was specifically designed to deal with wide amplitude motion and isomerizations; the isomerization from acetylene to vinylidene is expected to occur at around 15 000 cm\(^{-1}\) above the acetylene ground state.\(^{31}\) DVR3D is a code used by the ExoMol project which utilises the DVR (Discrete Variable Representation) method, based on the Gauss-Jacobi and Gauss-Laguerre quadrature,\(^{56,68}\) in the modeling of the ro-vibrational spectra of triatomic molecules and is capable of successfully handling linear molecules such as \( \text{CO}_2 \).\(^{52,88}\)

The second \((3N–5)\)-approach involves choosing appropriate coordinates to represent a linear molecule which do not lead to singular terms in the KEO. One of the best known examples of such \(3N–5\) ro-vibrational Hamiltonian was published by Watson in 1968,\(^{89}\) which uses normal coordinates and is still an important basis for a large amount of related work until the present day.\(^{90–94}\) Its foundation is found in techniques developed in Ref. \( 95 \) for treating linear triatomic molecules in a doublet-\(\Pi\) electronic state and the work in Refs. \( 96, 97, \) and \( 95 \), in which the Hamiltonian is built in the classical form and transformed to the corresponding quantum operator form via the Podolsky trick\(^{98}\) and employing the Eckart conditions.\(^{99}\) An alternative form of the Hamiltonian, appropriate for linear molecules, was subsequently published by Watson,\(^{100}\) which deals with the angular momentum around the linear axis differently to the standard non-linear case. There are similarities here with the method we employ in Sec. III; the Euler angle describing rotation about the \( z \)-axis, i.e., \( \chi \) (see Fig. 1), becomes undefined for a linear molecule, and so this rotational motion is effectively treated as vibrational instead.

The paper is structured as follows. Section II outlines the details of the traditional TROVE program procedure and why amendments are needed for linear molecules. Section III introduces the new \((3N–5)\) approach to deal with linear molecules in TROVE. The potential energy and dipole moment surfaces

\[ \text{FIG. 1. The Euler angles describing the orientation of the molecular (x, y, z) axis (red) from the laboratory (X, Y, Z) axis (black). Here, } \theta \text{ is the angle between the Z and z axes, } \phi \text{ is the angle from X to the projection of z on the } X–Y \text{ plane, and } \chi \text{ is the angle between from ON (purple) to the y-axis, where } O \text{ is the origin of both axes and ON defines the node line, which is the intersection of the } X–Y \text{ and the } x–y \text{ planes. ON is also perpendicular to both the } z \text{ and Z axes. } \chi \text{ is therefore the azimuthal angle about the z-axis.} \]
used in calculations using this approach are given in Sec. V. Section IV outlines the (3N–6) approach for four-atomic linear molecules. Section VI presents the results of a room temperature line list for $^{12}$C$_2$H$_2$ using the (3N–5) approach and the ab initio surfaces presented in Secs. III and V, which is fully implemented into TROVE. Finally, Sec. VII offers our conclusions and some discussions of associated advantages and disadvantages of the approaches presented. The supplementary material is included, where the ab initio potential energy and dipole moment functions are given as Fortran subroutines, as described in Sec. VIII.

II. RO-VIBRATIONAL CALCULATIONS USING TROVE AND THE CONSTRUCTION OF THE KINETIC ENERGY OPERATOR

In order to fully understand why a special treatment is required for variational calculations involving linear molecules, it is necessary to look at the method used to solve for the ro-vibrational energies of non-linear molecules. Here we consider specifically the variational method TROVE; however, the conclusions are general enough to be applicable to other nuclear motion programs.

The ro-vibrational energies $E^{rv}$ and wave functions $\Psi^{rv}$ are obtained as a solution of the Schrödinger equation within the Born-Oppenheimer (B-O) approximation

$$\hat{H}^{rv}\Psi^{rv} = E^{rv}\Psi^{rv},$$

where $\hat{H}^{rv}$ is the ro-vibrational Hamiltonian operator of the molecular system. Solving this variationally can be highly computationally demanding, especially for polyatomic molecules, with a general increase in time for systems with more atoms. With the B-O approximation comes the concept of potential energy surfaces (PESs); the Schrödinger equation should be solved for the motions of the nuclei moving in the potential created by the electrons. This is formed by using electronic structure calculations to find the total energy of a given electronic state as a function of clamped nuclear geometry. The nuclear Hamiltonian operator $\hat{H}$ is a sum of the kinetic energy operator and potential energy function,

$$\hat{H} = \hat{T} + V.$$

In TROVE, these operators are expanded as a Taylor series around the minimum of the potential energy surface (i.e., the equilibrium geometry) or, alternatively, around a non-rigid configuration, in terms of a suitable set of internal coordinates, $\xi$. For example, in the case of the potential energy function,

$$V(\xi) = \sum_{ijk...} f_{ijk...} \xi_1^i \xi_2^j \xi_3^k \cdots ,$$

where $f_{ijk...}$ are expansion coefficients. This is appropriate as long as only the region around one minimum of the system is being considered, as is the case for $^{12}$C$_2$H$_2$ (we do not consider the isomerization of acetylene here). Typically this expansion is truncated around the 6th or 8th order term. A more in-depth account of this can be found in Ref. 69 (see also Sec. V). From here, we will focus on the kinetic energy operator, $\hat{T}$, which is calculated numerically in TROVE, as this is where the differences between linear and non-linear molecules occur.

The minimum number of coordinates required to describe the motions of any general molecule is $3N$, where $N$ is the number of atoms in the system: for a non-linear molecule, this breaks down as 3 to describe the position of the center of mass of the molecule (which is also the center of the molecular frame with respect to the laboratory frame [Fig. 1]) and 3 to describe the orientation of this frame (typically Euler angles in conjunction with the Eckart conditions, see Fig. 1), leaving $M = 3N–6$ variables to describe the internal vibrational motions of the molecule, i.e., the stretches, bends, and dihedrals (see, e.g., Fig. 2). For linear molecules, this is not necessarily the case, as will be seen below.

The form of the KEO used in TROVE, $\hat{T}$, is given by

$$\hat{T} = \frac{1}{2} \sum_{\lambda \mu=1}^{M+3} \hat{p}_\lambda^\dagger G_{\lambda \mu}(\xi) \hat{p}_\mu + U(\xi),$$

in terms of vibrational coordinates, $\xi = \{\xi_1, ..., \xi_M\}$, angular momentum operators of the form $\hat{p}_\lambda = \sum_{i=1}^{M+3} (\text{momenta operators conjugate to the internal coordinates, along with three, } x, y, \text{ and } z, \text{ components of the total angular momentum operator, } \hat{J}, \text{ and the pseudopotential function, } U(\xi))$. $M$ is the number of internal (vibrational) degrees of freedom, typically $3N–6 = 6$ for non-linear molecules.

$G_{\lambda \mu}(\xi)$ is a kinetic factor which we call the kinetic energy $G$-matrix, typically of dimensions $M + 3$, corresponding to the total number of ro-vibrational degrees of freedom. There is coupling between the rotational and vibrational motion, but the translational motion is always separable and so can be removed from these calculations. If this were not the case, then nuclear motion calculations would be unattainably difficult, as this translational motion essentially leads to a continuous spectrum (see, e.g., Ref. 77).

Using the nomenclature of Sorensen, each element of $G_{\lambda \mu}(\xi)$ is given by

$$G_{\lambda \mu}(\xi) = \sum_{i=1}^{N} \frac{1}{m_i} \sum_{\alpha = x,y,z} s_{\lambda,\alpha} s_{\mu,\alpha},$$

where $s_{\lambda,\alpha}$ is the Jacobian $s$-matrix ($\lambda = 1, ..., M + 3$), which can be found via inversion of another matrix, called the Jacobian $t$-matrix. This is defined in three parts, associated with the $M$ vibrational, 3 rotational, and 3 translational coordinates. These are given, respectively, by

![FIG. 2. HCCCH as described using 3N–6 internal curvilinear coordinates.](image)
Here \( r_{ia} \) defines the Cartesian coordinates, \( \alpha = x, y, z \), of each atom, \( i = 1, \ldots, N \), with respect to the center of mass of the system (body-fixed); \( \xi_A \) is the \( A \)th vibrational coordinate and \( \epsilon_{\alpha\beta\gamma} \) is the fully antisymmetric Levi-Civita tensor.

The \( s \)-matrix is defined by
\[
s_{k,ia} = \frac{\partial \xi_k}{\partial r_{ia}},
\]
where \( \xi_k \) is a generalised coordinate (\( k = 1, \ldots, 3N \)) consisting of the translational, vibrational, and rotational coordinates. The \( s \)-matrix is related to the \( t \)-matrix by the chain rule
\[
\sum_{i,\alpha} s_{k,ia} t_{ia,\mu} = \delta_{k,\mu}.
\]

In order to build the kinetic energy operator expansion, TROVE was originally programmed such that the \( t \)-matrix is first generated, before being numerically inverted as in Eq. (10) to obtain the rotational and vibrational elements of the \( s \)-matrix as expansions in terms of \( \xi_k \), and in turn used to build the \( G \)-matrix expansions. However, improvements have been made since 2007\(^9\) to reflect a method demonstrated by Sørensen\(^10\) to reduce the size of matrices that are required to be inverted; these improvements will be outlined here.

Sørensen\(^10\) makes use of a matrix of so-called “constraint vectors” \( c \), which in the Eckart embedding (as implemented in TROVE) are given by
\[
c_{g,ia} = m_i \sum_{\beta} \epsilon_{\alpha\beta\gamma} c_{g,\beta} \delta_{\gamma,i}\gamma,
\]
where \( g = x, y, z \), \( r_{ia}^\gamma \) is a \( \beta \)-Cartesian component of the nucleus \( i \) at the equilibrium configuration, and \( \epsilon_{\alpha\beta\gamma} \) is the fully antisymmetric Levi-Civita tensor. These constraint vectors can be combined with the rotational \( t \)-vectors to form a new \( 3 \times 3 \) matrix,
\[
J_{gg'} = \sum_{ia} c_{g,ia} t_{ia,g'} \delta_{ia,g'},
\]
which can be inverted to give \( \eta_{gg'} \). That is, \( \eta_{gg'} \) and \( J_{gg'} \) are related as follows:
\[
\sum_{g''} \eta_{g'',g} J_{g'',g'} = \delta_{g',g''}.
\]

Here, the \( \eta_{gg'} \) coefficients are common to all atoms, reducing the number of elements required to be evaluated; only inversion of the \( 3 \times 3 (4 \times 4 \) for non-rigid representations\(^9\),\(^10\)\) \( J \)-matrix [Eq. (12)] is required. It is for this reason the method has been implemented in TROVE.

In the case of Eckart embedding, the \( J \)-matrix is linear in \( r_{ia} \).\(^10\) We expand the \( \eta \)-matrix as a Taylor series in terms of the vibrational coordinates \( \xi_A \),
\[
\eta_{gg'} = \sum_{i,j,k,...} \eta_{gg'}^{ijk...} \xi_A^{i} \xi_B^{j} \xi_C^{k} \ldots
\]
and solve iteratively for the coefficients by inverting the \( J \)-matrix of Eq. (12).

Once the rotational part of the \( s \)-matrix has been found in this way, the vibrational part can be found as follows.

TROVE’s default choice is to use linearized internal coordinates describing the vibrational motion of the molecule. The \( t \) - and \( s \)-matrices are simplified by the linear transformation between Cartesian and linearized (rectilinear) coordinates \( \xi_A \),
\[
r_{ia} = r_{ia}^e + \sum_A A_{ia,A} \xi_A^{\text{lin}},
\]
\[
\xi_A^{\text{lin}} = \sum_{ia} B_{A,ia} (r_{ia} - r_{ia}^e),
\]
where \( A_{ia,A} \) and \( B_{A,ia} \) \( (i = 1 \ldots N, \alpha = x, y, z, \lambda = 1 \ldots M) \) are matrices of coefficients defining the direct and inverse transformation between the Cartesian and linearized coordinates. The linearized coordinates are obtained by linearization (Taylor expanding in terms of Cartesian displacements and truncating at the linear term) of the geometrically defined coordinates (GMD) such as bond lengths, inter-bond angles, and dihedral angles with respect to the Cartesian displacement from the equilibrium configuration.\(^10\) The elements of the linearized \( B \)-matrix are defined as the first derivatives of the Cartesian positions \( r_{ia} \) with respect to the GMD coordinates taken at the equilibrium and thus coincide with the vibrational elements of the \( s \)-matrix in Eq. (9) at the equilibrium,
\[
B_{A,ia} = s_{A,ia}^{\text{lin}}.
\]

The elements of the \( A \)-matrix are subject to the constraints of the center of mass, Eckart, and orthogonality conditions,
\[
\sum_{ia} B_{A,ia} A_{ia,\lambda'} = \delta_{A,\lambda'},
\]
See Ref. 69 for details. In this case, the \( J \)-matrix in Eq. (12) becomes a simple linear function of \( \xi_A^{\text{lin}} \). The vibrational part of \( s \) is also simplified. According to Sørensen,\(^10\) it is now given by
\[
\xi_A^{\text{vib}} = \xi_A^{\text{lin}} - \sum_{g,g'} c_{g,\alpha} \delta_{g',g} J_{g,\alpha} \delta_{\alpha,\gamma} \delta_{\gamma,\beta} \delta_{\beta,\lambda},
\]
which makes use of the rotational part of the \( s \)-matrix, \( s_{g,\alpha}^{\text{rot}} \), and where \( \xi_A^{\text{vib}} \) are the Coriolis coefficients
\[
\xi_A^{\text{vib}} = \sum_{ia} \epsilon_{\alpha,\beta} A_{ia,\lambda'} B_{k,ia}.
\]
\[ \det(t) = 2 \sin(\theta_1) \sin(\theta_2) R^2 r_1^2 r_2^2. \]  

(22)

It should be noted that TROVE is now capable of working with geometrically defined coordinates as described in Ref. 70. Although the current description below is based on the linearized coordinates only, it is directly compatible with the methodology of Ref. 70.

### III. TROVE AND THE SINGULARITY ISSUE: THE (3N–5) APPROACH

#### A. The coordinate system and KEO

As explored in Secs. I and II, the singularity issue in the KEO is associated with some of the angles used to describe the system becoming undefined at linearity. According to the (3N–5) approach, one of the rotational angles must be combined with the vibrational modes (the Euler angle describing the rotation of the molecule around the \( z \) axis, \( \chi \) (see Fig. 1)). Therefore, an extended set of the internal coordinates is defined to cover all vibrations as well as this rotation motion: (3N–5) coordinates. In the following, we show how this is now been implemented in TROVE to construct a (3N–5)-type kinetic energy operator (KEO) as part of TROVE’s numerical “on-the-fly” methodology.

In the case of \( ^{12} \text{C}_2\text{H}_2 \), the common choice of the 3N–6 curvilinear (geometrically defined) coordinates includes \( R \equiv \text{FCC}, r_1 \equiv \text{FCH}_1, r_2 \equiv \text{rCH}_2, \theta_1 \equiv \theta_\text{CCH}_1, \theta_2 \equiv \theta_\text{CCH}_2, \) and \( \tau \equiv \tau_\text{CCH} \) (see Fig. 2). Thus, apart from the Euler angle \( \chi \) (see Fig. 1), another "singular" coordinate is \( \tau \), describing the torsional motion of the molecule; \( \tau \) is undefined if either of \( \theta_\tau \) becomes 180°, while \( \chi \) is undefined for the linear configuration \( \theta_1 = \theta_2 = 180° \). Using any of these coordinates would introduce a singularity in the kinetic energy operator, even in the (3N–5) approach.

We define our singularity-free coordinates as follows. The equilibrium configuration \( r_{\text{eq}} \) of a linear molecule is set along the molecular \( z \)-axis (centered at \( z = 0 \)), as shown in Fig. 2. The positions of the \( \text{H}_1 \) and \( \text{H}_2 \) atoms are given by their (rectilinear) Cartesian \( x \) and \( y \) displacements relative to the equilibrium linear configuration (subject to the center of mass and Eckart conditions), supplemented by the bond length between the two carbon atoms \( R \) and the two carbon-hydrogen bond lengths, \( r_1 \) and \( r_2 \). These seven coordinates \( \xi_1 = (\Delta x_1, \Delta y_1, \Delta r_1, \Delta x_2, \Delta y_2, \Delta r_2, \) and \( \Delta R \) for \( \Delta x_i = r_{i,\text{eq}} - r_i, x_i \) of \( \Delta y_i = y_i \) \( (i = 1, 2) \) provide an (almost) unambiguous description of any instantaneous configurations of \( ^{12} \text{C}_2\text{H}_2 \) including the linear geometry; such a choice, however, is not ideal to describe the vibrational motion of the molecule as the bond lengths \( r_1 \) and \( r_2 \) become ambiguous for the configurations with \( \theta_1 > 90° \) and \( \theta_1 < 90° \). As will be seen below, the linearized version of this set of coordinates does not have this problem.

Based on these seven coordinates \( \xi_1 \), we also define seven linearized coordinates as follows. For the three stretching modes \( \xi^{\text{lin}}_{1,1}, \xi^{\text{lin}}_{2,1}, \) and \( \xi^{\text{lin}}_{3,1} \), we use the linearized versions of the bond length displacements \( \Delta R, \Delta r_1, \) and \( \Delta r_2 \). The linearization is defined by Taylor expanding them in terms of the Cartesian displacements \( \Delta x_i, \Delta y_i, \) and \( \Delta z_i \) \( (i = 1, 2, 3, 4) \) and truncating after the linear terms (see Sec. II).

The four rectilinear bending modes \( \xi^{\text{lin}}_{1,2}, \xi^{\text{lin}}_{2,2}, \xi^{\text{lin}}_{3,2}, \) and \( \xi^{\text{lin}}_{4,2} \) are defined as the \( \Delta x_i \) and \( \Delta y_i \) \( (i = 1, 2) \) Cartesian components of the hydrogen atoms \( \text{H}_1 \) and \( \text{H}_2 \) as follows:

\[ \begin{align*}
\xi^{\text{lin}}_{1,1} &= \Delta x_1, \quad \xi^{\text{lin}}_{2,1} = \Delta y_1, \\
\xi^{\text{lin}}_{1,2} &= \Delta x_2, \quad \xi^{\text{lin}}_{2,2} = \Delta y_2.
\end{align*} \]

(23)

See Refs. 82 and 103 for an alternative representation where the \( \sin \theta_i \) projection on \( x_i \) and \( y_i \) is used. Technically, the \( x \) and \( y \) projections of the vectors \( \text{CH}_1 \) and \( \text{CH}_2 \) onto the molecular \( \hat{\epsilon}_x \) and \( \hat{\epsilon}_y \) axes are defined using the normals \( n_1 \) and \( n_2 \) to the \( \text{CCH}_1 \) and \( \text{CCH}_2 \) planes, respectively, as will be seen below, the \( \text{lin} \) notations of this diagram

\[ \begin{align*}
\Delta x_1 &= -\hat{\epsilon}_x \cdot n_1, \quad \Delta y_1 = \hat{\epsilon}_y \cdot n_1, \\
\Delta x_2 &= \hat{\epsilon}_x \cdot n_2, \quad \Delta y_2 = -\hat{\epsilon}_y \cdot n_2,
\end{align*} \]

(24)

where the normals \( n_i \) \( (i = 1, 2) \) are given by

\[ \hat{n}_i = \frac{[\hat{R} \times \hat{r}_i]}{R_i}. \]

(25)

See Fig. 3 for a description of these coordinates.

The molecular \( xyz \)-body fixed system is chosen according to the Eckart conditions (see text), and for this choice of coordinates, the coordinate transformation in Eq. (16) is given by

\[ \begin{align*}
r_{i,x} &= (A_{i,x,4} \xi^{\text{lin}}_{1,4} + A_{i,x,6} \xi^{\text{lin}}_{2,6}), \\
r_{i,y} &= (A_{i,y,5} \xi^{\text{lin}}_{1,5} + A_{i,y,7} \xi^{\text{lin}}_{2,7}), \\
r_{i,z} &= r_{i,z}^e + (A_{i,z,1} \xi^{\text{lin}}_{1,1} + A_{i,z,2} \xi^{\text{lin}}_{2,2} + A_{i,z,3} \xi^{\text{lin}}_{3,3}), \end{align*} \]

(26)

where the property \( r_{i,z}^e = r_{i,z}^e = 0 \) is taken into account. The matrix elements \( A_{i,a,b} \) [see Eq. (16)] are provided as part of the supplementary material. Thus, the rectilinear bending coordinates \( \xi^{\text{lin}}_{1,4}, \xi^{\text{lin}}_{2,5}, \) and \( \xi^{\text{lin}}_{3,6} \) are always directed along the \( x \) and \( y \) axes, respectively [see Eq. (25)], while \( \xi^{\text{lin}}_{1,1}, \xi^{\text{lin}}_{2,2}, \) and \( \xi^{\text{lin}}_{3,3} \) (i.e., \( \Delta x^{\text{lin}}, \Delta y^{\text{lin}}, \) and \( \Delta R^{\text{lin}} \) are always directed along the \( z \) axis. Thus the stretching linearized coordinates \( \xi^{\text{lin}}_{2,2} \) and \( \xi^{\text{lin}}_{3,3} \) do not have the aforementioned ambiguous configuration when \( \theta_1 > 90° \) and \( \theta_1 < 90° \). They are, however, less physically intuitive as they do not support the chemical bonding between the atoms.

![Diagram](image-url)

**FIG. 3.** HCH as described using the 3N–5 coordinates employed in TROVE (see text). \( \hat{R} \) is the vector (of length \( R \)) pointing from the first to the second carbon atom, \( \text{C}_1 \) to \( \text{C}_2 \), while \( \hat{r}_i \) are the two \( \text{CH}_i \) bond vectors (of lengths \( r_i \)). The \( \Delta x_1, \Delta y_1, \Delta y_2, \) and \( \Delta z_2 \) notations of this diagram and Eq. (25) are to reflect the Cartesian projections of the \( \text{CH}_i \) bond vectors.
It is important to note that in this coordinate system the angular momentum defined by the remaining two Euler angles is conserved and thus all the standard commutation properties (with standard matrix elements of $\hat{J}$) will still apply. This is not an obvious conclusion; see, for example, the discussion by Howard and Moss,\textsuperscript{104} Sørensen,\textsuperscript{102} or Watson,\textsuperscript{105} who obtained different commutation relations for the corresponding $\hat{J}_x$, $\hat{J}_y$, and $\hat{J}_z$ components. However Hougen\textsuperscript{95} and Howard and Moss\textsuperscript{104} have shown that the normal commutation relations can be always restored via a suitable unitary transformation of the eigenfunctions. The consequence of this conclusion is that the standard procedure to build a KEO (e.g., based on the s- and t-matrices, as described in Sec. II) can be used with the only amendment being to remove the $z$-component, which thus causes the $\hat{J}_z$ terms to disappear in the KEO [Eq. (4)]. We apply the TROVE approach\textsuperscript{69} to build the kinetic energy operator, where the $z$-components of all matrices ($t$, $s$, $G$) are set to zero. In other words, the angular momentum about the molecular axis is treated as orthogonal to the molecular axis of rotation.

**B. Basis set and its symmetrization**

TROVE uses a general numerical symmetrization approach to build a symmetry adapted basis set, recently outlined in Ref. 106. It utilises the concept of a sum-of-product basis set, with one-dimensional (1D) vibrational basis functions $\phi_{\xi}(\xi_i)$ (where $\xi_i$ is a generalised vibrational coordinate) and rigid-rotor (spherical harmonics) rotational basis functions $U$, $k$, $m$, where $J$ is the rotational angular momentum quantum number and $k$ and $m$ are the quantum numbers describing its projections on the molecular $z$ and laboratory $Z$ axes, respectively (with $m$ commonly dropped or taken as $m = 0$),

$$
\Phi_{\lambda}(\theta, \phi, \chi, \xi_1, \xi_2 \ldots \xi_M) = |J, k, m\rangle \phi_{\xi_1}(\xi_1) \phi_{\xi_2}(\xi_2) \ldots \phi_{\xi_m}(\xi_m). \tag{30}
$$

The 1D vibrational basis functions are either obtained by solving the corresponding reduced 1D Schrödinger equations or are taken as the Harmonic or Morse oscillators. Table I defines the TROVE local mode quantum numbers and shows how they correlate to the standard (normal mode) quantum numbers used to describe the rotational and vibrational states of $^{12}$C$_2$H$_2$. The latter are summarized in Table II.

For $^{12}$C$_2$H$_2$, we select the following three symmetry independent vibrational sub-spaces: (I) CC-stretch $\phi_{\xi}^{(1D)} = \phi_{\xi_1}(\xi_1^\text{lim})$; (II) CH-stretches $\phi_{\xi_2}^{(2D)} = \phi_{\xi_2}(\xi_2^\text{lim})$; (III) bends $\phi_{\xi_3}^{(3D)} = \phi_{\xi_3}(\xi_3^\text{lim})$.

The 1D basis functions from the subspaces (I) and (II) are generated by solving the corresponding reduced 1D Schrödinger equations, while the sub-space (III) is represented by identical 1D Harmonic oscillator functions [the harmonic constants $\tilde{\omega}_i$ are obtained from the corresponding second derivatives of $V(\xi)$ at the equilibrium geometry]. Each invariant sub-space is then processed through the corresponding reduced Schrödinger equation (1D, 2D, and 4D, respectively). The eigenfunctions obtained are classified according to the $D_{\text{OH}}$ point group symmetry (as opposed to the infinite-order $D_{\text{OH}}$ point group). See Ref. 107 for the full details of the $D_{\text{OH}}$-symmetrization approach. The symmetrized eigensolutions of sub-space (III) leads to a solution of the 4D isotropic oscillator in the $D_{\text{OH}}$ representation.

In order to facilitate the symmetrization of the bending 4D basis set functions

$$
\phi_{\xi_1}^{(4D)} = \phi_{\xi_1}(\xi_1^\text{lim})\phi_{\xi_2}(\xi_2^\text{lim})\phi_{\xi_3}(\xi_3^\text{lim})\phi_{\xi_4}(\xi_4^\text{lim})
$$

these functions are first found as eigenfunctions of $\hat{L}_z^2$, where the vibrational angular momentum operator is given by

$$
\hat{\mathbf{L}}_z = \sum_{\lambda,\mu} \xi_\lambda^\text{lin} \xi_{\lambda,\mu} \hat{\mathbf{J}}_\mu.
$$

Here, $\hat{\mathbf{J}}_\mu$ is a vibrational momentum operator and $\xi_{\lambda,\mu}$ are Coriolis coefficients\textsuperscript{102} [see Eq. (21)]. This allows us to divide the basis set into independent sub-groups with different values of the vibrational angular momentum quantum numbers $L = \mu l$. It also facilitates another important constraint for the $(3N-5)$ approach to linear molecules that the rotation and vibrational basis sets need to be coupled according to the angular momentum rule $K = L$ (see, for example, Refs. 100 and 107).

**TABLE I.** Quantum numbers used to classify the energy states of $^{12}$C$_2$H$_2$ in TROVE. See Table II for the description of the standard, normal mode quantum numbers $n_1$, $n_2$, $n_3$, $n_4$, $l_4$, and $l_5$.

<table>
<thead>
<tr>
<th>TROVE</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_1$, $\nu_2$, $\nu_3$</td>
<td>CC-stretch (1D), $\nu_1 = \nu_2$</td>
</tr>
<tr>
<td>$\nu_4$, $\nu_5$, $\nu_6$, $\nu_7$</td>
<td>CH-stretches (2D), $\nu_4 = \nu_5 = \nu_6 = \nu_7$</td>
</tr>
<tr>
<td>$\omega$, $\theta_1$, $\theta_2$</td>
<td>Bends (4D), $\omega = \theta_1 + \theta_2 = \theta_3 + \theta_4$</td>
</tr>
<tr>
<td>$L$</td>
<td>Total vibrational angular momentum, $L =</td>
</tr>
<tr>
<td>$K = \mu l$</td>
<td>Rotational quantum number; $z$-projection of the rotational angular momentum</td>
</tr>
<tr>
<td>$J$</td>
<td>Quantum number associated with rotational angular momentum, $\mathbf{J}$</td>
</tr>
<tr>
<td>$\Gamma_{\text{vib}}$</td>
<td>Vibrational symmetry</td>
</tr>
<tr>
<td>$\Gamma_{\text{rot}}$</td>
<td>Rotational symmetry</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Total symmetry, $\Gamma_{\text{vib}} \otimes \Gamma_{\text{rot}}$, can be related to elf and ortholpara</td>
</tr>
</tbody>
</table>

**TABLE II.** Standard quantum numbers used to classify the energy states of $^{12}$C$_2$H$_2$: $n_i$ ($i = 1 \ldots 5$) and $L$ are normal mode quantum numbers. See Ref. 41 for further details.

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>CH symmetric stretch ($\sigma_2^+$)</td>
</tr>
<tr>
<td>$n_2$</td>
<td>CC symmetric stretch ($\sigma_3^+$)</td>
</tr>
<tr>
<td>$n_3$</td>
<td>CH antisymmetric stretch ($\sigma_2^-$)</td>
</tr>
<tr>
<td>$n_4$</td>
<td>Symmetric (trans) bend ($\pi_1$)</td>
</tr>
<tr>
<td>$\ell_4$</td>
<td>Vibrational angular momentum associated with $\omega_4$</td>
</tr>
<tr>
<td>$n_5$</td>
<td>Antisymmetric (cis) bend ($\pi_4$)</td>
</tr>
<tr>
<td>$\ell_5$</td>
<td>Vibrational angular momentum associated with $\omega_5$</td>
</tr>
<tr>
<td>$L$</td>
<td>Total vibrational angular momentum, $</td>
</tr>
<tr>
<td>$K = \mu l$</td>
<td>Rotational quantum number; $z$-projection of the rotational quantum number, $J$</td>
</tr>
<tr>
<td>$J$</td>
<td>Quantum number associated with rotational angular momentum, $\mathbf{J}$</td>
</tr>
<tr>
<td>elf</td>
<td>Symmetry relative to the Wang transformation (rotational state parity)</td>
</tr>
<tr>
<td>Ortho/para</td>
<td>Nuclear spin state</td>
</tr>
</tbody>
</table>
The vibrational basis set is then processed through a double-layered contraction scheme, where (i) symmetrically independent modes are combined and used to solve reduced Hamiltonian problems resulting in symmetrized combinations of the corresponding basis functions and (ii) then used to solve the vibrational (J = 0) problem. The final contracted TROVE basis functions are given by symmetrized products of the rotational and vibrational basis functions,

\[
\Phi_{\nu,L,K}^{\Gamma} = \Phi_{\nu,L,K}^{\Gamma_{\text{vib}}} \otimes |J, K, \Gamma_{\text{rot}}\rangle,
\]

where \(\Phi_{\nu,L,K}^{\Gamma_{\text{vib}}}\) is a vibrational (J = 0) eigenfunction of the pure vibrational Hamiltonian \(\hat{H}_{\text{vib}}\) which transforms according to the \(\Gamma_{\text{vib}}\) irreducible representation (irrep). \(\nu\) is a generic vibrational quantum number, and \(L\) refers to the vibrational angular momentum quantum number, with \(L = |l|\) (\(l\), \(J\), \(\Gamma_{\text{rot}}\)) is a symmetrized linear combination of rotational basis functions which transform according to the \(\Gamma_{\text{rot}}\) irrep (usually \(K = |k|\), \(K = 0, 1, \ldots, J\), and \(\Gamma\) is one of the irreps of the direct product \(\Gamma_{\text{vib}} \otimes \Gamma_{\text{rot}}\). The \(3N-5\) treatment requires that the condition \(K = L\) is fulfilled (see, for example, Refs. 100 and 108); otherwise nonphysical states would be included in the basis set and the solution. Details on the general symmetrization approach in TROVE can be found in Ref. 106, with updates for linear molecules in Ref. 107.

In the case of a linear molecule such as HCCH, both the vibrational \(\Phi_{\nu,L,K}^{\Gamma_{\text{vib}}}\) and rotational \(|J, K, \Gamma_{\text{rot}}\rangle\) basis functions must transform according to the infinite molecular point group \(D_{\infty h}\), while the total nuclear-rotation-vibration eigenfunction spans a four-dimensional irrep of the finite \(D_{\infty h}\) (M) molecular symmetry group or is isomorphic to it. The latter constraint can be also interpreted within the irreps of the point group \(D_{\infty h}\) as follows. The \(D_{\infty h}\) point group spans the following irreps: \(A_1g, A_2g, A_1u, A_2u, E_1g, E_1u, \ldots, E_{k(g/u)}\) \((k = 1, 2, \ldots, \infty)\). The rotational and vibrational basis symmetries \(\Gamma_{\text{vib}}\) and \(\Gamma_{\text{rot}}\) spanning these irreps can also be associated with the corresponding value of the projection of the angular momenta (vibrational \(L\) or rotational \(K\)) on the \(z\) axis: the \(A\)-type irreps are those with a zero value of \(L\) (or \(K\)), while the \(E\_\kappa\) irreps are characterised by the angular momentum quantum number \(k\). Hence, both \(\Phi_{\nu,L,K}^{\Gamma_{\text{vib}}}\) and \(|J, K, \Gamma_{\text{rot}}\rangle\) can span any irreps with the corresponding value of the angular momentum, \(L\) or \(K\), while the total nuclear-rotation-vibration function in Eq. (32) can span only the \(A\)-type irreps \(\Gamma\) of \(D_{\infty h}\) (see Ref. 107 for a full account of symmetry in the case of a \(D_{\infty h}\) linear molecule, including the TROVE symmetrization procedure).

Since TROVE can only work with finite symmetries, instead of \(D_{\infty h}\), we use a finite group \(D_{nh}\) with a value of \(n\) large enough to cover all required excitations (up to \(L_{\text{max}} = K_{\text{max}}\)) such that \(n = 2L_{\text{max}} + 1\) or \(n = 2L_{\text{max}} + 2\) (depending on whether \(n\) is odd or even); it should be noted that odd and even values of \(n\) lead to different symmetry operations, but both are valid. For example, in order to be able to cover the rotational excitation up to \(K = 10\) (\(E_{10g}\) and \(E_{10u}\)), it is necessary to use at least the \(D_{21h}\) symmetry. Evidently, the higher the required maximum rotational excitation, represented by \(K_{\text{max}} = L_{\text{max}}\), the higher the \(n\) needed, leading to an increase in calculation time and a larger number/larger size of files to be stored. The minimum value of \(n\) required for the correct treatment \((n = 2L + 1)\) or \(n = 2L + 2\) should therefore be used (see Ref. 107). The symmetry \(D_{nh}\) with an odd number \(n\) is perhaps better suited to represent the infinite group as the even groups contain the \(B_g\) and \(B_u\) irreps not present in \(D_{\infty h}\). However, these will disappear from calculations in either case, and the point group inversion \(i\) is present in \(D_{nh}\), whereas for \(n\) odd it is not. Since \(i \in D_{\infty h}\), in some sense an even-\(n D_{nh}\) is more similar to \(D_{\infty h}\) than an odd-\(n D_{nh}\). It could thus be argued that only even-\(n D_{nh}\) groups should be considered in the limit of \(n \to \infty\); this is the approach that has been taken in this work and that of Ref. 107.

In fact, the vibrational angular momentum quantum number \(L\) and (thus also \(K\)) can effectively be truncated based on the energy criteria: since the vibrational angular momentum \(l\) of a multi-dimensional isotropic harmonic oscillator is bounded by the total vibrational quantum number \(N\), the corresponding energy is limited by \(E_{\text{max}} \sim \omega^{2} \times N\) (\(\omega\) is a harmonic frequency). The rotational quantum number \(k\) is bounded by \(J\), with the energy contribution proportional to a much smaller value (\((2J + 1)\)). In this work, we have truncated the vibrational basis set at \(L_{\text{max}} = 8\), which also limits \(K\) to \(K_{\text{max}} = 8\) and requires the use of at least \(D_{17h}\).

This reduction in the basis set size is an advantage for the calculation time of total ro-vibrational energies; indeed, while calculations for high values of \(J\) are usually a bottleneck in ro-vibrational calculations using TROVE, or similar variational routines, for linear TROVE this is not the case. Here, increasing the value for the vibrational angular momentum leads to more of a bottleneck, but once the \(J = 0\) representation has been computed, it is not computationally demanding to go to high values of rotational excitation, \(J\). See Ref. 54 for more details on the process of utilising the \(J = 0\) representation in TROVE for making ro-vibrational calculations more tractable; this also facilitates the option to replace vibrational band centers with experimentally determined values.

The model outlined in this section, along with the potential energy function given in Sec. V, was used in the calculation of the \(ab\) initio room temperature line list given in Sec. VI.

**IV. TROVE AND THE SINGULARITY ISSUE: THE \((3N-6)\) APPROACH**

As mentioned in Sec. II, the KEO for a linear molecule in terms of \(3N-6\) vibrational coordinates contains singularities that are manifested in the presence of negative exponents for coordinates describing bending vibrations. For acetylene, the torsion coordinate \(\tau\) and that of overall \(k\)-type rotation around the molecule-fixed \(z\)-axis, \(\chi\), become indefinite upon the bending vibrational coordinates \(\alpha_1\) and \(\alpha_2\) approaching zero values, i.e., at the linear geometry of the molecule (see Figs. 1 and 2; note that \(\alpha_1, \alpha_2\) are referred to in this section, which correspond to \(\alpha_1 = 2\pi - \theta_1\) and \(\alpha_2 = 2\pi - \theta_2\), with \(\theta_1\) and \(\theta_2\) given in the figures). Accordingly, parts of the KEO G-matrix (see Sec. II), describing vibrations with respect to the \(\tau\) and \(\chi\) coordinates and part of the pseudopotential term \(U\), diverge as \(1/\alpha_1^2\) or \(1/\alpha_2^2\) at small values of the \(\alpha_1\) or \(\alpha_2\).
bending coordinates. For example, the $1/\alpha_1^2$-divergent terms of the KEO for acetylene can be collected together into the expression

$$T_{\text{sing}}^{(1)} = \frac{1}{\sin^2 \alpha_1} \left( \frac{\hbar^2}{2} G_{\tau \tau}^{(1)} \frac{\partial^2}{\partial \tau^2} - \frac{i \hbar}{2} \left[ G_{\tau \chi}^{(1)} \frac{\partial}{\partial \tau} + G_{\chi \chi}^{(1)} \frac{\partial}{\partial \chi} \right] \right) + \frac{1}{G_{\chi \chi}^{(1)}} \frac{\partial^2}{\partial \chi^2} + U^{(1)}),$$

(33)

where the singular parts of the expressions for elements of vibrational $G_{\tau \tau}^{(1)}$, rotational $G_{\tau \chi}^{(1)}$ and Coriolis $G_{\chi \chi}^{(1)}$ matrices and pseudopotential $G_{\chi \chi}^{(1)}$ are independent of $\alpha_1$, $\alpha_2$, and $\tau$, and are functions of stretching coordinates only. In practical calculations, these are replaced by constant values computed at the equilibrium. An expression similar to Eq. (33) can be obtained for $T_{\text{sing}}^{(2)}$ by collecting terms in the total KEO with a $1/\sin^2 \alpha_2$ factor. The explicit analytical expressions for $T_{\text{sing}}^{(1)}$ and $T_{\text{sing}}^{(2)}$ in the coordinate system defined as shown on Fig. 2 are not relevant for further discussion. We provide a script used for deriving the analytical KEO in the supplementary material.

We now require an appropriate form for the basis functions $\phi_1(\alpha)$ and $\phi_2(\alpha_2)$ that exactly cancels the divergence of the KEO in the vicinity of the linear geometry. From the pragmatic point of view of numerical calculations, the basis functions must be chosen such that they eliminate the singularity in the respective matrix elements. The most evident approach is to cancel the singularity in each term in (33) individually by using the forms $\phi_1(\alpha_1) \sim \alpha_1$ and $\phi_2(\alpha_2) \sim \alpha_2$. This is satisfied, for example, by choosing the Legendre orthogonal polynomials as a basis that approach zero at linearity. For this reason, Legendre based polynomials have been employed as suitable basis functions for solving the bending problem in many variational ro-vibrational approaches.

Here, we follow the alternative approach developed in Refs. 101 and 109 for triatomic molecules, which attempts to find the exact form of the bending wave function in the vicinity of the linear geometry. It is based on the fact that since neither the energy nor the wave function can be singular, the Hamiltonian operator acting on a wave function has to produce a non-singular function as well. Therefore, the divergence of $T_{\text{sing}}^{(1)}$ and $T_{\text{sing}}^{(2)}$ must be exactly cancelled by other terms in the ro-vibrational Hamiltonian: the kinetic energy operators $\hbar^2/2 G_{\tau \tau}^{(1)}$, rotational $G_{\tau \chi}^{(1)}$ and Coriolis $G_{\chi \chi}^{(1)}$ matrices and pseudopotential $G_{\chi \chi}^{(1)}$ are independent of $\alpha_1$, $\alpha_2$, and $\tau$, and are functions of stretching coordinates only. In practical calculations, these are replaced by constant values computed at the equilibrium. An expression similar to Eq. (33) can be obtained for $T_{\text{sing}}^{(2)}$ by collecting terms in the total KEO with a $1/\sin^2 \alpha_2$ factor. The explicit analytical expressions for $T_{\text{sing}}^{(1)}$ and $T_{\text{sing}}^{(2)}$ in the coordinate system defined as shown on Fig. 2 are not relevant for further discussion. We provide a script used for deriving the analytical KEO in the supplementary material.

We now require an appropriate form for the basis functions $\phi_1(\alpha_1)$ and $\phi_2(\alpha_2)$ that exactly cancels the divergence of the KEO in the vicinity of the linear geometry. From the pragmatic point of view of numerical calculations, the basis functions must be chosen such that they eliminate the singularity in the respective matrix elements. The most evident approach is to cancel the singularity in each term in (33) individually by using the forms $\phi_1(\alpha_1) \sim \alpha_1$ and $\phi_2(\alpha_2) \sim \alpha_2$. This is satisfied, for example, by choosing the Legendre orthogonal polynomials as a basis that approach zero at linearity. For this reason, Legendre based polynomials have been employed as suitable basis functions for solving the bending problem in many variational ro-vibrational approaches.

We now require an appropriate form for the basis functions $\phi_1(\alpha_1)$ and $\phi_2(\alpha_2)$ that exactly cancels the divergence of the KEO in the vicinity of the linear geometry. From the pragmatic point of view of numerical calculations, the basis functions must be chosen such that they eliminate the singularity in the respective matrix elements. The most evident approach is to cancel the singularity in each term in (33) individually by using the forms $\phi_1(\alpha_1) \sim \alpha_1$ and $\phi_2(\alpha_2) \sim \alpha_2$. This is satisfied, for example, by choosing the Legendre orthogonal polynomials as a basis that approach zero at linearity. For this reason, Legendre based polynomials have been employed as suitable basis functions for solving the bending problem in many variational ro-vibrational approaches.

The solution of this equation implies that for small $\alpha_1$ the wave function behaves as

$$\psi_{v_1}(\alpha_1) \sim (1 - \cos^2 \alpha_1)^{1/4} L_{n_1}^{m_1}(\cos \alpha_1),$$

(36)

where $L_{n_1}^{m_1}(\cos \alpha_1)$ is the associated Legendre function of the first kind, a solution to the associated Legendre differential equation with

$$n_1 = -\frac{1}{2}.$$

(37)

Similar expressions can be obtained for $\psi_{v_2}(\alpha_2)$. At small values of the argument $\alpha_1$, the wave function in (36) can be reduced to the expression

$$\psi_{v_1}(\alpha_1) \sim \alpha_1^{\frac{1}{2}} e^{\frac{i m_1}{k} (k, t)},$$

(39)

where plus and minus signs indicate two solutions for $\alpha_1$ varying in the positive [0, $\pi$] and the negative [0, $-\pi$] directions, respectively. From Eq. (39), it follows that bending basis functions are intrinsically coupled with the torsional and $k$-type rotational molecular motions through parametric dependence.

![FIG. 4. Comparison of the exact bending wave function given by Eq. (39) with $k = 0$ (black line in both panels), with least squares fits of standard Legendre polynomial series truncated at $n_{\text{max}} = 2$ (blue), 6 (red), and 10 (orange), for $L_{n_1}(\alpha)$ [panel (a)] and $L_{n_1}^{m_1}(\cos \alpha)$ [panel (b)]. The fit was done on an equidistant grid of $\alpha_1$ values from $\alpha_1 = 0^\circ$ to $1^\circ$.](image-url)
on the respective quantum numbers $k$ and $r$. More importantly, the bending wave function of a linear molecule behaves as a square root function and forms a non-differentiable cusp at the linear geometry (Fig. 4). The linearity-cusp in the wave function is not well reproduced by the commonly used expansions in terms of Legendre polynomials, as can be seen in Fig. 4. For the Legendre functions at the linear geometry ($\alpha = 0$), there is no cusp as the first derivative is constant and the convergence to the exact minimum point of the cusp is very slow. It is of interest to note the recent work of Hirano et al., \textsuperscript{111,112} who also come to the conclusion that the form of the bending wave function of a linear molecule has zero amplitude at $\rho = 0$, as in Fig. 4.

Work is in progress to implement the approach outlined in this section into TROVE. The presently implemented automatic numerical approach for building the power series expansion of the KEO is not capable of treating terms with negative exponents, which is the main obstacle to generalize the present method. For grid-based approaches, however, the implementation of the present method should be straightforward. Currently, the KEO is built externally using symbolic algebra packages and read in to TROVE.

It is thought that this approach could be applied to any chain tetramolecular molecule and easily be extended to polyatomic molecules with more than four atoms. It will be interesting to test it also on chain molecules with a relatively high barrier to linearity, e.g., $\text{H}_2\text{O}_2$, \textsuperscript{47,113} to see if the exact cusp conditions in Eq. (39) will be relevant for the basis set convergence of the variational results.

V. POTENTIAL ENERGY AND DIPOLE MOMENT SURFACES

Potential energy surfaces for acetylene are generally either local, appropriate for describing ro-vibrational motion close to the linear equilibrium structure,\textsuperscript{103,114-117} or they are designed to be more global\textsuperscript{33,78,118,119} in order to properly describe the isomerization to vinylidene at around 15 000 cm$^{-1}$.\textsuperscript{31,120} The set of coordinates used to describe the potential are to some extent determined by this choice; curvilinear coordinates have been thought to represent a non-isomerising potential energy surface (PES) more smoothly than rectilinear,\textsuperscript{120,121} though the difference is small in the region very close to equilibrium geometry; while coordinates such as diatomic-diatomic are thought to handle the isomerization process more appropriately.\textsuperscript{29}

The use of a Taylor series expansion in an appropriate set of coordinates to represent the potential can only be justified for the local surfaces, restricted to accurately describe the area around one potential minimum only at which the expansion is taken: a linear configuration in this case. This is the approach which has been taken in this work (we do not consider the isomerization to vinylidene here). These are often truncated at fourth, sixth, or eighth order.

A. Potential energy functions: Linearized (3$N$–5) coordinates

In the TROVE rigid approach, all components of the Hamiltonian operator are represented as a Taylor expansion in terms of linearized coordinates (or some 1D functions of them) around the equilibrium configuration, leading to a sum-of-product form designed to facilitate the matrix element calculations via 1D-integrals. This includes the potential energy function $V(\xi)$. Since the PES is usually provided in terms of some different user-chosen curvilinear coordinates of a user-choice, TROVE uses a numerical finite difference method (with quadruple-precision) to re-expand $V(\xi)$ in terms of the TROVE-coordinates $\xi_{\text{lin}}^i$.

The geometrically defined coordinates $\xi$ $(R, r_1, r_2, \theta_1, \theta_2,$ and $\tau)$ used to sample the ab initio PES were transformed to the linearized TROVE coordinates $\xi_{\text{lin}}^i$ using the Cartesian coordinate representation as an intermediate via the chain,

$$\xi \rightarrow \{r_i\} \rightarrow \xi_{\text{lin}}^i,$$

with the transformation from $\xi_{\text{lin}} \rightarrow \{r_i\}$ given by Eqs. (27)–(29) via the $\mathbf{A}$-matrix representation. Here $\{r_i\}$ represents the Cartesian coordinates of an atom $i$ in the molecular coordinate system defined using the Eckart-frame. This transformation is under-defined since there are only six coordinates $\xi_i$ being used to obtain seven $\xi_{\text{lin}}^i$. As an additional condition, we use the requirement that the $x$-axis should bisect the dihedral $\tau$ angle. Since the potential expansion is built to be invariant for any rotation around the $z$ axis, this requirement does not affect the expansion parameters.

For $^{12}\text{C}_2\text{H}_2$, we found that this numerical re-expansion procedure can behave very unstably, leading to extremely large expansion parameters and numerical instability. This is apparently related to the fact that if the $^{12}\text{C}_2\text{H}_2$ potential function is represented in the original ab initio coordinates, it effectively depends on six $(3N–6)$ vibrational coordinates only, but we are representing it in terms of seven $(3N–5)$ dependent coordinates. The expansion parameters are therefore strongly correlated, which leads to a numerical instability in the finite differences.

We therefore decided to avoid the TROVE re-expansion by preparing the PES in terms of the TROVE linearized coordinates $\xi_{\text{lin}}$ directly (see Sec. III A). Thus, our potential energy function of $^{12}\text{C}_2\text{H}_2$ is given by

$$V(\chi) = \sum_{i,j,k,...} f_{i,j,k,...} \chi_1^{i} \chi_2^j \chi_3^k \cdots,$$

where $\chi_i$ are given by

$$\chi_1 = 1 - \exp(-a \Delta R_{\text{lin}}^i),$$
$$\chi_2 = 1 - \exp(-b \Delta r_{\text{lin}}^i),$$
$$\chi_3 = 1 - \exp(-b \Delta r_{\text{lin}}^i),$$
$$\chi_4 = \Delta x_1,$$
$$\chi_5 = \Delta y_1,$$
$$\chi_6 = \Delta x_2,$$
$$\chi_7 = \Delta y_2.$$

Here $a$ and $b$ are two Morse parameters and the displacements are taken from the equilibrium values of $R$, $r_1$, and $r_2$, respectively. The equilibrium values (at the linear configuration) of $x_1$ and $y_1$ are zero.
As discussed in Sec. III, the ground electronic state of acetylene has an equilibrium structure of linear configuration. The potential energy must therefore be invariant under the action of operations which span the \( D_{\text{oh}} \) point group,\(^{107} \) e.g., to any rotation \( C_n \) around the \( z \) axis. As we tend to use discrete symmetries (see Sec. III), this is achieved by making it invariant to the operations of \( D_{\text{nh}} \) instead. While the process of symmetrizing the ro-vibrational basis set requires \( D_{\text{nh}} \) with a value for \( n \) such that \( n \geq 2L_{\text{max}} + 1 \) (odd \( n \)) or \( n \geq 2L_{\text{max}} + 2 \) (even \( n \)),\(^{107} \) the same constraint does not need to be applied to the symmetrization of parameters to be used in the potential energy or dipole moment fitting routines. Instead, the required \( n \) for \( D_{\text{nh}} \) appears to be related to the expansion order of the potential; for a potential expanded up to 8th order, for example, a symmetry of \( D_{12h} \) is sufficient, with identical results for higher values of \( n \). We therefore used the operations of the \( D_{12h} \) group to form our symmetrized \( 3N-5 \) potential energy function, expanded up to 8th order.

The ab initio electronic structure calculations used in this work were performed using MOLPRO\(^{122} \) at a CCSD(T)-F12c level of theory\(^{123} \) with a VQZ-F12 basis set.\(^{124} \) They were carried out on a grid of 50 000 points spanning the 6D nuclear-geometry coordinate space up to 15 000 cm\(^{-1} \), defined by a set of 6 curvilinear bond length and bond angle coordinates (as given in Fig. 2).

When fitting \( V(\xi) \) in Eqs. (41) and (42) to the ab initio energies, each grid point \( i \) was weighted using the method outlined in Ref. 125, with a higher weight, \( w_i \), given to points with lower energy,

\[
V_i = \frac{s_i}{E_i^w}, \quad (43)
\]

\[
s_i = \frac{\left\{ \tanh[-\alpha(V_i - V_{\text{top}})] + 1.002\,002\,002 \right\}}{2.002\,002\,002}, \quad (44)
\]

\[
E_i^w = \max(V_{\text{max}}, V_i). \quad (45)
\]

Here, \( V_i \) is the potential energy, in cm\(^{-1} \), above the equilibrium value for each point \( i \), \( \alpha \) is a parameter which can be varied, \( V_{\text{top}} \) is the “switching energy,” with \( s_i \), switching between 0.001 for energies much above \( V_{\text{top}} \) and 1 for those much below, and \( E_i^w \) is included in order to avoid low energy noise being too much of an influence, giving a bias against points below \( V_{\text{max}} \). In the case of the linearized \( (3N-5) \) ab initio potential energy fit, the following parameters were used: \( \alpha = 6 \times 10^{-4} \) cm\(^{-1} \), \( V_{\text{top}} = 20 000 \) cm\(^{-1} \), and \( V_{\text{max}} = 6000 \) cm\(^{-1} \).

A least squares fitting routine was used to fit the coefficients \( f_{i,j,k,...} \), in Eq. (41) to the ab initio energies, using a grid of 46 986 ab initio points covering up to 14 000 cm\(^{-1} \), weighted as in Eqs. (43)–(45), with a weighted root-mean-square (rms) error of 3.98 cm\(^{-1} \) and an un-weighted rms of 15.65 cm\(^{-1} \), using 358 symmetrized parameters expanded up to 8th order.

The Born Oppenheimer Diagonal Correction (BODC) is usually neglected in the Born-Oppenheimer approximation. It has been shown that the worst case for the BODC, for \( H_2 \), gives a correction of 16 cm\(^{-1} \), whereas for acetylene this is estimated to be less than 1 cm\(^{-1} \) (Refs. 126 and 127). This has not been taken into account in the present work, but for greater spectroscopic accuracy this and other higher order corrections\(^{128} \) could be taken into account in the future.

Different coordinates were explored with which to represent the potential function. The \( (3N-5) \) fit was found to improve when bond lengths \( (R, r_1, r_2) \) instead of linearized coordinates \( (R_{\text{lin}}, r_{1\text{lin}}, r_{2\text{lin}}) \) were used for the stretching coordinates (with a weighted rms error of 0.69 cm\(^{-1} \) and an un-weighted rms of 7.40 cm\(^{-1} \) for the same grid of weighted \( \text{ab initio} \) points up to 14 000 cm\(^{-1} \)); see Fig. 5 for the residuals of both \( (3N-5) \) fits (using linearized and non-linearized coordinates) as a function of energy. As mentioned above, this choice has a degeneracy in the definition of an instantaneous geometry for the interbond angles \( \theta_i < 90^\circ \) and \( > 90^\circ \). It should be noted that the \( \theta_i > 90^\circ \) geometries are found to occur at energies less than the isomerization to vinylidene at around 15 000 cm\(^{-1} \) (Refs. 120 and 31) and are therefore likely to be important for ro-vibrational calculations. The linearized-coordinate alternative does not have this degeneracy issue, though it does have the aforementioned problem with being less intuitive in modeling vibrational stretches. Nevertheless, the linearized-coordinate fit to the potential energy function of Eqs. (43)–(45) is reasonable and the use of a potential function which has been fit using linearized coordinates avoids any re-expansion, as these are exactly the coordinates which are used by TROVE. We provide this PES fit using the \( (3N-5) \) linearized coordinates as given in the supplementary material. While this potential function is suited for use with TROVE, it is not necessarily so useful for the community. We therefore also provide a version of the PES which uses the standard six curvilinear coordinates \( R, r_1, r_2, \theta_1, \theta_2, \) and \( \tau \), with the \( \chi \)-expansion variables (see Sec. V B).

**B. 3N–6 potential surface**

A Fortran least squares fitting routine was used to fit the \( \text{ab initio} \) points described in Sec. V A to functions of a Morse-oscillator form, as shown below for the \( 3N-6 \) set of internal valence coordinates (as illustrated in Fig. 2),

\[
V(y) = \sum_{i,j,k,...} F_{i,j,k,...} y_i^a y_j^b y_k^c \cdots, \quad (46)
\]
where

\[ y_1 = 1 - e^{-\alpha(R-R_0)}, \]
\[ y_2 = 1 - e^{-\beta(\tau-\tau_0)}, \]
\[ y_3 = 1 - e^{-\gamma(\theta_1-\theta_1^0)}, \]
\[ y_4 = \sin(\theta_1), \]
\[ y_5 = \sin(\theta_2), \]
\[ y_6 = \cos(\tau). \]  

(47)

The use of Morse functions for the stretches has been shown to give a more accurate representation on the condition that the two atoms involved are suitably light, as is the case for the bonds in the acetylene molecule. Care was taken to comply with the relevant symmetry constraints on the expansion coefficients \( F_{i,j,k,\ldots} \), for example, if either of the bending angles were being expanded to the power of zero then the dihedral angle, \( \tau \) should not be expanded to any power greater than zero, as for linear geometries it is undefined.

The same grid of 46,986 \( ab \text{ initio} \) points is used as for the \( 3N-5 \) potential of Sec. V A, weighted as per Eqs. (43)–(45), with the same weighting parameters and equilibrium values as in the \( 3N-5 \) fit. The \( 3N-6 \) fit, with the potential function expanded and truncated at 8th order, gives a weighted \( \text{rms} \) error of 1.30 cm\(^{-1}\) and an un-weighted \( \text{rms} \) error of 1.49 cm\(^{-1}\), up to 14,000 cm\(^{-1}\) using 927 parameters. Again, the potential energy function is provided as part of the supplementary material as a Fortran program. As can be seen in Fig. 6, the residuals are smaller for the \( 3N-6 \) coordinate fit than for the fit using the \( 3N-5 \) linearized coordinates, with an increase as a function of \( ab \text{ initio} \) energy, as would be expected as a result of the weighting of Eqs. (43)–(45). The better fit to the \( ab \text{ initio} \) energies using the \( 3N-6 \) model is due to the curvilinear coordinates being chemically more intuitive to describe the internal stretching and bending motions of the molecule than the rectilinear type coordinates. As described previously (see Sec. V A), the re-expansion of this \( 3N-6 = 6 \) dimensional surface in terms of the set of \( 3N-5 = 7 \) coordinates used in TROVE is not currently stable, which is why this potential fit is not used in the calculations of Sec. VI, but it may be of use with other general nuclear motion routines, including the curvilinear version of TROVE; this version of the potential was used in testing the \( 3N-6 \) model outlined in Sec. IV.

C. Dipole moment surfaces: \( (3N-5) \) coordinates

The \( ab \text{ initio} \) electric dipole moment components, \( \mu_\alpha \) \( (\alpha = x, y, z) \), were computed using the finite difference method in MOLPRO, on a grid of 50,000 points spanning the 6D nuclear-geometry coordinate space covering up to 15,000 cm\(^{-1}\), defined by a set of \( 3N-6 = 6 \) curvilinear bond length and bond angle coordinates (as given in Fig. 2), at the CCSD(T) level of theory and using an aug-cc-PVQZ basis set. The dipole moment surface was fit using the same set of \( 3N-5 \) coordinates as for the \( 3N-5 \) potential of Sec. V A (as illustrated in Fig. 3) to the following function:

\[ \mu_x(\chi) = \sum_j F_{i,j,k,\ldots}^x x_1^i x_2^j x_3^k \ldots, \]  

(48)

\[ \mu_y(\chi) = \sum_j F_{i,j,k,\ldots}^y y_1^i y_2^j y_3^k \ldots, \]  

(49)

\[ \mu_z(\chi) = \sum_j F_{i,j,k,\ldots}^z z_1^i z_2^j z_3^k \ldots, \]  

(50)

where \( \chi_4 \) are given by

\[ \chi_1 = \Delta R_\text{lin}, \]
\[ \chi_2 = \Delta \tau_\text{lin}, \]
\[ \chi_3 = \Delta \theta_1^\text{lin}, \]
\[ \chi_4 = \Delta \theta_1, \]
\[ \chi_5 = \Delta \theta_2, \]
\[ \chi_6 = \Delta \tau, \]
\[ \chi_7 = \Delta \tau. \]  

(51)

Use was made of discrete symmetries (see Sec. III), and the three components of the dipole were expanded up to 7th order and symmetrized according to the operations of \( D_{12h} \) \( (D_{12h} \text{ is sufficient for the same reasons as the } 3N-5 \text{ potential energy symmetrization of Sec. V A). The three Cartesian components of the dipole moment, } \mu_x, \mu_y, \mu_z, \text{ transform differently to one another } \{ \mu_\alpha \text{ and } \mu_\beta \text{ as } E_{1\alpha} \text{ and } \mu_\beta, \text{ as } A_{2\alpha} \text{ for } D_{nh}(M)\}; \text{ the } \mu_\alpha \text{ and } \mu_\beta \text{ components share the corresponding expansion parameters, while the parameters for the } \mu_\beta \text{ component are independent.} \)

Figure 7 gives the residuals of the dipole moment surface fit up to 14,000 cm\(^{-1}\) (for the \( x, y, z \)-components of the dipole) using the \( (3N-5) \) linearized coordinates described in Sec. V A and illustrated in Fig. 3. The overall \( \text{rms} \) of the fit up to 14,000 cm\(^{-1}\) was 0.54 \times 10^{-3} \text{ Debye [weighted with the same parameters as the potential energy fits, as per Eqs. (43)–(45)], and } 0.75 \times 10^{-3} \text{ Debye (unweighted), on a grid of 46,714 \text{ } ab \text{ initio} \text{ points, using 459 symmetrized parameters (259 and 200 for the } x/y \text{ and } z \text{ components, respectively). A version of the dipole moment function which is fitted in non-linearized coordinates is provided as part of the supplementary material as a Fortran program.} \)
VI. AB INITIO ROOM TEMPERATURE LINE LIST

A. Variational calculations

The (3N–5) model outlined in Sec. III has been fully implemented in TROVE. Here, we give an application to $^{12}$C$_2$H$_2$ in the form of an ab initio room temperature line list. The calculated ab initio potential energy and dipole moment surfaces used for this are presented in Secs. V A and V C.

The size of the primitive and contracted basis sets in Eq. (30) was controlled by the polyad number

$$P = v_1 + v_2 + v_3 + v_4 + v_5 + v_6 + v_7 \leq P_{\text{max}},$$

with $P_{\text{max}} = 18$ for the primitive basis set and reduced to 16 after contraction. Here, $v_1$ corresponds to the excitation of the C–C stretching mode, $v_2$ and $v_3$ represent the C–H$_1$ and C–H$_2$ stretching modes, and $v_4$, $v_5$, $v_6$, and $v_7$ represent the bending modes. The stretching primitive basis functions $\phi_{v_1}(\xi_1)$, $\phi_{v_2}(\xi_2)$, and $\phi_{v_3}(\xi_3)$ are generated using the Numerov-Cooley approach$^{69,130,131}$ as eigenfunctions of the corresponding 1D reduced stretching Hamiltonian operators $\hat{H}^{(1D)}$, obtained by freezing all other degrees of freedom at their equilibrium values in the $J = 0$ Hamiltonian. For the bending basis functions, $\phi_{v_4}(\xi_4), \ldots, \phi_{v_7}(\xi_7)$, 1D Harmonic oscillators are used. These basis sets are then divided into three sub-groups,

$$\phi_{v_1}^{(1D)}(\xi_1) = \phi_{v_1}(\xi_1),$$

$$\phi_{v_2}^{(2D)}(\xi_2, \xi_3) = \phi_{v_2}(\xi_2) \phi_{v_3}(\xi_3),$$

$$\phi_{v_4}^{(4D)}(\xi_4, \xi_5, \xi_6, \xi_7) = \phi_{v_4}(\xi_4) \phi_{v_5}(\xi_5) \phi_{v_6}(\xi_6) \phi_{v_7}(\xi_7).$$

The corresponding eigenvalue problems are solved for the three reduced Hamiltonian operators using these basis sets: stretching $\hat{H}^{(1D)}$, and bending $\hat{H}^{(2D)}$. The reduced Hamiltonians $\hat{H}^{(N\text{D})}$ ($N = 1, 2, 4$) are constructed by averaging the total vibrational Hamiltonian operator $\hat{H}^{(3D)}$ over the other ground vibrational basis functions; see Ref. 107.

Energy cutoffs of 50 000 cm$^{-1}$ and 30 000 cm$^{-1}$ were set for the primitive and contracted matrices (see Sec. III), respectively, while the overall energy cutoff was set to 18 000 cm$^{-1}$. The $D_{2h}(\text{M})$ molecular symmetry group was used, which includes irreducible representations $A_{1g}, A_{2g}, B_{1g}, B_{2g}, A_{1u}, A_{2u}, B_{1u}, B_{2u}, E_{1g}, E_{1u}, E_{2g}, E_{2u}, \ldots, E_{11g}, E_{11u}$. As mentioned in Sec. III, only the $A$-type symmetry ro-vibrational states are allowed by nuclear statistics; the statistical weights are 1 for $A_{1g}$ and $A_{1u}$ (para), 3 for $A_{2g}$ and $A_{2u}$ (ortho), and 0 for everything else$^{41,132}$ The kinetic energy and potential energy expansions are truncated at 2nd and 8th order, respectively (the kinetic energy terms of higher than 2nd order appear to contribute very little to the calculated ro-vibrational energies, with expansion to higher orders becoming more computationally demanding). The maximum value for the $z$-projection of the vibrational angular momentum, $K_{\text{max}} = L_{\text{max}}$, used to build the multidimensional basis sets was 8. The equilibrium bond lengths were set to 1.204981 27 Å and 1.056612 998 Å for the C–C and C–H bonds, respectively. Calculations were performed up to a maximum value of $J = 58$, with intensities calculated for transitions up to 10 000 cm$^{-1}$ (transitions to higher $J$ were not within this energy window), in order for a comparison to be made against a recent line list detailed below.

FIG. 8. Comparison of TROVE room-temperature ab initio spectrum (with linearized coordinates, up to 8th order expansion) with ASD-1000$^{35}$ up to 10 000 cm$^{-1}$ (TROVE calculations up to $J = 58$; transitions to higher $J$ were not within the specified energy window of below 10 000 cm$^{-1}$).

FIG. 9. Comparison of the TROVE room-temperature ab initio spectrum (using linearized coordinates, up to 8th order expansion) with the $^{12}$C$_2$H$_2$ data from HITRAN-2016$^{50}$ up to 10 000 cm$^{-1}$ (TROVE calculations up to $J = 58$; transitions to higher $J$ were not within the specified energy window of below 10 000 cm$^{-1}$).
B. Comparison to other data

A recent line list, ASD-1000,\textsuperscript{35} has been calculated by Lyulin and Perevalov up to 10 000 cm$^{-1}$ and $J = 100$, based on the use of an effective Hamiltonian fit to experimental data and extrapolated to higher energies. The energies and intensities agree reasonably well with those in the HITRAN-2016\textsuperscript{59} database (see Refs. 35 and 36 for detailed comparisons), and ASD-1000 has been used to update the 2016 HITRAN release in the low energy region.\textsuperscript{59,133} Figure 8 gives a comparison of our \textit{ab initio} line list with ASD-1000, and Fig. 9 shows a comparison of our work against the data for $^{12}$C$_2$H$_2$ in HITRAN-2016,\textsuperscript{59} both at a temperature of 296 K. Figures 10 and 11 give more detailed comparisons of the fundamental $\nu_3$ and $\nu_5$ bands with data from HITRAN-2016.\textsuperscript{59} No broadening coefficients or refinement of the \textit{ab initio} potential energy surface to experimentally determined energies has been considered at this stage. Table III gives a comparison of the fundamental and some combination vibrational band centers of this work against the calculated energy term values $E_{\text{calc}}$ (cm$^{-1}$) presented in the study of Urru \textit{et al.}\textsuperscript{34} and experimental energy term values $E_{\text{obs}}$ (cm$^{-1}$) from Refs. 134, 41 and 34. Table IV gives a comparison of band intensities from this work with those presented in Ref. 135. There appears to be some inconsistencies in the labeling of bands between some of these data sources. For example, the $\nu_3$ and $\nu_2 + (\nu_4 + \nu_5)$ bands are very close in energy and are both labeled as $\nu_3$ in Ref. 135; care therefore needs to be taken when comparing values from different sources. For the sake of intensity comparisons, Vander Auwera \textit{et al.}\textsuperscript{136} have shown that the $\nu_3$ and $\nu_2 + (\nu_4 + \nu_5)$ bands should be treated together, which results in a much larger intensity value for the $\nu_3$ band than that reported in Ref. 135. Vander Auwera\textsuperscript{137} also discusses the $l$-type resonance which couples the $(\nu_4 + \nu_5)^0$ and $(\nu_4 + \nu_5)^2$ bands.

C. Discussion

A refinement procedure on the equilibrium bond-length geometry can vastly improve the accuracy of the rotational transitions but generally is balanced by a loss of accuracy on the vibrations.\textsuperscript{139} In this work, we have adjusted the equilibrium bond-length geometry to give a good rotational structure, which may have negatively affected the vibrational band centers. Fortunately, there are other methods which can improve this, such as empirically refining the potential energy surface\textsuperscript{140} or employing the empirical basis set correction (EBSC),\textsuperscript{33} where the calculated vibrational band centers are replaced by their experimental values. We have not done either of these on the data presented in the current work but intend to refit the potential energy surface to a mixture of \textit{ab initio} and experimentally determined energies; these semi-empirical adjustments are in progress for future publication, using the empirical energy levels of Ref. 41.

As expected, there is some obvious shifting of the band centers of our line list when compared to HITRAN-2016, as illustrated in Figs. 10 and 11, but the overall rotational structure is good. As can be seen in Table III, the $\nu_1$ band gives the largest difference when compared to experimental data out of all the fundamental bands. The band intensities of Table IV are in general too high when compared to experimental values; $(2\nu_4 + \nu_5)^1 \Pi$ in particular stands out as having a very large percentage difference in the band intensity.

---

**TABLE III.** Comparison of the fundamental and some combination vibrational band centers of this work against the calculated energy term values $E_{\text{calc}}$ (cm$^{-1}$) presented in the study of Urru \textit{et al.}\textsuperscript{34} and experimental energy term values $E_{\text{obs}}$ (cm$^{-1}$) from Refs. 134, 41 and 34. The obs.-calc. value given is the difference between $E_{\text{obs}}$ and $E_{\text{calc}}$ (cm$^{-1}$) (this work).

<table>
<thead>
<tr>
<th>Band</th>
<th>Symmetry</th>
<th>$E_{\text{obs}}$ (Ref. 34)</th>
<th>$E_{\text{calc}}$ (this work)</th>
<th>Obs.-calc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_1^4$</td>
<td>$E_{1g}/\Pi_u$</td>
<td>611.69$^a$</td>
<td>602.9</td>
<td>1.14</td>
</tr>
<tr>
<td>$\nu_3^3$</td>
<td>$E_{1u}/\Pi_d$</td>
<td>729.15$^a$</td>
<td>722.2</td>
<td>−3.63</td>
</tr>
<tr>
<td>$2\nu_4^4$</td>
<td>$A_{1h}/E_u^2$</td>
<td>1230.39$^b$</td>
<td>1203.5</td>
<td>26.89</td>
</tr>
<tr>
<td>$(\nu_4 + \nu_5)^0$</td>
<td>$A_{2d}/E_u^2$</td>
<td>1338.07$^b$</td>
<td>1311.6</td>
<td>26.47</td>
</tr>
<tr>
<td>$2\nu_5^7$</td>
<td>$A_{1h}/E_u^2$</td>
<td>1449.11$^b$</td>
<td>1446.8</td>
<td>−2.3</td>
</tr>
<tr>
<td>$\nu_5^5$</td>
<td>$1g/\Sigma_g$</td>
<td>1974.32$^b$</td>
<td>1950.7</td>
<td>−13.6</td>
</tr>
<tr>
<td>$\nu_7^7$</td>
<td>$A_{2d}/E_u^2$</td>
<td>3294.84$^b$</td>
<td>3241.1</td>
<td>−53.76</td>
</tr>
<tr>
<td>$\nu_1^1$</td>
<td>$A_{1h}/E_u^2$</td>
<td>3372.84$^b$</td>
<td>3371.1</td>
<td>−1.74</td>
</tr>
<tr>
<td>$\nu_3 + \nu_4^1$</td>
<td>$E_{1u}/\Pi_d$</td>
<td>3898.38$^c$</td>
<td>3867.7</td>
<td>−30.6</td>
</tr>
</tbody>
</table>

---

$^a$Reference 134.

$^b$Reference 41.

$^c$Reference 34.
TABLE IV. Comparison of vibrational band intensities ($S_{\text{calc}}$) between this work and Ref. 135, along with $S_{\text{obs}}$, also from Ref. 135. Intensities were converted from cm$^{-2}$ atm$^{-1}$ to cm/molecule using the conversion of 1 cm$^{-2}$ atm$^{-1}$ at 296 K = 4.033 x 10$^{-20}$ cm/molecule. The observed values of the (2ν$_4$ + ν$_5$)$^J$ I and (2ν$_4$ + ν$_5$)$^J$ II bands are cited in Ref. 135, as from private communication with Di Lonardo. $\phi_{\text{calc}}/\phi_{\text{obs}}$ gives the relative $S_{\text{obs}}$/$S_{\text{calc}}$ percentage difference between this work and the observed values presented in Ref. 135. The band centers ($\nu$) are in cm$^{-1}$.

<table>
<thead>
<tr>
<th>Band</th>
<th>Symmetry (Ref. 135)</th>
<th>$\nu$ (this work)</th>
<th>$S_{\text{calc}}$ (this work)</th>
<th>$S_{\text{obs}}$ (Ref. 135)</th>
<th>$\phi_{\text{calc}}/\phi_{\text{obs}}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu^1_5$</td>
<td>$E_{1u}/I_u$</td>
<td>7291.5$^a$</td>
<td>732.85</td>
<td>2.3714 x 10$^{-17}$</td>
<td>2.3714 x 10$^{-17}$</td>
</tr>
<tr>
<td>$(\nu_4 + \nu_5)^6$</td>
<td>$A_{2u}/\Sigma^+_u$</td>
<td>1328.07$^b$</td>
<td>1330.49</td>
<td>2.5408 x 10$^{-18}$</td>
<td>2.5408 x 10$^{-18}$</td>
</tr>
<tr>
<td>$(2\nu_4 + \nu_5)^1$ I</td>
<td>$E_{1u}/I_u$</td>
<td>1941.2$^c$</td>
<td>1945.12</td>
<td>5.6462 x 10$^{-21}$</td>
<td>5.6462 x 10$^{-21}$</td>
</tr>
<tr>
<td>$(2\nu_4 + \nu_5)^1$ I</td>
<td>$E_{1u}/I_u$</td>
<td>1960.9$^c$</td>
<td>1960.02</td>
<td>2.0165 x 10$^{-21}$</td>
<td>2.1612 x 21</td>
</tr>
<tr>
<td>$\nu^0_5$</td>
<td>$A_{2u}/\Sigma^+_u$</td>
<td>3294.84$^b$</td>
<td>3295.19</td>
<td>4.2347 x 10$^{-18}$</td>
<td>4.3960 x 10$^{-18}$</td>
</tr>
</tbody>
</table>

$^a$Reference 134.
$^b$Reference 41.
$^c$Reference 135.

Some tests were done to compare the use of two different (3N–5) linearized-coordinate potential energy surfaces, each fit to the same set of $ab$ initio energies and employing the same set of 3N–5 linearized coordinates, but each with a slightly different weighting scheme and parameters (see Sec. V A): we will label these as PES-1 and PES-2. The fit of PES-1 has a rms error of 123 cm$^{-1}$ (unweighted) and 0.019 cm$^{-1}$ (weighted), compared to 15.65 cm$^{-1}$ (unweighted) and 3.98 cm$^{-1}$ (weighted) for PES-2. A less computationally demanding small basis set [$P_{\text{max}} = 8$ for the primitive basis set and reduced to 6 after contraction, according to Eq. (52)] was used in order to make comparisons between the results of ro-vibrational calculations using PES-1 and PES-2. As expected, the energies shifted closer toward the corresponding experimental values for PES-2. There was, however, also an effect on the intensities (both calculations used the 3N–5 linearized coordinate DMS, to include experimentally determined energies (of Table III and the intensities of Table IV; the procedure of refining the PES to empirical energies that is currently in progress is expected to improve the intensity values of Table IV, as is further experimenting with different weights in the DMS fitting procedure.

This is the focus of our current continuation of this work, for future publication: to further investigate the use of a different DMS, to include experimentally determined energies (of Ref. 41) in the potential energy surface fitting to give a semi-empirical PES, and to extend the calculations up to higher energies in order for it to be applicable up to high temperatures, of at least 1000 K.

VII. CONCLUSIONS

We have outlined two approaches to handle linear molecules in ro-vibrational calculations: 3N–5 and 3N–6. While the idea behind the (3N–6) approach is to select a form for the wave function which removes the singularity in the Hamiltonian, the (3N–5) approach makes use of a KEO which is already non-singular. The (3N–6) approach uses physically more meaningful and intuitive coordinates for representing the vibrations in the molecule; however, the main advantage of implementing the (3N–5) approach is that, unlike the (3N–6) approach or the use of Legendre Polynomial functions, it is compatible with the way that TROVE constructs and truncates basis sets to represent the full ro-vibrational wave function and still allows for the KEO to be generated numerically, with no analytical pre-derivation required (see Ref. 69 for more details). There is no reason why it should not be compatible with other polyatomic linear molecules, a supposition which will be put to test in the future. For these reasons, the (3N–5) approach has been fully implemented into TROVE along with a symmetrization procedure for linear molecules (details in Ref. 107) and was used in the calculations presented in Sec. VI. The (3N–6) approach will be integrated into TROVE in the future. The two approaches which make use of either 3N–6 or 3N–5 internal coordinates should in principle lead to completely equivalent eigenvalues; a full comparison of these two approaches (calculation times, convergence, and
difference in accuracy) will be an interesting investigation to make.

We have shown that the ro-vibrational energy and intensity calculations using this \((3N - 5)\) model work with the variational method implemented in TROVE, with no numerical issues due to singularities in matrix elements, and that this method therefore has the potential, in combination with other techniques such as empirical PES refinement \(^{140}\) or replacement of the band centers (EBSC),\(^{53}\) to produce accurate high-temperature ro-vibrational spectra for \(^{12}\)C\(_2\)H\(_2\). This has not been achieved before; previous variational calculations (such as in Refs. 29–34) did not provide coverage up to the high excitations achieved before; previous variational calculations do.

In order to test the \((3N - 5)\) implementation, an \textit{ab initio} room-temperature spectrum of \(^{12}\)C\(_2\)H\(_2\) was computed. This spectrum is not currently accurate enough for practical spectroscopic applications. Our experience shows (see, for example, Ref. 42) that the quality of the computational model can be substantially improved by fitting the PES of a molecule to the experimental energies or line positions. We are currently in the process of refining the \textit{ab initio} PES of \(^{12}\)C\(_2\)H\(_2\) presented here to the extensive set of experimentally determined energies of Ref. 41. This is expected to lead to a significant improvement in accuracy not only for the energies but also, as our preliminary results show, for intensities. Our aim is to produce an accurate line list for \(^{12}\)C\(_2\)H\(_2\) valid up to high temperatures of at least 1000 K, appropriate for the use in modeling hot exoplanet or cool stellar atmospheres, as part of the ExoMol project.\(^{57,58}\)

**SUPPLEMENTARY MATERIAL**

See supplementary material for the files which are provided alongside this work. A description of each file is given in README.TXT.
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