Partitioning indoor space using visibility graphs: Investigating user behaviour in office spaces
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Abstract. An abstract representation of interior space is the foundation for any spatial analysis of human activity in such environments. It must capture high level concepts such as rooms, areas and corridors, but also allow for the discrete appearance of human behaviour (for example two people will not walk through the same corridor in the same way). Within the field of Space Syntax three such representations have been proposed, axial lines, convex spaces and visibility graphs. However none of these representations are both unambiguous and allow for aggregating results. Axial lines are reductions of the space into longest lines of sight and convex spaces are “the largest and fattest convex spaces” possible. While both are meaningful abstractions, they are ambiguous and depend on the person creating them. Visibility Graphs on the other hand provide a uniform unit of analysis by dividing the space using a lattice grid into cells of equal size and connecting the cells if they are intervisible. This representation however does not allow for a meaningful aggregation of spatial human behaviour data, given its very precise nature. We propose a new representation, one which clusters adjacent cells of the visibility graph based on different metrics and thus provides both aggregatable areas and a robust method of creation. We explore how these various metrics and properties of the visibility graph create different types of clusters and specifically examine connectivity and Visual Mean Depth on various types of spaces, from simple shapes, to complex multi-floor buildings. Finally, we demonstrate how this aids the analysis of human activity in indoor spaces by focusing on a large sample of observed activity in office spaces. We argue that this new representation provides a robust but also meaningful foundation for the analysis of indoor space.
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Introduction

Evidence-based design is the practice of observing and recording human behaviour in order to strategically inform design decisions. Studies show that this practice is becoming more and more popular in the field of architecture. Some studies claim that up to 80% of their respondents identified the need to capture the effects of their designs [5] while others that architects wanted to know more about new tools that enable them to inform their designs [13]. This interest has been especially prevalent in the design of workspaces. Seeking to reduce space (and thus cost) and increase productivity, companies have started looking into ways of collecting information about human behaviour in their workplace and using that information to re-design or optimise the office configuration.

In the search for patterns in human behaviour as they relate to the spatial configuration of office spaces various metrics have been developed. Initially the developed metrics were simple, such as the proximity between workers [1] and the existence of barriers [7], but eventually more complex ones appeared, such as zone and path overlap [11][10]. These metrics have shown promise in some cases but they have only been examined in a handful of spaces, tend to be unique to each study and do not thus reveal generic patterns that are true for any workspace [15]. The field of Space Syntax has examined more complex methodologies, but those too have mainly been
tested across small samples [8]. In cases where the methods were tested in larger samples the results tended to be inconclusive, or work with different subsets of cases [12][16]. Therefore, the absence of generic patterns can not only be attributed to a lack of data, but also to the way of the methods themselves were constructed.

One of the problematic areas in the existing methodologies is the representation chosen to allow for the comparison of human activity to the configuration of the space. A few have been proposed, especially within the field of Space Syntax but they vary in how much detail they capture and how well they are suited for the appearance of human behaviour which occurs in distinct locations. The classic Space-Syntax representation of longest lines of sight [9] (axial-lines) focuses on movement rather than occupancy of space and is very abstract thus providing very little of the geometric intricacies of space. Convex spaces on the other hand provide slightly more detail and focus on occupancy, but they can not be re-created reliably [14]. The representation suggested by Turner et al. [18] known as Visibility Graph Analysis (VGA) captures much more detail but, because it is based on a lattice grid, it is inflexible when trying to identify larger patterns of human behaviour.

In this paper we suggest a spatial representation based on VGA that retains the amount of detail captured but also allows us to examine these larger patterns. We construct this representation by grouping continuous parts of the lattice grid into larger areas using the existing VGA metrics. These areas serve as the main unit of analysis and allow for a compromise between the amount of geometric detail captured and flexibility when capturing human behaviour.

We evaluate the results on a large dataset that contains information about human behaviour and configuration of office spaces. Our aim is to reliably identify whether areas that have the same properties attract the same behaviour, for example whether areas more central to the building configuration attract more interaction or movement. We test across the dataset for generic patterns but we also examine each case separately with the aim of understanding whether this methodology can be used to predict activity for any single given site.

The next section will review the existing methods and representations and provide details on their strengths and weaknesses. It will be followed by two sections describing the dataset used for the evaluation, and the suggested representation and methodology in detail. We will explain how this representation is generated as well as which aspects of it are variable and can thus be tuned to better approach the problem at hand. The final three sections describe the statistical testing framework used and its outcome, discuss the results and their general implications in the field of spatial analysis in the workplace and lay down future plans for the research team.

1. LITERATURE REVIEW

Human activity in space may be recorded in many ways, through sensors [4], video [2] or participant observations [20]. In all these cases, the output captured is expressed spatially as points or traces on a plan, depending on the method. In order to compare this output to the configuration of a space, a common framework is needed that allows both the human activity and the properties of the space to be quantified using the same general unit of analysis. Office spaces are very complex with many more spatial parameters affecting human activity than the ones examined in early research, [7][1] highlighting the need for a more general framework, a reliable and fine-grained representation of indoor space.

Within the field of Space Syntax three such representations have been proposed, axial lines, convex spaces and visibility graphs.

Axial lines were suggested by Hillier and Hanson in The Social Logic of Space [9] as the longest lines of sight that go through every space. These lines may be generated through an all-line analysis of the space, which connects the vertices of the walls of the plan between them and eliminates all but the minimum required to reach every space in the building. Given their one-dimensional nature they can very reliably represent linear spaces, such as corridors, as a single unit, but can not unambiguously represent square-like spaces such as the large open-plan rooms found in office spaces. Axial lines were also made to represent movement rather than occupancy, thus although they can be used for indoor spaces, they are more suitable for urban scales for example to represent streets.

Hillier and Hanson identified that limitation and suggested a complimentary approach, what they called "convex spaces". These are "the fewest and largest possible convex spaces" that can be carved out of a space. The
process of constructing such spaces has been shown not to be repeatable reliably by Peponis et al. [14] who exam-
ined the various existing approaches and highlighted the ambiguity in the process, evident in the example seen in
Figure 1.

While the lack of detail in both these representations can be thought of as a weakness, it may also be seen
as a strength. The fact that they abstract so much of the geometric detail allows them to act as general units of
analysis. In the case of axial-lines, one may compare the properties of a line (connections to other lines, depth) to
the number of people found in its proximity. Convex spaces are also useful in that regard because they allow for
comparing the properties of these spaces to the number of people within them.

Visibility graph analysis was developed as an alternative by Turner [18]. This method suggested splitting a
space using a lattice grid and connecting the cells if they are inter-visible (through isovists as described by Bene-
dict [3]), forming thus a dense graph. The underlying lattice grid provides a uniform unit of analysis (a cell) which
also allows for a more detailed representation of the spatial configuration. On the other hand, it also creates a
requirement to choose between the amount of detail and its ability to act as a general unit of analysis. If the lat-
tice grid is created with small cells then it can capture more of the geometric detail of the space, but the distinct
locations of human behaviour will be distributed to a small amount of cells that are in close proximity. This can be
seen at the left in figure 2 where the observations of people moving (blue dots) can only be assigned to the cell that
is closest to their centre leaving the adjacent ones (pink) empty, although in terms of spatial configuration they are
likely very similar to the red ones. If a large cell size is used, then more observations of human behaviour can be
attributed to the same cell, but not as much detail can be captured. A large cell size also prevents the representation
from capturing continuous space effectively. If for example the cells are larger than the door openings then the
space on either side of the door will be inferred to be two distinct spaces as seen on the right in figure 2.

In previously published research we utilised VGA to identify patterns of human behaviour in the sample of
office spaces also used in this study. We initially tried ”smoothing” the human activity across the lattice grid using
a gaussian kernel function [12]. This allowed cumulative effects to appear (see figure 3) i.e. all cells were affected by the observations of human activity but the effect was greater for the cells closer to that activity. In a second study [16], we examined the effect of human activity without this smoothing, by matching activity to the lattice grid cells directly, as seen in figure 4. In both these cases the statistical tests returned insignificant results, stemming from confounding factors, but also by the lack of a proper method to generalise the presence of human behaviour.

Figure 3. Visual Mean Depth Interaction density from Koutsolampros et al. [12]

Figure 4. Visual Mean Depth (x-axis) and Interaction density (y-axis) for 27 case studies combined from Sailer et al. [16]

The small-scale decisions that happen during the design process specifically require practical spatial units that can also allow for meaningful generalisations of human behaviour. The above mentioned lattice grid provides units that are too small, making any insights impractical when a designer is planning for whole rooms such as meeting rooms, kitchens or workspaces, that contain many more cells. Hillier and Grajewski [8] used larger units (whole floors and buildings) in a study about configuration and human behaviour for offices in the UK, Scandinavia and the US, thus their results would only be useful in larger strategic decisions but not in the case of the many small companies that typically occupy a few rooms or floors within a building.

2. DATA

To evaluate our representation we examine an office-space dataset provided by Spacelab, an architectural office and consultancy in London, UK. The sample contains 34 different cases (sites), from 29 companies across the UK, compiled from 2012 to 2017. The companies examined vary in size (50 to 2700 desks) and come from different industries, such as Media, Advertising, Technology, Legal and Finance.
There are two types of data for each case: observation data collected by participant observation [20] and visibility graph analysis. The observation data is collected usually over a period of five days, every one hour for eight hours, and it contains information of where people sit, stand, walk and interact as points on a plan. Visibility graph analysis has been carried out with various versions of Depthmap [17] and depthmapX [19] that were available when each case was collected. For every site we examined two VGA metrics: Connectivity and Visual Mean Depth.

3. METHODOLOGY

Given that we consider the existing general units of analysis inadequate to capture both enough detail of the spatial configuration and sufficiently generalise human behaviour, we developed a solution that lies between the existing representations. Relying on the existing metrics of the VGA we group the various cells into different continuous areas, creating partitions of space similar to the convex-space representation. With this new representation we may now aggregate the observations of activity by the number of times it occurs within that specific group of cells, instead of matching each activity to a specific cell. This alleviates the problem of the activities happening in discrete cells and allows for general units of analysis comparison (areas) that more accurately describe the space than axial lines or convex spaces.

The process for generating these areas follows four steps:

- construct a visibility graph and select a metric i.e. Connectivity;
- split the distribution of the metric into two parts according to a specific rule i.e. by the median (this creates areas of high and low of the specific metric);
- run a modified blob-detection algorithm that assigns areas to the cells depending on whether their adjacent cells belong to the same part of the distribution (low/high);
- merge areas that are linked but are on different floors.

We initially tested the first three steps of this process across a small sample of simple-shaped plans with the results visible in figure 5 below. For each of the simple plans (first row) the connectivity of the various spaces is calculated (second row) and split according to the median (third row). The modified blob-detection algorithm is executed with the split pixels as input, resulting in the different areas seen in the last row.

We examined two visibility-graph metrics, Connectivity and Visual Mean Depth as well as their combination. Connectivity of a cell is the amount of visible cells from that cell, and it can be thought of as a proxy for the size of visible space at each point. Visual Mean Depth on the other hand is the average number of turns required to reach every other cell in the building. We also combine Connectivity and Visual Mean Depth into a single representation.
to achieve a more nuanced separation of spaces. Connectivity alone does not allow us to differentiate open-plan spaces from a long corridor and Visual Mean Depth focuses mostly on their centrality. With this combination we can identify those spaces as different types independently of office characteristics.

The cells are grouped by splitting the distribution of each metric and assigning the grouping to each cell. This creates semantically continuous spaces, such as areas with high or low visibility (high / low connectivity) or areas that are deep or shallow (high / low Visual Mean Depth). We split the distribution in various ways to test whether these splits affect the generation of the areas: by the mid-range, the mean and the median. The distribution for the two metrics for all cases can be seen in figure 6 with the three splitting points.

![Figure 6](image)

Figure 6. Distribution histograms (left) and values on plan (right, darker is higher) for Visual Mean Depth (top) and Connectivity (bottom). The different splits are shown in the histograms, green for Mid-Range, red for Median and blue for Mean

The distribution of Visual Mean Depth tends to be heavily skewed to the left and thus a mid-range split tends to create areas that are uneven in size, with the very high values in one group and the rest in another as seen in the first row of figure 7. The median provides a better split with half the values on the high area and half in the low, which in effect creates many more groups of similar value (figure 7, second row). We also tested the mean of the distribution as a compromise between the two (7, last row).

![Figure 7](image)

Figure 7. Visual Mean Depth histogram (left column), splits (middle column) and final areas (right column) for the three splits: Mid-Range (top row), Median (middle row) and Mean (bottom row)
The final stage of the process is an algorithm commonly used for blob-detection as described by A. Greensted [6]. In the typical use case it is employed as a computer-vision algorithm to identify and detect "blobs": areas of similar colour in images. Figure 8 shows a part of the process. Through this process the cells of a lattice grid are classified according to the colours of their adjacent neighbours. In our method the types that were generated from the above mentioned split (high/low Connectivity, VMD) are used as the colours of cells. Thus, if the neighbours of a cell are found to be of low connectivity then that cell is classified with low connectivity as well.

![Source Data](image1.png) ![Label Buffer](image2.png)

Figure 8. A part of the process of detecting "blobs": continuous areas of the same type by A. Greensted [6]

Various alterations have been introduced to this algorithm for it to work in this specific domain. In contrast to the typical use-case our lattice grid is not completely filled as in the case of a camera image, thus, the exterior space is considered a type in itself. Also in contrast to the typical use-case is the nature of the adjacency of the cell. While in blob-detection two cells are adjacent if there’s no gap between them, in our case the true adjacencies are provided by the visibility graph. While the centres of two cells can be at a distance of one cell (i.e. the cells have no gap between them) it is possible they are not actually inter-visible. In cases where the cells are larger than the widths of the walls it is very likely that two adjacent cells will end up in the same split but with a wall between them. In this case the blob-detection algorithm will assign them to two different areas given that perceptually these are actually different spaces. The last alteration of the algorithm is to allow it to merge areas that are linked between floors, if they belong in the same split group, are thus considered part of the same continuous space.

The examined output metric is the density of people observed within a specific area over one hour. We examine two types of activities, movement and interaction. We define movement as the number of people observed moving or standing during that hour, and interaction as the number of people seen interacting. Given that the size of the areas differs we calculate the density by dividing the numbers of people carrying out each activity with the size of that area in m². We also divide by the total number of rounds of each observation, therefore the units of the density are people per m² and round.

4. STATISTICAL RESULTS

We tested against nine scenarios: all the possible combinations between the three metrics (Connectivity, Visual Mean Depth and their combination) and the three splits (Mid-Range, Median, Mean). In cases where the split only results in two types of areas (high / low) we examine with a t-test how different the areas with high values are from the low, in relation to the number of people they attract. In cases where the split results in more types (high Connectivity - low VMD / high Connectivity - high VMD etc.) we test whether the different types differ with an ANOVA. The tests are all independent given that we are examining non-paired populations of different sizes.

We test across the aforementioned dataset by grouping all the areas found in all sites along with their respective densities of people. This way we examine whether patterns can be found that are generic and valid for all types of
spaces. We also apply this methodology on a case-by-case basis in order to understand whether it is reliable for an architect to use these tests within a specific project.

As we can see from the histogram below (figure 9), the distribution of the density in each area is heavily skewed to the right. This is a standard effect encountered when working with count data and can be countered by taking the logarithm of the number in question.

![Histogram of Density Distribution](image)

Figure 9. Numbers of areas split by the combination of the means of Connectivity and Visual Mean Depth, grouped by the density of people they attract.

The overall results of the tests for the density of people moving can be seen in table 1 below. Independently of the split used all the tests are significant. Also independently of the split we find that the order of the types in relation to the amount of people moving remains stable. This means that when the split is with Connectivity, areas with low values attract fewer people, specifically we observe around half the density. When the split is with Visual Mean Depth, areas with low values attract more people, around one and a half the density seen in areas with high values. The results for the combined metric are also relatively consistent, with the lowest density of people seen in areas with low connectivity and high mean depth, followed by low connectivity and low mean depth. The last two groups (high connectivity - low mean depth, high connectivity - high mean depth) seem to be interchangeable depending on the splitting method, but the split by the mean seems to be more reliable as it has a slightly higher $R^2$ value and more significant cases when those are examined one by one (see table 2).

<table>
<thead>
<tr>
<th>p-value</th>
<th>t or R</th>
<th>Ordered types</th>
<th>Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>L, H</td>
<td>0.26, 0.46</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>L, H</td>
<td>0.24, 0.39</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>L, H</td>
<td>0.23, 0.41</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
<td>L, H</td>
<td>0.22, 0.30</td>
</tr>
<tr>
<td>0.009</td>
<td>0.006</td>
<td>L, H</td>
<td>0.27, 0.34</td>
</tr>
<tr>
<td>0.009</td>
<td>0.009</td>
<td>L, H</td>
<td>0.29, 0.36</td>
</tr>
</tbody>
</table>

Table 1. T-tests and ANOVAs for overall movement (L for Low, H for High, Means in number of people per m² per hour)

The following table (table 2) shows the p-values of the tests on a case-by-case basis, ordered by the number of people counted in each case. While a few cases show significant results, none of the splits works reliably for
all. Most of the cases that follow the general rule seem to be the larger cases pointing perhaps to a requirement for the project to have a critical mass to accurately extract such results. The scenario that best fits most cases is Connectivity split by the mean, followed by the various cases split by Visual Mean Depth. We also ordered (but not show) the table by the average mean depth of each site, average connectivity and amount of teams created, but they did not seem to reveal useful patterns.

<table>
<thead>
<tr>
<th>Number of people</th>
<th>Connectivity Mid-Range</th>
<th>Connectivity Median</th>
<th>Connectivity Mean</th>
<th>VMD Mid-Range</th>
<th>VMD Median</th>
<th>VMD Mean</th>
<th>Connectivity Mid-Range</th>
<th>Connectivity Median</th>
<th>Connectivity Mean</th>
<th>VMD Mid-Range</th>
<th>VMD Median</th>
<th>VMD Mean</th>
<th>Connectivity-Mean-Significant tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>91310</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 2. T-tests and ANOVAs for movement per site (p-values); empty cells are cases where the amount of groups were insufficient to run the test.

The same two tables follow for interaction. For this behaviour the general results (table 3) are not as consistent, with only two scenarios appearing significant: Connectivity split by the median and the combined metric split by the means. In the former scenario low connectivity areas were found to attract around 80% fewer people interacting; in the latter, the fewer people interacting were found in low connectivity, low Visual Mean Depth areas. These are areas quite central to the building but without a lot of visible space. The two intermediate types of areas (low connectivity-high Visual Mean Depth and high connectivity - low Visual Mean Depth) were found to attract about the same amount of people interacting. The greatest densities of people interacting were found to be in areas of high connectivity and high Visual Mean Depth, areas that are large but not very central to the building. The combined metric by mid-range also provides significant results but, as mentioned previously, the areas created are greatly imbalanced when Visual Mean Depth is considered, therefore it is only shown here for completeness.
Table 3. T-tests and ANOVAs for overall interaction (L for Low, H for High, Means in number of people per m² per hour)

In the case-by-case table below (table 4) it is evident that while we can detect significant generic patterns in the overall data, when we examine each site, the results are not as clear. While more people were counted interacting, in contrast to movement they don’t appear to prefer specific spaces. There also doesn’t appear to be a relationship between the size of the study and whether it shows significant results.

Table 4. T-tests and ANOVAs for interaction per site (p-values); empty cells are cases where the amount of groups were insufficient to run the test

5. DISCUSSION

The statistical tests show that the suggested representation is useful in the search for patterns of human behaviour in spatial configurations. The larger unit of analysis (area) avoids the problem of observed behaviour happening at
very specific locations as seen in our previous research [16] by aggregating those observations and thus reducing
the noise in the sample. We also manage to capture sufficient detail to differentiate between various spatial con-
figurations, i.e. large and small spaces, central and non-central ones, as well as spaces that have combinations of
those properties.

This method specifically allowed us to identify how predictable the two examined behaviours are. Movement
proved to be the more predictable of the two, even in disproportionate splits of the sample (i.e. with the mid-range).
Interaction on the other hand seems much more scattered perhaps as a result of the influence of other parameters.
The placement of various functions (kitchens, workspaces) attracts movement but not necessarily interaction which
may happen anywhere. Interaction is also influenced by the social network of the office, thus making spatial factors
less relevant.

The results about movement contradict previous findings in a smaller sample (seven offices) by Hillier and
Grajewski [8], that movement increases in more segregated areas. Instead, we found that movement happened in
central spaces, especially those that were highly visible. This contradiction, as well as the overall findings in both
the studied behaviours highlight the value of sampling from a large dataset. It provides a critical mass of data that
allows us to identify generic patterns that are otherwise unattainable with small studies. It also allows smoothing
out the various idiosyncrasies of specific studies, such as the locations of the various areas and distortions in the
data. But most of all, it provides a basis on which we can identify which of these idiosyncrasies are actually
pervasive in the sample and can be modelled and studied later on.

The large differences of means we find in the movement point to interesting possibilities for a designer. While
not true for each individual case, it can be expected that areas with less visibility (low Connectivity) and those
that are deeper in a building (high Visual Mean Depth) will attract fewer people moving. The combined metric
provides some more nuance, in that we can expect most of the movement in a newly designed building to be found
in highly visible, and central spaces. These results can be used as evidence to strategically inform future design
decisions for example allowing a designer to specifically configure a space so as to attract more movement and
interaction.

6. CONCLUSION AND FUTURE WORK

In this study we examined the existing spatial representations of indoor space as vehicles to understand the patterns
of human behaviour. We found that the existing representations can either not accurately represent indoor spaces,
are ambiguous in their construction or do not provide a general enough unit of analysis. We proposed a new
representation based on Visibility Graph Analysis that addresses this problem by creating larger units of analysis
and allowing us thus to meaningfully compare spatial configuration and human behaviour. The unit proposed is
an aggregation of the cells of the VGA lattice grid into similar and continuous areas that may then be used to
aggregate the discrete observations of human presence.

We initially tested this representation on simple-shaped spaces to understand its output, but eventually evaluated
it against a sample from a large dataset of office spaces that we used in previous studies. The results allowed us to
identify generic patterns, true for the general set of office spaces, for two behaviours that of people moving, and
people interacting. Movement was found to be consistently concentrated in places that are more visible or those
that are more central to the building. Interaction on the other hand was only found to be predictable when visibility
and centrality were examined together, with the most interactive areas being the ones with high visibility but which
are not very central.

While our evaluation focused on office spaces the results of the analysis may be carried out to other types of
indoor spaces. Given that office spaces are moderately programmed, we would expect this to perform worse for
more strongly programmed spaces such as hospitals. The best fit might be loosely programmed spaces where the
human behaviour is governed mainly by the configuration, such as museums and small-scale urban spaces such as
public squares.

In the future we plan to more closely examine the cases one by one and identify the confounding factors and
idiosyncrasies that make some of our results insignificant. We will incorporate other spatial information such
as the locations of functions and desks as well as non-spatial data such as the office social network and other
organisational parameters. We also plan to test the multitude of different metrics that have been created within the field of Space Syntax through the years, including, sets of topological, isovist, metric and angular metrics that capture local and global properties of the space. Finally, in search for more elegant solutions we will compare the above mentioned to ones that are agnostic to existing metrics but select continuous areas in random or uniform ways.
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