Geoeffectiveness of interplanetary shocks controlled by impact angles: A review

D. M. Oliveira\textsuperscript{a,b,\ast}, A. A. Samsonov\textsuperscript{c}

\textsuperscript{a}NASA Goddard Space Flight Center, Greenbelt, MD USA
\textsuperscript{b}Goddard Planetary Heliophysics Institute, University of Maryland Baltimore County, Baltimore, MD USA
\textsuperscript{c}Saint Petersburg State University, Saint Petersburg, Russia

Abstract

The high variability of the Sun’s magnetic field is responsible for the generation of perturbations that propagate throughout the heliosphere. Such disturbances often drive interplanetary shocks in front of their leading regions. Strong shocks transfer momentum and energy into the solar wind ahead of them which in turn enhance the solar wind interaction with magnetic fields in its way. Shocks then eventually strike the Earth’s magnetosphere and trigger a myriad of geomagnetic effects observed not only by spacecraft in space, but also by magnetometers on the ground. Recently, it has been revealed that shocks can show different geoeffectiveness depending closely on the angle of impact. Generally, frontal shocks are more geoeffective than inclined shocks, even if the former are weaker than the latter. This review is focused on results obtained from modeling and experimental efforts in the last 15 years. Some theoretical and observational background are also provided.
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1. Introduction

The Sun is the nearest star to the Earth. As a gigantic sphere of magnetized gas, the Sun is constantly active with large variations in its magnetic field. For example, based on historical and modern observations, it is well known today that the Sun presents a 22-year period of a dynamic solar cycle which corresponds to a double magnetic field reversal of its magnetic field polarity, but the time interval between two consecutive minima or maxima numbers of sunspots existing on the Sun’s surface corresponds...
to approximately 11 years. However, these time intervals vary from cycle to cycle (Eddy, 1976). This variability of the solar magnetic field controls the flow of an ionized gas named plasma, or a stream of charged particles, from the solar outer atmosphere, or the corona, into the interplanetary space. This stream of particles is called the solar wind which flows away from the Sun in all directions. The first detailed measurements of the solar wind properties were obtained from the Mariner 2 spacecraft (Neugebauer and Snyder, 1962), following theoretical predictions by E. N. Parker (see, e.g. Parker, 1958, 1961) and previous attempts by other spacecraft. For early references and historical perspectives, see reviews by Parker (1999) and Neugebauer (2003). While traveling in the interplanetary space, the solar wind encounters several bodies in the solar system, such as planets, moons, comets, asteroids, and many others. Most interesting effects occur when the solar wind interacts with magnetized bodies, such as planetary magnetospheres, in particular the terrestrial magnetosphere (Tsurutani et al., 2011).

During solar maxima, a high variability of the solar magnetic field is often responsible for ejections of plasma from the surface of the Sun, and this plasma carries a great amount of kinetic energy and momentum with it. Since these perturbations have the origin at the solar corona, they are called coronal mass ejections, or CMEs (Gosling, 1997; Webb and Howard, 2012). CMEs traveling in the interplanetary space generally drive shock waves ahead of their leading edges. These shock waves, or interplanetary (IP) shocks, occur when CME shock speeds with respect to the upstream solar wind are larger than the medium magnetosonic speed (Kennel et al., 1985).

Due to the fact that solar wind streams from different solar regions have different speeds, frequently fast speed streams (associated with coronal holes) push low speed streams (associated with the heliospheric current sheet) generating a compression region between the two streams. This is the cause of the formation of another large scale solar wind perturbation called corotating interacting regions (CIRs), first discovered by Smith and Wolfe (1976). The first CIR-driven shock observation was discussed by Tsurutani et al. (1982), who were the first to show that particles can be accelerated by shocks. If the relative speed between the fast and slow streams is greater than the local magnetosonic speed, IP shocks can be driven by CIRs as well. However, CIR shocks are more frequently driven in the heliosphere away from the Earth’s orbit (see, e.g., Richter et al., 1985; Tsurutani et al., 2006; and references therein).

Impacts of IP shocks on the Earth’s magnetosphere are associated with many disturbance effects that can be detected in the geospace and on the ground. The first dramatic effect triggered by IP shock impacts results from abrupt compressions of the magnetosphere/magnetotail leading to intensifications of the Chapman-Ferraro currents, which in turn cause abrupt increases in the horizontal magnetic field measured by magnetometers on the ground. This effect corresponds to the sudden impulse signatures (Patel and Cahill, 1974; Kokubun et al., 1977). If the solar wind dynamic pressure increases, a positive jump will be created (SI+), and if it decreases, a negative jump (SI−) will be created (see, e.g., Araki, 1994). However, when geomagnetic activity followed shock impacts, early researchers thought that a different event was associated with compressions, namely the storm sudden commencement (SSC) (Chao and Lepping, 1974; Smith et al., 1986). Moreover, in this paper, we will use the terms SI+/SI−, even though the papers here reviewed originally used SSC. For a discussion on the comparison between SI+/SI− and SSC, we refer the reader to Joselyn and Tsurutani (1990) and Gonzalez et al. (1992).

Strong IP shocks especially with southward IMF (interplanetary magnetic field) preconditions are often followed by intense geomagnetic storms (e.g., Lugaz et al., 2016), but the direct causes of the storms are the occurrence of magnetic reconnection (Gonzalez and Tsurutani, 1987; Tsurutani et al., 1992; Gonzalez et al., 1994, 1999, 2007; Echer et al., 2008a,b). Other effects triggered by IP shocks in the magnetosphere-ionosphere-thermosphere system are radiation belt perturbations (Blake et al., 1992; Hudson et al., 1997; Zong et al., 2009; Horne et al., 2013; Halford et al., 2015), heating and upwelling of the highest layers of the Earth’s upper atmosphere, or the thermosphere (Connor et al., 2016; Shi et al., 2017; Oliveira and Silva, 2017; Oliveira et al., 2017), triggering of substorms (Heppner, 1955; Schieldge and Siscoe, 1970; Kokuban et al., 1977; Akasofu and Chao, 1980; Craven et al., 1986; Lyons, 1995; Zhou and Tsurutani, 1999, 2001; Liou et al., 2003; Tsurutani et al., 2008; Yue et al., 2010; Echer et al., 2011), and many others. For example, Kokuban et al. (1977) showed that intense auroral activity was triggered by SI+ events whose amplitudes were larger than 40 nT. Kamide and Slavin (1986) and Zhou and Tsurutani (1999) showed that preconditioning imposed by IMF Bz < 0 affected the intensity of substorms.

The interaction of IP shocks with the Earth’s magnetosphere may also impose threats to human assets on and in the ground. For example, strong IP shocks accompanied with a large increase of the solar wind dynamic pressure compress the whole magnetosphere resulting in more strong magnetic field enhancements on the dayside than on the nightside (Russell et al., 1994a,b). This also intensifies the magnetospheric-ionospheric (MI) currents which produce large magnetic field perturbations on the ground, especially in high-latitude regions, and generate geomagnetically induced currents (GICs) (Lehtinen and Pirjola, 1985; Allen et al., 1989; Molinski, 2002; Bolduc, 2002; Kappenman, 2010; Pirjola, 2012; Oliveira and Nygara, 2017). Another ionospheric current system greatly affected by shock impacts is the equatorial electrojet (EEJ) current system, located in well confined low latitude regions (see reviews by Forbes, 1981; Reddy, 1989, for early references). GICs can also be intensified in low-latitude regions due to enhancements of the EEJ caused by IP shock impacts.
Figure 1: ENLIL simulations of two real events that occurred on 14 July 2012 for a CME (upper panels), and on 30 January 2017 for a CIR (lower panels). All panels show the radial velocity of both solar disturbances. Note that both solar disturbances are represented at moments before they reach the Earth (yellow large dot). The CME-driven shock hits the Earth almost frontally in both equatorial plane (left panel), and meridional plane (middle panel). In contrast, the CIR strikes the magnetosphere with a larger impact angle in both planes. Asymmetric radial velocity is also seen in the east-west/north-south plane cut at 1 AU, as shown in the right column panels. Courtesy of image: Dr. Yihua Zheng and NASA/Goddard CCMC.
Pipeline corruptions are frequently associated with intensified GICs (Gideon et al., 1970; Banach, 1987; Martin, 1993; Gummin and Eng, 2002; Viljanen et al., 2006). GICs created by telluric voltages can also be responsible for disruption in power grid equipments caused by extreme heating surpassing all cooling and isolation schemes (Lanzerosi, 1979; Boteler et al., 1998; Bolduc, 2002; Kappenman, 2010; Oliveira and Ngeira, 2017), leading to severe economic losses reaching at least $10 billion (for a modern perspective, see National Research Council (NRC), 2008; Happgood and Thomson, 2010; Schrijver et al., 2014; Oughton et al., 2017).

Although usually IP shocks are assumed to be planar structures traveling in the interplanetary space at near 1 AU (astronomical unit) (Russell et al., 1983a, 2000), non-planarity conditions have also been observed (Neugebauer and Giacalone, 2005). A vector perpendicular to the shock fronts, the shock normal vector, can be computed for all IP shocks if data from at least one spacecraft are available.

In general, IP shocks driven by CMEs have their shock normals close to the Sun-Earth line since CMEs tend to perform with the Sun-Earth line, the shock impact angle, is different from the angle between the shock normal and the upstream magnetic field vector, the shock angle or simply obliquity. Their individual features will be discussed later in this review. Although many researchers are interested in geomagnetic effects within time intervals corresponding to hours after shock impacts, we focus only on the shock geoeffectiveness close to the shock impact. In general, works in the past 15 years have shown that the more frontal the shock impact, the higher the geomagnetic activity followed by the shock impact. Such results come both from modeling investigations and experimental observations. The ultimate goal of this paper is to review as much accurately as possible all the results obtained on this topic over the last decade and a half. A list of acronyms and abbreviations can be found at the end of the paper.

2. Early prediction and first observations of collisionless shocks in the solar wind

Gold (1955) suggested in a conference held in Cambridge, England, that geomagnetic SI+ events result from IP shock impacts that generate jumps in the interplanetary gas (plasma) velocity, magnetic field, thermal pressure, and density. Such disturbances are heliospheric structures of large scale. According to Gold (1955)’s words,

I should like to discuss, in connection with the subject of shock waves, some of the magnetic disturbances on the Earth that are caused by solar outbursts. The initial magnetic disturbance at Sudden Commencement of a magnetic storm can be accounted for very roughly by an increase of pressure of the tenuous gas around the Earth. This increase of pressure may perhaps be described as the effect of a wave sent out by the Sun through the tenuous medium between Sun and Earth. In the complete absence of any such medium this description would then correspond to that of a stream of particles, while in the presence of a medium the correct description may lie anywhere between an acoustic wave, a supersonic shock...
wave or an unimpeded corpuscular stream. The observations of magnetic storms may hence give us a fairly direct proof of the existence of shock waves in the interplanetary medium.

The possibility of the existence of shocks in the interplanetary space was then accepted. Parker (1961) suggested a model for shock propagation in the interplanetary space. His idea was further extended by Hundhausen and Gentry (1969). However, the first evidences of collisionless shocks in nature were observed in the interplanetary space. As seen above, the existence of the magnetosphere suggested the formation of a stationary collisionless shock at the front of the magnetosphere. Curiously, the existence of a stationary shock, i.e., a shock at rest in the Earth’s reference frame, was suggested in the same edition of the Journal of Geophysical Research by Axford (1962) and Kellogg (1962). The bow shock was first observed by the Mariner 2 spacecraft as irreversible changes in the solar wind and IMF which were interpreted as hydromagnetic shocks (Ness et al., 1964; Sonett et al., 1964). The bow shock is formed if a supersonic flow interacts with an obstacle, and it separates the pristine solar wind from the subsonic plasma flow in the magnetosheath. Another magnetospheric boundary is the magnetopause, a current layer whose position is determined by the pressure balance condition between the solar wind dynamic pressure and the magnetospheric magnetic pressure, first observed by Heppner et al. (1963) and Cahill and Amazeen (1963). The region between the bow shock and the magnetopause is called the magnetosheath. The magnetosheath in the subsolar region for typical solar wind conditions is located approximately at a distance between 10RE and 13RE (Earth radius of ~6400 km) from the Earth (Cahill and Amazeen, 1963; Heppner et al., 1963; Russell, 1984). This region is highly turbulent because it is formed by the shocked solar wind (Russell, 1984; Paschmann et al., 2005). The bow shock, magnetopause, and magnetosheath are shown in Figure 2, as seen in Eastwood et al. (2014). The numerical gas dynamic model of Spreiter et al. (1966) reasonably well predicted the bow shock formation and magnetosheath flow between the bow shock and magnetopause obstacle. For a broader perspective on the discovery of the magnetosphere, see, e.g., Russell (1984) and Gillmor and Spreiter (1997).

3. Brief description of theoretical background

3.1. Classification of shocks

In a magnetized plasma, three propagating MHD wave modes are fast, Alfvén, and slow, while entropy waves move with the same speed as a local medium. Correspondingly, there are three characteristic velocities in the plasma, fast (Vf), Alfvén (Va), and slow (Vs) speeds. MHD waves under certain conditions evolve to shocks, and these shocks are classified as fast, intermediate, and slow shocks according to their upstream and downstream speeds. If plasma flow is superfast (i.e., the flow velocity V is larger than Vf) upstream of a shock, but subfast and superalfvenic (i.e., Va < V < Vf) downstream of a shock in the shock reference frame, this is a fast shock (Landau and Lifshitz, 1960). Slow shocks are characterized by a superslow and subalfvenic upstream speed (Vs < V < Va), and a subslow downstream speed (V < Vs). There are four other shock types characterized by certain combinations of upstream and downstream speeds and an entropy increase through the shock, e.g., a type with subfast and superalfvenic speed upstream and subalfvenic and superslow speed downstream. All these shocks are called intermediate; they do not satisfy the evolutionary condition in the ideal MHD theory, therefore it was suggested that they immediately evolve into other stable MHD discontinuities (Akhiezer et al., 1959; Jeffrey and Taniuti, 1964;
Kantrowitz and Petschek, 1966). However subsequent analytical (Kennel et al., 1989; Hada, 1994) and numerical (Wu, 1988, 1990; De Sterck and Poedts, 2000) studies showed that intermediate shocks are evolutionary in dissipative MHD, but may be still non stationary in hybrid simulations (Lee et al., 1989). Some observations in the solar wind also confirmed the existence of intermediate shocks (Chao et al., 1993; Feng and Wang, 2008; Feng et al., 2016). Tsurutani et al. (2005) suggested that investigations of Alfvén waves may be an excellent pathway to identify the plasma properties of eventual intermediate shocks. However, both intermediate and slow shocks have been rarely observed in the solar wind. Moreover, only much stronger fast IP shocks result in significant magnetospheric response, therefore our review is mainly limited to fast shocks. For more details on intermediate shocks, see review by Tsurutani et al. (2011).

Shocks are classified in terms of their direction of propagation with respect to the Sun's well. If, in the shock frame of reference, shocks propagate antisunwards/sunwards, they are classified as forward/reverse shocks (Burlaga, 1971; Kennel et al., 1985; Tsurutani et al., 2011; Oliveira, 2017). CME-driven shocks are usually fast and forward shocks (Klein and Burlaga, 1982; Lindsay et al., 1994; Berdichevsky et al., 2000; Oh et al., 2007; Kilpua et al., 2015), while fast and reverse shocks are driven, for example, by over-expanding CMEs (Gosling et al., 1994) and CIRs near Earth’s orbit (Jian et al., 2006b; Kilpua et al., 2015), which makes them very rare to be observed (see, e.g. Chao and Olbert, 1970; Burlaga and Chao, 1971; Whang, 1982; Smith et al., 1984; Whang et al., 1996; Lin et al., 2009). At 1 AU, most IP shocks are fast and forward shocks (Richter et al., 1985). However, a few slow shocks can be observed beyond 1 AU since in most cases they are completely driven there (Richter et al., 1985). Since this paper focuses on fast forward shocks, we refer Stone and Tsurutani (1985) and references there for discussions on slow mode shocks. At the Earth’s orbit, most IP shocks are CME-driven shocks, and only a few shocks are CIR-driven, because CIR-driven shocks are usually completely developed beyond 1 AU (Smith and Wolfe, 1976; Richter et al., 1985; Smith, 1985).

Theoretical aspects of MHD shocks were reviewed in many publications (see, e.g. Landau and Lifshitz, 1960; Kantrowitz and Petschek, 1966; Kennel et al., 1985; Oliveira, 2017). In particular, all plasma parameters, speed (V), proton density (N), thermal pressure (P) and total magnetic field (B) increase for a fast forward shock (FFS). For a fast reverse shock (FRS), all parameters decrease, except V because all shocks are dragged away by the solar wind. In the case of slow forward shocks (SFSs), N, P and V increase, while B decreases. Finally, N and P decrease and B and V increase for slow reverse shocks (SRSs). The summary of these shock properties are plotted in Figure 3 from Oliveira (2017).

The shock speed may also be related to the strength of IP shocks, since IP shocks with high Mach numbers drive large increases of entropy and dynamic pressure anhead of them. Another way to measure IP shock strength is the compression ratio X, the ratio of downstream to upstream plasma density which can theoretically reach the maximum value of 4 (Kennel et al., 1985; Tsurutani and Stone, 1985). However, most IP shocks at 1 AU have X no larger than 1.5 (Tsurutani and Stone, 1985; Echer et al., 2003; Kilpua et al., 2015; Oliveira and Raeder, 2015). As will be discussed later, FFSs are not only more abundant, but also trigger more intense geomagnetic activity, e.g. intensifications in field aligned currents, cross polar cap potential, and auroral precipitation, when they impact the Earth’s magnetosphere (Zhou and Tsurutani, 2001; Echer et al., 2004, 2011; Oliveira and Raeder, 2014, 2015; Oliveira et al., 2016).

Since the space plasma moves away from the Sun with a frozen-in solar magnetic field, or the IMF, a geometric factor is crucial for determining downstream (shocked region) plasma parameters as functions of the upstream (non-shocked) plasma parameters. This factor is the shock normal which is perpendicular to the shock front. Thus, IP shocks can be classified in terms of the angle $\theta_B$, between the shock normal and the upstream magnetic field vector. In the shock frame of reference, in general, the IP shocks with $\theta_B$ close to 90° are classified as perpendicular shocks, whereas shocks are classified as parallel if this angle is almost null. In this case, heating of plasma in the direction parallel to magnetic field and magnetic fluctuations of large amplitude will occur (Tsurutani and Rodriguez, 1981; Tsurutani et al., 1983; Kennel et al., 1984a,b). If this angle is arbitrarily in between, the shock is said to
be an oblique shock. Modeling and experimental results have shown that perpendicular shocks are generally more geoeffective than parallel or oblique shocks since they tend to compress the downstream plasma more effectively (Jurac et al., 2002; Oliveira and Raeder, 2014; Oliveira, 2015, 2017).

Transient IP shocks can accelerate charged particles to energies of scales of tens of MeV. Such accelerated particles are usually associated with solar energetic particle events and depend upon the $\theta_{B}$ angle (Tylka and Lee, 2006; Richardson and Cane, 2010). At quasi-parallel shocks, particles are scattered and accelerated by diffusion processes related to first-order Fermi processes as first suggested by Fermi (1949) (see also Toptygin, 1980; Lee, 1983). In the case of quasi-perpendicular shocks, particles accelerate along the shock front in the direction of the electric field given by $-v \times B$ (Pesses et al., 1979). Parallel and perpendicular shocks enhance turbulence energies in the solar wind across the shock as well (Tsurutani et al., 1983; Adhikari et al., 2016). However, plasma waves had been detected before at the bow shock in both upstream and downstream regions (see references in Tsurutani and Rodriguez, 1981). These high energetic particles play an important role in space weather investigations since they pose serious threats to human assets in space, such as satellites, and human activities in space as well (Reames, 1999; Manchester IV et al., 2005). Particles that are gradually accelerated during shock propagation from the Sun to the Earth are very important for space weather purposes (Reames, 1999). Quasi-parallel shocks are generally weaker than quasi-perpendicular shocks since the magnetic field vector hardly changes across the shock surface (Burgess et al., 2005). Moreover, quasi-parallel shocks are rarely observed in the solar wind at the Earth’s orbit, and perhaps their lackness is complemented by the difficulty in determining their properties (Kruparova et al., 2013; Kilpua et al., 2015; Oliveira and Raeder, 2015).

Planar magnetic structures (PMSs) are found in the intermediate downstream regions of quasi-perpendicular shocks with high upstream plasma beta (Kataoka et al., 2005; Palmerio et al., 2016). The planar part of the sheaths associated with these shocks are expected to be more geoeffective since they have large magnetic fields out of the ecliptic plane (Palmerio et al., 2016). In addition, Kilpua et al. (2013) showed that the solar wind/MI coupling is amplified by these sheaths, which in turn produces the largest power in ULF range magnetic fluctuation within the sheaths of strong CMEs.

MHD shocks correspond to a particular type of MHD discontinuities where all plasma parameters and magnetic field undergo increases across the discontinuity surface. However, there are other discontinuities that are not shocks, i.e., not all IMF and plasma parameters vary across the discontinuity. Such discontinuities discussed, e.g., by Landau and Lifshitz (1960) correspond to contact, rotational and tangential discontinuities. While FFSs are detected at a rate of 50 per year during solar maximum and 7.5 per year during solar minimum (Echer et al., 2003; Kilpua et al., 2015; Oliveira and Raeder, 2015), rotational and contact discontinuities are observed at a rate of 1-2 per hour (Tsurutani and Smith, 1979; Lepping and Behannon, 1986; Tsurutani et al., 2011). However, the observations of contact discontinuities near Earth’s orbit are very rare (Colburn and Sonett, 1966; Hudson, 1970; Smith, 1973; Hsieh et al., 2014) because the plasma along their surfaces diffuse very fast. That is why studies of contact discontinuities are subject of modeling investigations (Tsai et al., 2009). Since MHD discontinuities other than FFSs are outside the scope of this review paper, we refer the reader to many reviews of their properties in the literature (see, e.g. Landau and Lifshitz, 1960; Kennel et al., 1985; Tsurutani and Stone, 1985; Tsurutani et al., 2011; Oliveira, 2017).

3.2. Computation of shock normals and speeds

IP shock normals are often calculated by solving the Rankine-Hugoniot (RH) equations which are deduced from a straightforward assumption of planar discontinuities and the conservations of mass, momentum and energy through the discontinuity surface, in addition to the continuity of normal magnetic field and tangential electric field. The variables involved in those calculations are the upstream and downstream IMFs, plasma parameters and shock velocity. Since there have been many textbooks and reviews on the subject, we will only summarize important expressions used in this review (see, e.g. Petschek, 1958; Landau and Lifshitz, 1960; Jeffrey and Taniuti, 1964; Kantrowitz and Petschek, 1966; Burlaga, 1971; Priest, 1981; Kennel et al., 1985; Schwartz, 1998; Garnett and Bhattacharjee, 2005; Tsurutani et al., 2011; Oliveira, 2017, and references therein).

The most common normal determination methods obtained from single spacecraft data are classified as follows. If a shock is almost parallel, the magnetic coplanarity (MC) method, which uses only IMF data, as described by Colburn and Sonett (1966) and Lepping and Argentiero (1971), produces more reliable results. For almost perpendicular shocks, the velocity coplanarity (VC) method yields more adequate results (Abraham-Shrauner and Yun, 1976). In the case of oblique shocks, the use of a set of three equations that mix solar wind and IMF data (MD1,MD2,MD3) gives more adequate results (Abraham-Shrauner, 1972; Abraham-Shrauner and Yun, 1976). Viñas and Scudder (1986) increased the accuracy of shock normal determination using the least squares technique for a reduced set of RH conservation laws, and later Szabo (1994) and Koval and Szabo (2008) extended this technique to the whole set of RH equations. However, it is important to emphasize that the determination of shock normals is subject to large uncertainties despite the method used. See, e.g., Schwartz (1998) for discussions on this subject.

In summary, IP shock normals are computed by the following equations (the 1 and 2 indices correspond to IMF
Earth’s reference frame\(^a\): \(\theta_{x_n} \rightarrow 180^\circ - \theta_{x_n}\)

<table>
<thead>
<tr>
<th>Impact</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontal</td>
<td>(&lt; 45^\circ) or (&gt; 135^\circ)</td>
</tr>
<tr>
<td>Inclined</td>
<td>(\geq 45^\circ) or (&lt; 135^\circ)</td>
</tr>
</tbody>
</table>

Shock reference frame\(^b\): \(\theta_{B_n}\)

<table>
<thead>
<tr>
<th>Magnetic</th>
<th>Obliquity</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel</td>
<td>Oblique</td>
<td>Perpendicular</td>
</tr>
<tr>
<td>Close to 0(^\circ)</td>
<td>Around 45(^\circ)</td>
<td>Close to 90(^\circ)</td>
</tr>
</tbody>
</table>

\(^a\) Generally fixed. It can be Earth or a spacecraft.

\(^b\) Moves with the shock.

Table 1: Summary of the geometric properties of IP shocks reviewed in this paper in terms of the angle \(\theta_{x_n}\), in the Earth’s or spacecraft’s reference frame, and \(\theta_{B_n}\), in the shock’s reference frame.

and plasma parameters in the upstream and downstream regions, respectively:

\[
\begin{align*}
\mathbf{n}_{\text{MC}} &= \frac{\mathbf{B}_2 \times \mathbf{B}_1 \times (\Delta \mathbf{B}_{21})}{|\mathbf{B}_2 \times \mathbf{B}_1 \times (\Delta \mathbf{B}_{21})|} \quad (1) \\
\mathbf{n}_{\text{MD1}} &= \frac{\mathbf{B}_1 \times \Delta \mathbf{v}_{21}}{|\mathbf{B}_1 \times \Delta \mathbf{v}_{21}|} \times \Delta \mathbf{B}_{21} \quad (2) \\
\mathbf{n}_{\text{MD2}} &= \frac{\mathbf{B}_2 \times \Delta \mathbf{v}_{21}}{|\mathbf{B}_2 \times \Delta \mathbf{v}_{21}|} \times \Delta \mathbf{B}_{21} \quad (3) \\
\mathbf{n}_{\text{MD3}} &= \frac{\Delta \mathbf{B}_{21} \times \Delta \mathbf{v}_{21}}{|\Delta \mathbf{B}_{21} \times \Delta \mathbf{v}_{21}|} \times \Delta \mathbf{B}_{21} \quad (4) \\
\mathbf{n}_{\text{VC}} &= \frac{\Delta \mathbf{v}_{21}}{|\Delta \mathbf{v}_{21}|} \quad (5)
\end{align*}
\]

where \(\Delta \mathbf{B}_{21} = \mathbf{B}_2 - \mathbf{B}_1\) and \(\Delta \mathbf{v}_{21} = \mathbf{v}_2 - \mathbf{v}_1\).

Usually, shock normals are calculated with data obtained from a single spacecraft. However, shock normals calculated with data from several spacecraft correspond to more reliable results (see, e.g., Burlaga et al., 1980; Russell et al., 1983a,b; Russell and Alexander, 1984; Thomsen, 1988; Russell et al., 2000; Szabo, 2005; Koval and Szabo, 2010; Grygorov et al., 2014). However, multiple spacecraft data are relatively rare and their use in a large statistical study would be inconsistent. Their use ought to be desirable only in isolated events, if data allow.

In GSE (Geocentric Solar Ecliptic) coordinates, the X axis points radially from the Earth to the Sun. From equations (1-4) above, \(\theta_{x_n}\), the angle between the shock normal and the X line, is calculated by the expression:

\[
\theta_{x_n} = \arccos(n_x) \label{eq:theta_x_n}
\]

Once the shock normal vector has been calculated, the obliquity \(\theta_{B_n}\), the angle between the upstream magnetic field vector and the shock normal vector is given by

\[
\theta_{B_n} = \frac{\mathbf{n} \cdot \mathbf{B}}{|\mathbf{B}|} \quad (7)
\]

The shock speed is calculated from the upstream (1) and downstream (2) plasma parameters according to the RH jump conditions:

\[
v_n = \frac{(p_2 \mathbf{v}_2 - p_1 \mathbf{v}_1) \cdot \mathbf{n}}{p_2 - p_1} \quad (8)
\]

Finally, the shock strength is usually determined by Mach numbers given by

\[
M_i = \frac{v_i}{v_i}, \quad (9)
\]

where \(v_i\) is the relative velocity between the shock and the solar wind, and \(M_i\) and \(v_i\) are the Mach numbers and speeds for sound, Alfvénic and fast magnetosonic waves (as denoted by subscript i). In fact, the main frame of reference for physical purposes is the one moving with the plasma. However, the use of the Earth or a spacecraft as a frame of reference is only applied for practical applications.

3.3. A note on terminologies

The geometry of IP shocks is often discussed in the literature from a point of view of two different frame of references, namely the shock itself and the Earth or a satellite. Then, to avoid confusion, we will use terminologies connected to these two frames. The terminologies parallel, oblique and perpendicular refer to the angle between the upstream magnetic field and the shock normal, namely \(\theta_{B_n}\), in a frame of reference moving with the shock. On the other hand, the terminologies inclined and frontal are associated with the angle between the shock normal and the GSE Sun-Earth line, \(\theta_{x_n}\), as measured by an observer at Earth or a spacecraft. Nevertheless, it should be noted that other authors may use these terminologies interchangeably.

The shock normal vector is usually defined pointing either in the sunward or anti-sunward directions. In the former case, a frontal shock has \(\theta_{x_n} = 180^\circ\), and in the latter case, \(\theta_{x_n} = 0^\circ\). In this paper, inclinations of shocks where \(\theta_{x_n} \rightarrow 180^\circ - \theta_{x_n}\) are assumed to be the same. Table 1 summarizes the shock angle nomenclature used in this review paper.

4. Data and models

4.1. Plasma and IMF data

In this section we briefly describe the solar wind plasma and IMF measurements that have primarily been used in the studies that are discussed in this review. The solar wind data at the L1 Lagrangian point upstream of the Earth were often obtained from two spacecraft, Wind and ACE (Advanced Composition Explorer). The Wind plasma data, with time resolution of 3 seconds, were obtained from the Solar Wind Experiment (SWE) instrument, described by Ogilvie et al. (1995), while the IMF data were recorded by the Magnetic Fields Investigation Instrument (MFI) (Lepping et al., 1995). The ACE 64-second time resolution data were obtained from the Solar Wind Electron, Proton and Alpha Monitor (SWEPAM), described by McComas et al. (1998) and Smith et al. (1998). The ACE magnetometer instrument (MAG) provides 16-second time resolution data as explained by Smith et al. (1998). The Wind and ACE data can be downloaded from
Figure 4: IAGA (blue dots) and SuperMAG (red dots) station distribution in the northern hemisphere. As discussed by Newell and Gjerloev (2011a), a sharp increase in the SML index was measured by the SuperMAG index stations, but AL enhancements were not detected by the IAGA stations. There were no IAGA stations under the auroral bulge for that event. This figure was taken from Newell and Gjerloev (2011a).

Data from STEREO (Solar Terrestrial Relations Observatory), a constellation of two identical satellites, STEREO-A and STEREO-B, were also used in the calculation of shock properties, but in a smaller scale. STEREO obtains magnetic field measurements by the magnetometer IMPACT (In-situ Measurements of Particles and CME Transients), with time resolution of 0.125 second, plasma measurements by the PLASTIC (Plasma and Suprathermal Ion Composition), with time resolution of 60 seconds. Technical aspects and functionalities of IMPACT and PLASTIC were detailed by Acuña et al. (2008) and Galvin et al. (2008), respectively. STEREO-A orbits the Sun at approximately 0.96 AU.

4.2. Geomagnetic index data

The understanding of determined geomagnetic activity depends on the choice of the most convenient geomagnetic index (Rostoker, 1972; Huttunen et al., 2002). For example, the logarithmic index Kp introduced by Bartels (1949) (and its linear counterpart Ap) is a good indicator of geomagnetic activity in regions of middle geomagnetic latitudes whose contributions come from the auroral electrojets and the ring current. If one is interested in measuring disturbances in the ring current, the Dst (disturbance storm time) index, introduced by Sugiura (1964), is a good choice. The Dst index was accepted after the International Geophysical Year (IGY) in 1964. The time resolution of the Dst data is 1 hour. However, for events with a time range smaller than a day, the 1-minute time resolution symmetric ring current index, SYM-H, first suggested by Iyemori (1990), is preferred over the Dst index. Both Dst and SYM-H index data are available for downloading from the website of the World Data Center (WDC) located in Kyoto, Japan (http://wdc.kugi.kyoto-u.ac.jp).

Auroral zone disturbances have been measured throughout the decades by geomagnetic indices first introduced by Davis and Sugiura (1966). The initial number of geomagnetic stations was 7, and in the following years this number was increased to 12, and sometimes there were many more stations used (see, e.g., Rostoker, 1972, for more details).
The current 12 ground stations record geomagnetic perturbations in different locations around the globe and the results are superposed. The resulting upper and lower envelopes of this superposition give rise to two indices, the amplitude upper (AU, always positive) index, and the amplitude lower (AL, always negative) index. Usually, the AL index is associated with substorm activity, whereas the AE (auroral electroject) index is associated with nightside auroral activity. The AE index is defined as \( \text{AE} = \text{AU} - \text{AL} \). These indices are recognized by the International Association of Geomagnetism and Aeronomy (IAGA) as official geomagnetic indices, and have been heavily used by the space science community. The IAGA indices, with time cadence of 1 minute, are readily available for downloading from the WDC website (http://wdc.kugi.kyoto-u.ac.jp). Years later, Kamide et al. (1982) used 70 magnetometer stations to derive the AE index. However, they did not report quantitative results of their analyses. More surprisingly, Kamide (2005) even suggested the community to stop deriving and using the AE index because of its non-sense physical meaning for auroral electroject descriptions.

Sometimes the IAGA indices fail to produce a realistic measurement of strong substorm activity due to the limited number of ground magnetometers used for their computation. In order to overcome this deficiency, amongst others, a large worldwide collaboration named SuperMAG, with over 300 ground magnetometers came about to compute enhanced AU, AL, and AE indices (Gjerloev, 2009). The SuperMAG enhanced AU, AL and AE indices, or SMU, SML and SME indices, are essentially the same as the IAGA indices, but they consist in an enhanced index version since they are calculated from data from over 300 ground magnetometers. The 1-minute time resolution SuperMAG indices were used to investigate substorm and nightside auroral activities triggered by IP shocks with different impact angles and are reviewed in this paper. The SuperMAG data are readily available for download from the very convenient SuperMAG website http://supermag.jhuapl.edu/info/?page=acknowledgement. A summary of all SuperMAG collaborators found at the SuperMAG website is represented by Table 2. Several useful plotting tools are available there as well.

An example of an auroral substorm event observed by different numbers of IAGA and SuperMAG stations is represented by Figure 4 extracted from Newell and Gjerloev (2011a). In that figure, blue dots represent IAGA stations, whereas red dots represent SuperMAG stations. In their event, Newell and Gjerloev (2011a) show with Polar UVI imagery that the expansion of the auroral bulge traveled over no AE ground stations, but instead passed over almost ten of the SME ground stations. This auroral substorm was underestimated by the AE stations, as shown by Figure 5 from Newell and Gjerloev (2011a). Polar UVI images identified an auroral onset on 30 January 1997 at 0841 UT. The AL stations did not detect this substorm event; however, the SME stations recorded a substorm onset 37 seconds after the onset registered by Polar UVI observations. Therefore it is important to mention that AE and SME, besides the other SuperMAG indices, are primarily of the same nature, but with the SuperMAG indices being enhanced by the higher number of ground based stations used to build the SuperMAG indices. More details about the SuperMAG initiative can be found in Gjerloev (2009); Newell and Gjerloev (2011a,b), and an explanation about data techniques and assimilation is reported by Gjerloev (2012).

A statistical study of IP shock geoeffectiveness with different shock impact angles involving over 450 FFSs was conducted by Oliveira and Raeder (2015) and Oliveira et al. (2016). These authors carefully analyzed enhancements of SuperMAG indices followed by shock impact events in a time interval of January 1995 to December 2013. The review of the results found by these studies is in the scope of this paper.
4.3. Numerical MHD models

In space physics, local satellite observations are almost always not enough to draw general and global conclusions of plasma effects. In order to alleviate this deficiency, a powerful tool corresponding to numerical global MHD models has been extensively used in space plasma physics investigations. In this section some of the most popular models used by the space physics community will be briefly reviewed.

The PPMLR-MHD (Piecewise Parabolic Method with a Lagrangian Remap) is a Lagrangian version of the PPM (Piecewise Parabolic Method) that was developed by the University of Science and Technology of China (USTC) and the Center for Space Science and Applied Research (CSSAR), Chinese Academy of Sciences (see, e.g. Hu et al., 2005; Guo and Hu, 2007, and references therein). This code uses a numerical scheme with second order accuracy in time and third order accuracy in space to solve a set of conservative ideal MHD equations (Wang et al., 2013). The ionospheric part of the code is assumed to be a sphere of radius approximately 1R_E and is connected to the magnetosphere through field-aligned currents (Guo and Hu, 2007).

The BATS-R-US (Block Adaptive-Tree Solar wind Roe-type Upwind Scheme) MHD code (Powell et al., 1999) was developed by the Computational Magnetohydrodynamics Group at the University of Michigan, now Center for Space Environment Modeling (CSEM). BATS-R-US solves the three-dimensional MHD equations by using a numerical method described by Powell et al. (1999). The MHD part of the code is connected by field-aligned currents to the ionospheric part of the code which calculates the distribution of electric potential in the northern and southern hemispheres, as described by Ridley et al. (2004). Later, BATS-R-US was coupled into the Space Weather Modeling Framework (SWMF) (Tóth et al., 2005). The SWMF is a model that self-consistently couples different regions from the solar corona to the Earth's upper atmosphere. For instance, the SWMF is capable of calculating magnetic perturbations measured by artificial magnetometer stations located in any point of the Earth’s surface. The SWMF scheme is outlined by Tóth et al. (2007).

The OpenGGCM (Open Geospace General Circulation Model) is a global coupled model of Earth’s magnetosphere and ionosphere. The first versions of the OpenGGCM code came about back in the 1990’s at the University of California in Los Angeles (UCLA). The OpenGGCM is currently located at the University of New Hampshire (UNH). The model solves the resistive MHD equations in the magnetospheric part of the code and couples the magnetospheric and ionospheric parts through field-aligned currents as well (Raeder, 2003). The OpenGGCM uses an MI coupling
module that can map field aligned currents from the ionospheric boundary back to the magnetosphere. In addition, this model can compute electron precipitations using the Hall and Pedersen conductances obtained from empirical relations. The ionosphere-thermosphere system is modeled using the NOAA (National Oceanic and Atmospheric Administration) CTIM (Coupled Thermosphere Ionosphere Model (Fuller-Rowell et al., 1996; Raeder et al., 2001a)). OpenGGCM can be run at the CCMC website as a community model for model runs on demand as well (Rastätter et al., 2011, 2013).

The OpenGGCM code uses a modified version of the cartesian GSE coordinate system. In this coordinate system, the X axis points toward the Sun, the Y axis lies in the ecliptic plane and points dusk-ward (opposite direction of the Earth’s motion around the Sun), and the Z axis completes the right-handed orthogonal set (positive to the North). Therefore, during computations, OpenGGCM modifies the GSE coordinates by taking $X = -X_{GSE}$, $Y = -Y_{GSE}$, and $Z = Z_{GSE}$. Simulation domains typically run from $30R_E$ upstream the Earth and $300R_E$ down the tail. To complete the simulation box, the geometrical domain reaches $50R_E$ in the Y and Z directions in a typical run.

The grids used in the OpenGGCM simulations are called “stretched-cartesian” grids (Raeder, 2003), for example, as shown in Figure 6. The stretched-cartesian grids are adaptable to each particular simulation because one can define the regions where large definitions are desired. Grid cells can be taken smaller in areas of desired larger resolutions. These regions are often close to the Earth and the magnetotail.

There are other MHD codes used by the space science community, but due to the purpose of this paper they will be mentioned briefly. Such codes are the LFM (Lyon-Fedder-Mobarry) MHD code (Lyon et al., 2004), from the Dartmouth College, the GUMICS (Grand Unified Magnetosphere Ionosphere Coupling Simulation) (Janhunen, 1996; Janhunen et al., 2012), from the Finnish Meteorological Institute, and the TVD (Finite Volume Total Variation Diminishing) scheme, (Tanaka, 1994), from the Kyushu University, in Japan, and the MHD code that solves the MHD and Maxwell equations using the two-step Lax-Wendroff method (Ogino et al., 1992), from the Nagoya University, Japan, the SPBU global MHD code from St. Petersburg State University, Russia, based on the TVD Lax-Friedrichs 2nd order numerical scheme (Samsonov et al., 2016).

Tóth et al. (2007) simulated the propagation of a very fast CME and its impact on the magnetosphere. Numerical results were successfully compared to observations. The BATS-R-US code has been used to simulate the interaction between IP shocks and the Earth’s magnetosphere as well (Koval et al., 2006; Ridley et al., 2006; Samsonov et al., 2007; Tóth et al., 2007; Némecék et al., 2011; Samsonov and Sibeck, 2013; Goncharov et al., 2015; Samsonov et al., 2015). The BATS-R-US, OpenGGCM, GUMICS, and LFM models are readily available at the CCMC website (ccmc.gsfc.nasa.gov) for requests of runs on demand.

In this paper, we focus mostly on results obtained by the PPMRL-MHD (Guo et al., 2005; Guo and Hu, 2007; Wang et al., 2012), BATS-R-US (Ridley et al., 2006; Samsonov and Sibeck, 2013; Samsonov et al., 2015), and OpenGGCM (Oliveira and Raeder, 2014; Oliveira, 2015; Oliveira and Silveira, 2016) MHD codes. Results of the other MHD codes can be found in the abovementioned papers and in the review paper by Wang et al. (2013). A summary of the MHD and space weather models mentioned in this review can be found in Table 3 with a sample of their respective references and their availability at CCMC (ccmc.gsfc.nasa.gov) with their runs on demand.

### 5. Properties of shocks at 1 AU

The Solar Cycle (SC) 23, or SC23, began in May 1996 and ended in January 2008. The maximum monthly-averaged
sunspot number (SSN) observed on the Sun was approximately 180, and its minimum number was near 2 according to the list compiled by the Solar Influences Data Analysis Center (SIDC), available at http://sidc.oma.be. During SC23 the Sun unleashed the famous Halloween storms caused by very fast CMEs (Lopez et al., 2004; Echer et al., 2008a,b). The last superstorm of this solar cycle, that is, an event with $\text{Dst} < -250$ nT, occurred on 15 May 2005 (Shi et al., 2017; Oliveira et al., 2017). With few exceptions that occurred on St. Patrick’s day of 2013 and 2015, with minimum $\text{Dst}$ around $-200$ nT, there have been no significant storm events during the following solar cycle, SC24. The reason for this lack of superintense storms is due to an extremely low level of the solar activity in SC24. The current SC has been the weakest solar cycle in the past century (Pesnell, 2015). The maximum SSN of SC24, below the average, had been predicted before its first minimum occurrence (see, e.g., Pesnell, 2015, and references therein).

The occurrence of IP shocks at the Earth’s orbit is well known to roughly follow solar activity (Lindsay et al., 1994; Berdichevsky et al., 2000; Echer et al., 2003; Oh et al., 2007; Kilpua et al., 2015; Oliveira and Raeder, 2015). Although most of these studies agree that CMEs drive most of the observed FFSs, most of them reported different conclusions for the driving of shocks by CIRs (see, e.g., discussion by Kilpua et al., 2015, and references therein). Using a statistical sample of 679 FFSs and FRs observed between 1995 and 2013 by the Wind, ACE and STEREO spacecraft, Kilpua et al. (2015) concluded that CMEs drove most of the FFSs, while the majority of the FRs were driven by CIRs. CIR-driven FFSs did not follow any particular trend in relation to any solar cycle phases. Singh et al. (2017) found that moderate and intense CME- and CIR-driven geomagnetic storms that occurred during the ascending phase of SC24 were led by shocks.

As discussed in section 3, the main physical properties of IP shocks are the shock speed, the compression ratio, Alfvénic and magnetosonic Mach numbers, obliquity angle, impact angle, and clock angle of the shock normal (in the YZ plane). These parameters change significantly for each type of shocks and, not surprisingly, for periods of maximum and minimum solar activity. It should be noted that, extreme events, such as the Halloween events, might lack solar wind and IMF data due to instrument saturation, and are typically left out of statistical analyses. However, due to their low occurrence rate, this should not affect the general conclusions of such studies, as the ones here reviewed.

Several properties of all IP shock types were studied for the early minimum phase and maximum phase of SC23 by Echer et al. (2003). They found that the majority of the 82 IP shocks observed at 1 AU were FFSs during solar minimum and solar maximum. In general, FRs were more numerous during solar minimum, while SRSs showed approximately the same numbers during both periods. However, SFSs were not observed by Echer et al. (2003) during solar maximum. In general, all downstream parameters were larger than upstream parameters during solar maximum, except for the proton number density. These authors attributed this different parameter behavior to the fact that the heliospheric current sheet has a larger density in comparison to the background medium, and it is more stable. Alfvén Mach numbers were similar in both periods because the heliospheric current sheet has a larger density in the YZ plane. These parameters change significantly for each type of shocks and, not surprisingly, for periods of maximum and minimum solar activity. It should be noted that, extreme events, such as the Halloween events, might lack solar wind and IMF data due to instrument saturation, and are typically left out of statistical analyses. However, due to their low occurrence rate, this should not affect the general conclusions of such studies, as the ones here reviewed.

### Table 3: Summary of the MHD models briefly described in this review

<table>
<thead>
<tr>
<th>Model</th>
<th>Acronym</th>
<th>Availability</th>
<th>CCMC Availability</th>
<th>Sample Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>BATS-R-US</td>
<td>yes</td>
<td>Powell et al. (1999); Ridley et al. (2004); Tóth et al. (2007)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTIM</td>
<td>yes</td>
<td>Fuller-Rowell et al. (1996)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENLIL</td>
<td>yes</td>
<td>Odstrčil and Pizzo (1999); Odstrčil (2003)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FV-TVD</td>
<td>no</td>
<td>Tanaka (1994)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GUMICS</td>
<td>yes</td>
<td>Janhunen (1996); Janhunen et al. (2012)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lax-Wendroff method</td>
<td>no</td>
<td>Ogino et al. (1992)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LFM</td>
<td>yes</td>
<td>Lyon et al. (2004)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OpenGGCM</td>
<td>yes</td>
<td>Raeder et al. (2001a,b); Raeder (2003)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPMLR</td>
<td>no</td>
<td>Hu et al. (2005); Guo and Hu (2007)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPBU</td>
<td>no</td>
<td>Samsonov et al. (2016)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWMF</td>
<td>yes</td>
<td>Tóth et al. (2005, 2007)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Runs on demand available at [https://ccmc.gsfc.nasa.gov](https://ccmc.gsfc.nasa.gov).*

*1Coupled to OpenGGCM.*

*2Coupled to LFM.*

*3Coupled to BATS-R-US.*
fast shocks observed by Wind in its first 2.5 years in orbit (December 1994 to May 1997), and Oh et al. (2007), who studied 249 IP shocks seen by Wind and ACE at Earth’s orbit in the period 1995-2001. As opposed to the Echer et al. (2003) conclusions, these authors found that shock Mach numbers and proton plasma density correlated well with solar activity for FFSs. In agreement with Echer et al. (2003), Kilpua et al. (2015) did not find any particular correlation between sunspot number levels and shock strengths, since the Mach number for both FFSs and FRSs driven by CMEs and CIRs presented similar results.

Some of these studies also agree on the distribution of the impact angles of CME- and CIR-driven shocks. Berdichevsky et al. (2000) reported that CME-driven shocks had a broader distribution of shock normals in the equatorial plane in relation to CIR-driven shocks. However, Lindsay et al. (1994), who studied 45 shocks observed by Pioneer Venus orbiter at 0.72 AU, concluded quite the opposite, which lines with the discussion given for Figure 1. In addition, Kilpua et al. (2015)'s results generally agreed with Lindsay et al. (1994)'s results. However, Kilpua et al. (2015) found that $\theta_n$ showed similar trends during solar minima and maxima. Finally, these authors showed that the occurrence rate of FFSs correlated with solar activity, while the occurrence rate of FRSs did not.

A statistical study of the properties of 461 FFSs was carried out by Oliveira and Raeder (2015), regardless of the shock drivers. They used Wind and ACE data to calculate shock parameters (see equations (1-9) in this review and also Oliveira (2017)). It was found that most shocks were almost perpendicular, i.e., $\theta_n$ was usually larger than 45°. The clock angle $\varphi_y$, the angle between the shock normal and the Y axis in the YZ plane, was found to follow the Parker spiral, since most shocks had $\varphi_y$ in multiples of 45°. The majority of shocks had compression ratios between 1.0 and 1.5. The same occurred for the magnetosonic Mach number, which is consistent with previous observations (Tsurutani and Lin, 1985; Echer et al., 2011). It should be noted that these results are in particular for shocks at the Earth’s orbit.

According to empirical calculations carried out by Tsurutani and Lakhina (2014), the Mach number of a shock driven by an extremely fast CME would be ~45. In fact, the Mach number of the extreme CME of 23 July 2012 was ~21, calculated by Riley et al. (2016) with STEREO-A data. Although Kilpua et al. (2015) and Oliveira and Raeder (2015) showed that a few shocks had Mach numbers larger than 5, as also noted by Tsurutani et al. (2014), the reason of the lack of extreme shocks at 1 AU should be explained by their rare occurrence there or by a lack of solar wind/IMF observations during intervals of very disturbed solar wind conditions. Thus FFSs in the solar wind at 1 AU are predominantly weak shocks. For more details, see Figure 3 of Oliveira and Raeder (2015) and the corresponding discussion there.

For this review, the most important results for shock properties obtained by Oliveira and Raeder (2015) are shown in Figure 7. The top panel shows the number of registered FFSs between 1995 and 2016 and the corresponding time series of monthly-averaged SSNs. The second panel displays the distribution of shocks as a function of the impact angle $\theta_n$. These shocks were almost frontal shocks since most shock normals had $\theta_n$ larger than 135° and are consistent with earlier ACE observations (Wang et al., 2009, 2006). The third panel shows the distribution of shocks with the shock speed. Most shocks had speeds larger than 400 kms$^{-1}$, with average of 467 kms$^{-1}$. These results indicate that IP shocks at 1 AU are usually weak and strike the magnetosphere almost head-on.

The angle $\theta_B$, of shocks driven by CMEs and CIRs do not follow any particular trend with solar activity (Kilpua et al., 2015). These authors showed that, in general, the larger the obliquity, the more numerous the shocks. Even though they used the criterium $B_2/B_1 \geq 1.2$, they argue that, due to their rarity, only a few quasi-parallel shocks,
if any, were ruled out. The only exception found by Kilpua et al. (2015) is that there are fewer almost perpendicular shocks ($80^\circ < \theta_{\text{B}} < 90^\circ$) for CIRs. Oliveira and Raeder (2015) found very similar results for the case in which the shock drivers were not discriminated.

The shock list of Oliveira and Raeder (2015) was used to study geomagnetic activity triggered by IP shocks with different inclinations. Substorms were studied by Oliveira and Raeder (2015) and nightside auroral power intensity by Oliveira et al. (2016). The results obtained by these studies will be reviewed later in this paper.

6. Modeling impacts of head-on shocks

Most MHD simulations in the past involving IP shock impacts on the Earth’s magnetosphere were conducted assuming the shock normal vector parallel to the Earth-Sun line. Therefore, the subsequent compression was always symmetric. In this section some particular results obtained from studies of head-on shock impacts are reviewed.

The interaction of an IP shock with the magnetosphere begins when the IP shock collides with the bow shock. As noted above, most IP shocks are fast forward, while the bow shock is a stationary FRS. The interaction between the two shocks is a Riemann problem which can be solved using the RH conditions (Grib et al., 1979). In a most simple case, when the IMF lies in the shock front plane, this interaction modifies the IP and bow shocks and creates a contact discontinuity between them (Ivanov, 1964; Dryer et al., 1967; Shen and Dryer, 1972; Dryer, 1973; Grib et al., 1979). For more realistic conditions, e.g., when the IMF was directed along the Parker spiral, Grib (1982) in an analytical 1-D solution, Yan and Lee (1996) in 1-D and Samsonov et al. (2006, 2007); Samsonov and Sibeck (2013) in 3-D numerical MHD solutions showed that the interaction between the two shocks at the Sun-Earth line resulted in: a modified FFS moving further ahead into the magnetosheath, a slow forward expansion wave, a contact discontinuity, a SRS, and a slightly modified bow shock. All these discontinuities, including the modified bow shock, after the interaction moved earthward in the Earth’s frame. Samsonov et al. (2006) noted that the slow forward expansion wave, contact discontinuity and SRS usually propagate through the magnetosheath with similar speeds because the phase velocity of slow waves tends to zero if their wavevector is directed perpendicular to magnetic field and the contact discontinuity tends to diffuse, therefore the three discontinuities may form a single compound discontinuity extended in time. It would be true, at least, if we use observations in the magnetosheath with a relatively low time resolution of several seconds made relatively close to the origin of the discontinuities at the bow shock.

Safránková et al. (2007a,b); Pallocchia et al. (2010); Pallocchia (2013) presented several events in which the compound discontinuity was observed in the magnetosheath. A main specific property of this discontinuity is a decrease of the temperature observed in all the events. Through the same discontinuity, the density decreases, the magnetic field magnitude whether increases or keeps nearly the same, and the velocity does not change at all. According to numerical simulations (e.g., Yan and Lee, 1996), the predicted slow forward expansion wave and SRS in a typical case are weak and bring only slight variations of MHD parameters, while the contact discontinuity brings significant changes of the density and temperature which are usually observed (but sometimes like smooth variations rather than a sharp discontinuity) downstream of the FFS.

Numerical MHD simulations conducted by Samsonov et al. (2006) also predicted that the modified FFS in the magnetosheath became weaker than in the solar wind and moved with a smaller speed, as confirmed by observations (Koval et al., 2005, 2006).

The interaction between IP shocks and magnetopause launch a very weak fast shock or fast wave moving anti-sunward (Earthward in the subsolar region) through the magnetosphere (Samsonov et al., 2007), while the dayside magnetopause also moves Earthward and the magnetic field magnitude in the magnetosphere gradually increases. As noted by Grib et al. (1979) and Grib (1982), a fast rar-
efaction wave is reflected back into the magnetosheath, but the 3-D MHD simulations (Samsonov et al., 2007) show that this wave insignificantly changes the magnetosheath flow and probably is rapidly dumped.

In addition to the global magnetospheric compression, another immediate response to IP shock impacts is an enhancement of large scale FACs (field-aligned currents) between the magnetosphere and ionosphere (Cowley, 2000; Zesta et al., 2000; Oliveira, 2014). Since the electric conductivity along the field lines is high, the magnetospheric currents can easily close through the ionosphere, at about 120 km altitude, forming a joint MI current system. When the solar wind plasma partly penetrates through the dayside magnetopause (usually for a southward IMF), it creates an electric potential drop between the magnetospheric flanks. Being projected along the field lines into the ionosphere, this potential results in a dawn-to-dusk ionospheric electric field. The electric currents flowing parallel to the electric field are called the Pedersen currents, and the currents flowing perpendicularly both to the horizontal electric field and vertical magnetic field are called the Hall currents (see, e.g., Cowley, 2000, for a comprehensive review). In the ionosphere, the MI currents depending on solar wind conditions can form three current systems (from high to low latitudes): Region 0 (R0), Region 1 (R1), and Region 2 (R2) FACs.

Several authors investigated FAC enhancements caused by the interaction of head-on IP shocks with the magnetosphere using numerical MHD simulations (Keller et al., 2002; Fujita et al., 2003a,b; Luhmann et al., 2004; Ridley et al., 2006; Guo and Hu, 2007; Samsonov et al., 2010; Wang et al., 2012; Oliveira and Raeder, 2014; Oliveira and Silveira, 2016; Shi et al., 2017). For example, Keller et al. (2002) used the BATS-R-US model to simulate the impact of a solar wind dynamic pressure pulse (with an increase of density, but constant speed) on the magnetosphere. This pressure pulse results in a large magnetospheric compression and intensification of the MI currents. For a small constant northward IMF $B_z$, they predicted the intensifications of two current systems. First the high-latitude two-cell current pattern with the same polarity and position as northward $B_z$ (NBZ) currents are amplified (Araki, 1977; Moretto et al., 2000), then another current system with an opposite polarity (the same as R1 currents) is amplified at a little lower latitude. Similar results were obtained in other MHD simulations as well (e.g., Fujita et al., 2003a; Ridley et al., 2006; Samsonov et al., 2010).

Strong FAC enhancements are readily detected by global simulations of extreme events. Ridley et al. (2006) used solar wind input conditions corresponding to a very strong CME-driven IP shock which led to a great magnetospheric distortion as in the famous Carrington event in 1859 (Tsurutani et al., 2003; Li et al., 2006). For the solar wind input conditions, the simulations used results of a CME modeled by Manchester et al. (2006) with BATS-R-US. The CME shock was purely frontal. In this event, the density increases from 40 to 150 cm$^{-3}$, while the IMF $B_z$ decreases from less than 10 to almost $\sim 200$ nT leading to a great magnetospheric compression with the magnetopause approaching to the inner numerical boundary of the code at 2.5$R_E$.

In contrast, results of theoretical and empirical investigations as reported by Tsurutani et al. (2003) showed a different picture. In a more realistic scenario, calculations would produce a jump in density from a nominal value of 5 to the limit of 20 cm$^{-3}$. Later on, Tsurutani and Lakhina (2014) calculated the limit of the inward magnetopause motion and found $\sim 5R_E$, even though they considered a speed of 2700 kms$^{-1}$, much larger than the speed of 1500 kms$^{-1}$ for the CME simulated by Manchester et al. (2006) and Ridley et al. (2006). Indeed, a closest to the Earth magnetopause position reached after the impact of a fastest CME with a speed of 3000 kms$^{-1}$ near the Sun was reported by Hoffman et al. (1975) to be $\sim 5.2R_E$ in an excellent agreement with the Tsurutani and Lakhina (2014) results. Therefore, as pointed out by Ridley et al. (2006), the extreme 2.5$R_E$ position should be explained by the unusually high solar wind density that was assumed to occur upstream of this particular shock. Similar conclusions were drawn by Ngwira et al. (2014), who simulated another extreme event as well.

In their simulation, Ridley et al. (2006) also noted the appearance of a secondary reflected shock moving sunward through the dayside magnetosphere and magnetosheath whose initiation and motion was later investigated and explained by Samsonov et al. (2007), Samsonov et al. (2010), and Samsonov and Sibeck (2013). Figure 8 shows the magnetosphere response to a very similar Carrington-like CME conducted with the PPMLR-MHD code by Wang et al. (2012). That figure shows that the subsolar magnetopause and bow shock shift inward to 4.3 and 6.0$R_E$ respectively. A Space Weather event of this magnitude may pose severe risks to human assets that orbit Earth at geosynchronous orbit, such as GPS satellites (Lakhina et al., 2012), since they would be outside the magnetosphere protection and directly exposed to interplanetary radiation. In the Wang et al. (2012) simulation run, the cross polar cap potential drop increased by about 80 times after the artificial CME impact.

Figure 9 illustrates the temporal evolution of ionospheric currents simulated by Ridley et al. (2006). Immediately after the CME impact, a set of opposite currents appears in the high latitude ionosphere. Although they are similar to the NBZ currents, that is, same location and shape, these currents are not classified as NBZ currents due to their distinctive driving mechanism. Approximately 10 seconds later, the simulated currents travel poleward and become highly deformed. In the following 10 seconds, such currents almost fade away. At 04:46:40, another set of currents in the same direction as the R1 currents propagate toward the terminator along a near latitude line as opposed to the anti-sunward propagation of the first opposite current system. Ridley et al. (2006) associated this large R1-like current system to a high displace-
Figure 9: Field-aligned currents caused by the very strong CME-driven interplanetary shock simulated by Ridley et al. (2006). Figure from Ridley et al. (2006).
ment of either the bow shock or magnetopause caused by the violent shock impact. In the subsequent 1-2 minutes this current system stays strong and steady because the magnetosphere was highly compressed by the CME shock. The symmetry of these current systems is associated with the head-on impact of the shock. Guo and Hu (2007) ran the PPMLR-MHD code for the impact of a moderate shock on the magnetosphere with no IMF Bz. These authors noted the appearance of an anomalous R1 current system as well, which flowed oppositely to the R1 current system. This anomalous R1 current formed at noon, developed and then moved toward the evening side until it vanished. Guo and Hu (2007) concluded that such a response depends on the strength of the IP shock.

The successive intensification of the two MI current systems in the MHD simulations well agrees with the SI+ signatures well known from ground magnetic observations. At high latitudes, the sudden impulse consists of the preliminary impulse (which can be produced by the electric currents of NBZ type) and of the main impulse (which is related to the electric currents of R1 type). These two-pulse structure is superimposed by a step-like increase of the horizontal magnetic field resulted from a global magnetospheric compression. A comprehensive review of ground magnetic field variations resulted from IP shock impacts was performed by Araki (1994). Although MHD models can in general well reproduce the ground SI+ signatures and predict a similar behavior of the MI currents, different authors interpret the generation of the transient currents in the magnetosphere in different ways.

A mechanism of the current system generation responsible for the preliminary and main impulses was initially proposed by Tamao (1964a) and Tamao (1964b) and further developed by Araki (1994). According to these authors, the current system of preliminary impulse can be formed if the electric current flowing along the fast shock (fast wave) front in the magnetosphere closes through the ionosphere. The FACs during the main impulse are generated by a duskward electric field connected with enhanced magnetospheric convection in the compressed magnetosphere (Araki, 1994). However these qualitative models do not specify the position of the magnetospheric dynamo for either current system.

Fujita et al. (2003a) analyzed results of global MHD simulations and, following the ideas of Tamao and Araki, concluded that the preliminary impulse current is a part of the current system formed by a dawn-to-dusk current flowing along the magnetopause and a dusk-to-dawn current flowing along the shock front in the magnetosphere. Fujita et al. (2003b) defined two stages constituting the main impulse phase. In the first stage, the generation of the FAC system continues in the same way as during the preliminary impulse. In the second stage, the magnetospheric dynamo is supposed to be on the tail-ward side of the cusp. Another generation mechanism also proposed by Fujita et al. (2003b) is related to the compression of the magnetospheric flanks and this idea is in general consistent with Araki’s suggestion.

Keller et al. (2002), using results of MHD BATS-R-US simulations, found that the preliminary impulse FAC is connected with the pressure perturbation in the equatorial plane near the magnetospheric boundary. The second FAC in their simulations is supposed to be explained by the mode conversion of the fast compression wave in the magnetosphere following the initial ideas of Tamao (1964a) and Tamao (1964b).

Finally, Samsonov et al. (2010), using another simulation run of the same BATS-R-US model, suggested their own explanations of both FACs. They investigated a case with an artificial IP shock during northward IMF conditions. In that case, the magnetic reconnection occurred at a high-latitude region behind the cusp, and they found a dynamo region for the first FAC located near the magnetopause just inward of the high-latitude reconnection site. The second FAC (responsible for main impulse) was related to vortices predicted by several MHD models (see also, e.g., Slinker et al. (1999) or Fujita et al. (2003b)) on the both flanks near the equatorial plane.

A mechanism of generation of these vortices and corresponding MI currents was suggested by Samsonov and Sibeck (2013) using another MHD run. An essential part of this mechanism is the reflection of fast compressional wave (shock) in the inner magnetosphere thoroughly investigated by Samsonov et al. (2007). In the Samsonov and Sibeck (2013) simulations, this reflection occurred when the compressional wave contacted with the impenetrable inner numerical boundary, however in reality this inner boundary may correspond to either the plasmasphere or ionosphere. Using a simplified 1-D MHD model at the Sun-Earth line, Samsonov et al. (2007) obtained that about 70% of the incident energy may penetrate into the plasmasphere and the rest 30% reflects back in the outer magnetosphere. Using THEMIS observations, Samsonov et al. (2014) showed that IP shock impacts really result in the magnetic field increase and velocity oscillations both outside and inside the plasmasphere. The reflection of the compressional wave and a sunward flow near the Sun-Earth line is the first stage of the formation of vortices. So the vortices first appear in the dayside inner magnetosphere, but then move tailward and outward through the dawn and dusk flanks. The reflected compressional wave moves sunward through the dayside magnetosphere, successively interacts with the magnetopause and bow shock and stops their inward motion. In particular, Safránková et al. (2007b) presented a few real events with double bow shock crossings observed after an IP shock impact in which the sequence of discontinuities and variations of plasma and magnetic field parameters were consistent with MHD predictions. The MHD model also well reproduced the observations in the event presented by Palacina et al. (2010). Later, Pallocchia (2013) presented another observational confirmation that a fast reversed wave moving sunward occurred in the magnetosheath a few minutes after the initial IP shock passage.
In several papers, the speed of fast compressional wave (or sudden impulse) in the inner and outer magnetosphere and in the magnetotail was estimated both from observations and MHD simulations (Patel, 1968; Sugiura et al., 1968; Wilken et al., 1982; Huttunen et al., 2005; Andrééová and Přech, 2007; Andrééová et al., 2008; Keika et al., 2008). Most authors obtained that the speed of a sudden impulse in the magnetosphere is higher than that in the solar wind, varying from 700 to 1000 kms$^{-1}$ or more, that is consistent with the fast wave speed in the magnetosphere. However, the speed in the magnetotail according to some observations may be of the order of the solar wind speed or even less (Huttunen et al., 2005).

We can briefly mention here that the impact of IP shocks excites the magnetospheric pulsations, mostly standing Alfvén waves, over the entire frequency range (Takao and Matsushita, 1967). And MHD models can reproduce the process of generation of ULF Alfvén waves from a compressional wave reasonably well (Claudepierre et al., 2010; Samsonov et al., 2011).

7. Asymmetric magnetospheric compression in response to impacts of inclined shocks

The interaction of IP shocks inclined with respect to the Sun-Earth line with the bow shock was investigated by Grib and Pushkar (2006). They considered an IP shock that first strikes the dawnside flank and numerically solved the RH conditions for different points along the bow shock surface. They found that the structure of discontinuities propagating through the magnetosheath after the shock-shock collision slightly varied between the dawn and dusk flanks, but it necessarily included a modified FFS and a contact discontinuity. An average density near the contact discontinuity was about 16% higher (in their particular case) on the dawn side than on the dusk side.

Andrééová et al. (2008) used the GUMICS numerical MHD model to simulate the magnetospheric response to the IP shock of 09 November 2002. According to the Oliveira and Raeder (2015) IP shock catalogue, that shock had a modest inclination of $\sim$15° in relation to the GSE X line in the equatorial plane. Andrééová et al. (2008) noted that because of the shock inclination the compression of the magnetic field was somewhat stronger in the dayside magnetosphere adjacent to the IP shock front than on the opposite side.

Samsonov (2011) investigated the interaction of an inclined shock with the Earth’s magnetosphere using numerical simulations as well. He used a 3-D numerical MHD code to study the propagation of an artificial IP shock through the magnetosheath. That code solves MHD equations and makes corrections to keep $\nabla \cdot B = 0$ constraint using the projection scheme (Tóth, 2000). The author considered in the case in which the shock normal lay in the equatorial plane with the angle $\theta_{x_n}$ equal to 41° and the IMF directed along the Parker spiral. Since the numerical method keeps $\nabla \cdot B = 0$, the author could change both the IMF $B_x$ and $B_y$ on the upstream solar wind boundary as follows from the RH conditions. Moreover, solving the RH equations, Samsonov (2011) found a dependence of the velocity components downstream of the IP shock in the Earth’s frame on the $\theta_{x_n}$ angle. Figure 10 is a reproduction of Figure 2 from his paper which illustrates this dependence. Using this figure, Samsonov (2011) concluded that the ratio of the Y-directed (azimuthal) to X-directed (radial) solar wind dynamic pressure changed from 3–4% for $\theta_{x_n} = 40^\circ$ to 10–12% for $\theta_{x_n} = 80^\circ$. In particular, he obtained the downstream $V_y = 94$ kms$^{-1}$ if the upstream $V_y = 0$ in the simulated case with $\theta_{x_n} = 41^\circ$ was previously imposed.

Thus a strongly inclined shock may result in sudden impulses of different amplitudes on dawn and dusk ground stations at close latitudes. The magnetic field enhancement should be larger on the flank which was compressed first. In the same paper, Samsonov (2011) discussed a train of MHD discontinuities which followed the FFS on the dawn and dusk magnetosheath flanks.

Samsonov et al. (2015) studied the asymmetrical mag-
Figure 11: Left panel: equatorial cut of the magnetosphere. Lines from black to red indicate the positions of the magnetopause each minute beginning from the time of shock first impact the dusk magnetopause. Right panel: temporal variations of the magnetopause positions along several radial cuts (indicated by red/black/blue straight lines in the left panel). The uppermost dashed red line (a radial cut at 4 hr magnetic local time) illustrates the effect of magnetopause expansion before the compression. Taken from Samsonov et al. (2015).

Magnetospheric compression also using numerical simulations but with the BATS-R-US global MHD code. Numerical computations were provided by CCMC. The authors analyzed a moderately strong IP shock with solar wind conditions very similar to those in Samsonov (2011). They imposed a shock with Alfvén Mach number $M_A = 4.45$ and $X = 2.84$, and the shock normal performed an angle of $41^\circ$ with the GSE X axis in the equatorial plane. It led to a jump of the $V_x$ component of the solar wind speed from $-400 \text{ kms}^{-1}$ to $-505 \text{ kms}^{-1}$ through the IP shock, while $V_y$ changed from 0 to $-94 \text{ kms}^{-1}$.

Figure 11 (left panel) shows the magnetopause positions in the equatorial plane obtained in the MHD simulations. The orientation of the IP shock normal is indicated by a red arrow in the upper right corner of the figure, and displays that the shock first strikes the duskside magnetosphere. Each color line represents the magnetopause position every minute beginning from the time when the shock just approached the magnetopause. The shock impact generates a stronger compression on the duskside. On the dawnside, the compression is weaker and preceded by a modest magnetopause expansion.

In addition to the asymmetric magnetospheric compression, Samsonov et al. (2015) explored a new phenomenon which can hardly be realized in simulations with head-on shocks. This is an expansion of the early morning magnetopause, i.e., on the opposite side of the shock impact, which occurs just 1-2 minutes before the compression. The uppermost dashed red line on the right panel of Figure 11 shows an overshoot of the magnetopause position, which indicates this expansion.

Although it may be difficult to check this numerical prediction with in-situ observations at the magnetopause flank, it can be more easily confirmed by ground magnetic data. Therefore Samsonov et al. (2015) used the SWMF model to simulate magnetic field variations at ground magnetometer stations artificially positioned in different local time regions. As expected, they observed overshoots in the ground horizontal magnetic (H) component consistently with the overshoot in the dawnside magnetopause position. In addition, they found an IP shock with a very similar inclination (see the 13 June 1998 event in the Oliveira (2015) appendix) which caused a very similar overshoot in the ground H component on the duskside, since the shock impacted on the dawnside magnetosphere. These results confirmed Samsonov (2011)’s predictions discussed above.

The possibility of magnetopause expansion before compression in response to a solar wind pressure pulse was first pointed out by Kaufmann and Kompali (1969). Moreover, the authors noted that a very inclined solar wind discontinuity can cause a large magnetospheric deformation on the opposite side than that from which the discontinuity came from. A very weak magnetospheric expansion before the global compression was also noted in the global MHD simulation with BATS-R-US by Nemeček et al. (2011) on the nightside magnetopause in response to a head-on shock. The explanation of this phenomenon is that the speed of compressional waves in the magnetosphere is higher than the IP shock speed in the solar wind or magnetosheath, as discussed above. For example, the magnetosonic speed is usually about 1000 kms$^{-1}$ inside the magnetosphere, while a moderate IP shock has a speed of 500 kms$^{-1}$. As a result,
the total pressure on the inner side of the magnetopause on nightside flanks increases slightly before the total pressure on the outer side, and the magnetopause initially moves outward.

Another interesting result obtained by Samsonov et al. (2015) corresponds to a large deformation of the magnetotail current layer during and after the inclined shock passage through the magnetotail. Figure 12 shows electric current density in the plane perpendicular to the Sun-Earth line at X = −30R_E with a time lag between planes equal to 5 minutes. The left panel shows a slight deviation of the cross-tail current in relation to the ecliptic plane, probably due to a finite IMF B_y. The IP shock is seen on the right side as a vertical current sheet. After the shock impact, the magnetopause currents become very disturbed and both the magnetopause and bow shock move over 10R_E toward the midnight terminator. After the impact, the magnetopause deformations are relaxed, but the asymmetric shape continues to occur. Samsonov et al. (2015) attributed this large asymmetric effect to a high downstream V_y driven by the inclined IP shock, as predicted by Samsonov (2011).

A similar deflection of the far magnetotail caused by the passage of a very inclined IP shock was observed by Grygorov et al. (2014). That IP shock, with similar conditions to the shock simulated by Samsonov (2011) and Samsonov et al. (2015), occurred on 07 December 2003. Grygorov et al. (2014) took advantage of fortuitous mutual locations of the ACE (upstream), GEOTAIL and CLUSTER (bow shock flanks), and Wind (X = −240R_E down the tail) spacecraft for that event. Using data from these multiple satellites, Grygorov et al. (2014) found that the shock had a large inclination in both ecliptic and meridional planes corresponding to about 50°. They concluded that a very likely large magnetotail deflection of 30° was related to a large V_y solar wind speed, in accordance with predictions of Samsonov (2011) and Samsonov et al. (2015). Further investigations of the interaction of IP shocks with different inclinations with the magnetotail will bring about new understanding of magnetospheric physics, for example, the comprehension of substorm triggering mechanism (see, e.g., McPherron, 2015, and references therein).

8. Impact angle effects on geomagnetic activity
8.1. Ring current

The ring current is an electric current composed of electrically charged particles trapped in the Earth’s magnetosphere (Dessler and Parker, 1959; Sckopke, 1966; Carovillano and Siscoe, 1973; Daglis et al., 1999). The generation of the ring current results from the drift of these particles with energy 10-300 keV in the longitudinal direction. An intensification of the ring current during intervals of large magnetospheric disturbances, like magnetic storms, generates a horizontal magnetic field on the ground with an opposite orientation in comparison to the Earth’s dipole field that may last for a few days (Rostoker et al., 1997). Therefore, during the main phase of magnetic storms, ground magnetometers register a large negative perturbation of the H component. The Dst and SYM-H indices, discussed in section 4.2, correspond to a conventional measure to quantify geomagnetic storm intensities. According to a very common classification found in the literature, geomagnetic storms become intense when Dst(SYM-H) reaches a minimum value of −100 nT or less (Gonzalez et al., 1994). The Dst and SYM-H indices can also be obtained from the World Data Center as well.

By using Wind solar wind plasma parameters and IMF data, Jurac et al. (2002) investigated 107 FSSs from 1995 to 2000. They focused primarily on the θ_Bn angle. Figure 13 extracted from Jurac et al. (2002) displayed the relationship between geoeffectiveness triggered by IP shocks and θ_Bn. The upper panel shows the Dst index plotted as a function of θ_Bn. According to their results, quasi-perpendicular shocks, i.e., shocks with θ_Bn close to 90°, are associated with more intense geomagnetic storms. The
lower panel in Figure 13 indicates that most shocks have θ_{Bn} > 40° (dashed line). Interestingly, cases withDst < -100 nT, or intense geomagnetic storms, following IP shocks (solid line) occurred more frequently for θ_{Bn} > 70°, and no events are reported for θ_{Bn} < 40°. As a result, Jurac et al. (2002) concluded that quasi-perpendicular shocks were preceeded by storms more intense than those storms preceeded by quasi-parallel shocks because the fronts of quasi-perpendicular shocks are nearly parallel to the IMF, making it more likely to produce southward IMF B_x components in the downstream region. Therefore, variations of parameters through IP shocks play an important role in triggering geomagnetic activity followed by shock impacts. These results confirmed theoretical predictions of geomagnetic activity followed by the impacts with shocks with larger geomagnetic field of perpendicular shocks in comparison to their oblique counterparts (Grib et al., 1979; Grib, 1982).

8.2. SI+ rise times and magnetic field at geosynchronous orbit

The first dramatic response to an IP shock impact observed on the ground is a rapid increase of the SYM-H index. This is the onset of an SI+ event, whose rise time is defined by the time interval between the SI+ onset and its maximum amplitude (Dessler et al., 1960). Maeda et al. (1962) observed that SI+ rise times generally range from 2 to 10 minutes, and are centered at 4 minutes. Nevertheless, no assumptions were made about the influence of shock inclinations on SI+ rise time.

Magnetic field variations on the Earth’s surface during SI+ events are a result of the superposition of hydromagnetic waves generated in different magnetospheric regions. Following to this assumption, Dessler et al. (1960) and Ondoh (1963) suggested that SI+ rise times can be obtained from the difference between the arrival times of hydromagnetic waves generated in the magnetotail and in the subsoalar magnetopause. Nishida (1964) also supposed that the time taken for an IP shock or discontinuity to pass through the geoeffective magnetosphere determines SI+ rise times. Another aspect of this phenomenon is the relation between SI+ rise times and amplitudes. In general, SI+ events with large amplitudes are associated with short rise times (Araki et al., 2004). However, none of these studies connected the angle of impact of IP shocks on the magnetosphere with SI+ rise time determinations.

The effects of IP shock inclinations on the SI+ rise time followed by a shock impact were first pointed out by Takeuchi et al. (2002). They observed an unusually long SI+ rise time associated with an IP shock observed by Wind on 15 December 1995, shown in the left column of Figure 14, and another event on 01 November 1997 with a standard SI+ rise time, shown in the right column of the same figure. Figure 14 compares these two events. Usually after an IP shock impact, the total pressure in the magnetosphere as well as the SYM-H index grow rapidly during a few minutes, however in the first case the pressure increases from 100 pPa to 170 pPa in approximately 30 minutes, as seen from GEOTAIL data at X = -17.4RE in the magnetotail, shown in Figure 14(b). The SYM-H index also increases very gradually in 13 nT during the same time interval. The second event illustrates a more typical behavior when both the total pressure in the magnetotail and SYM-H index grow rapidly during about 7 minutes.

Takeuchi et al. (2002) introduced the concept of “geo-effective magnetopause” to explain the gradual increase of the dynamic pressure in the inner magnetosphere. The effect of a compression at the distant tail magnetopause is not detected on the Earth’s surface, and there is a border on the nightside, within which the geoeffective magnetopause is confined. Takeuchi et al. (2002) argued that inclined IP shocks would take more time to sweep by the geoeffective magnetopause. However, by inspecting the IP shock normal associated with the 15 December 1995
Figure 14: Comparison between two shock-related events, after Takeuchi et al. (2002): a typical SI+ rise time, right column; an unusual SI+ rise time, left column.
shock published previously by Berdichevsky et al. (2000), they noticed that the angle of the shock normal with the Sun-Earth line in the equatorial plane should be larger than \(\sim 11^\circ\) as calculated by Berdichevsky et al. (2000). Figure 15 shows the difference in the shock front inclinations in the GSE XY and XZ planes as predicted by Berdichevsky et al. (2000) and found by Takeuchi et al. (2002). Later, Oliveira and Raeder (2015) obtained a shock inclination of about 30\(^\circ\) for this particular event, which supports Takeuchi et al. (2002)’s explanation for their unusually high SI\(^+\) rise time observation. Thus, the shock inclination is an important factor for accurate space weather forecast.

By using ACE and Wind satellite data from 1995 to 2004, Wang et al. (2006) reported that, in a survey of nearly 300 FFSs, 75\% of them were followed by SSC’s observed on the ground, confirming previous results (Chao and Lepping, 1974; Smith et al., 1986). They found that the shock speeds were in the range 350-650 kms\(^{-1}\), and that the average shock speed was near 500 kms\(^{-1}\), and that most shocks had impact angles greater than 135\(^\circ\). Most shock impact angles were in the range 135\(^\circ\)-180\(^\circ\), which suggests that shocks at 1 AU are almost frontal shocks.

In relation to shock geometry, Wang et al. (2006) statistically found that the shock impact angle plays an important role in determining the SI\(^+\) rise time, as previously suggested by observation (Takeuchi et al., 2002) and simulations (Guo et al., 2005, discussed later). They grouped their events according to the shock speed and impact angle. When the shock speed (shock strength) was fixed, the closer the shock normal was to the Sun-Earth line, the shorter was the SI\(^+\) rise time. A similar behavior was found when they fixed the shock inclination and changed the shock speed. The faster the shock was, the shorter was the SI\(^+\) rise time. Thus, Wang et al. (2006) confirmed previous MHD simulation results by Fowler (2005) which showed that faster IP shocks led to shorter SI\(^+\) rise times. The highest correlation in Wang et al. (2006) occurred when the shock speed was fixed and the impact angle varied.

More recently, Selvakumaran et al. (2017) performed a statistical analysis of 179 FFSs and arrived at the same conclusions as Takeuchi et al. (2002) and Wang et al. (2006) about the relation between the shock impact angle and the SI\(^+\) rise time. Selvakumaran et al. (2017) also found that shocks with slow speeds were associated with larger SI\(^+\) rise times. In addition, these authors found that shocks associated with magnetic clouds produced events with small SI\(^+\) rise times, while that time was larger for IP shocks associated with ejecta. Selvakumaran et al. (2017) investigated the role of SI\(^+\) rise times in terms of radio emissions of CMEs as well. The authors classified CMEs as Radio Quiet (RQ) if they did not lead to detectable type II radiation in the metric decameter-hectometric and as Radio Loud (RL) otherwise (see, e.g., explanations in Gopalswamy et al., 2010). Selvakumaran et al. (2017) found that the CME speed better correlated with the SI\(^+\) rise time for RL CMEs than for RQ CMEs, regardless the shock impact angle. By using the FV-TVD model to run numerical simulations, these authors also concluded, as expected, that CME-driven shocks with smaller shock impact angles produced higher geomagnetic activity. They observed such effects by means of intensifications of MI current systems, and downstream magnetic field and dynamic pressure.

The shock normal orientation may also play an important role in driving asymmetric responses of the magnetic field at geostationary orbit (6.6R\(_E\)). This aspect of IP shock geoeffectiveness was studied by Wang et al. (2005) with numerical MHD simulations. By using the PPMLR-MHD code, they showed that the magnetic field response at 6.6R\(_E\) depended upon the \(\theta_{\text{sn}}\) angle. They simulated one frontal shock and three inclined shocks. In the case of the frontal shock, the magnetic field at geostationary orbit increased nearly symmetrically, as expected, with maximum increase at 12 hours of local time. In the case of the inclined shocks, the magnetic field response was distinctly asymmetric. Since that shock impinged the bow shock on the duskside, the geostationary magnetic field
enhancement was the largest at around 14 hours of local time, in agreement with previous results of Takeuchi et al. (2002) and Guo et al. (2005).

8.3. Field-aligned currents, cross-polar cap potential, auroral precipitation

The observational result reported by Takeuchi et al. (2002) stimulated the investigation of magnetospheric response to inclined IP shocks through global MHD simulations. Guo et al. (2005) performed a global numerical MHD simulation with different shock normal orientations to study the MI response followed by the shock impacts. Using the PPMLR-MHD code, they simulated two cases in which the IP shocks had different shock normal orientations while the IMF was directed along the Parker spiral and \( B_z = 0 \). In order to investigate the shock inclination effects only, the downstream dynamic pressure in both cases was held to the constant value of 2.98 nPa. Both shocks had similar strength, as represented by their Mach numbers. In the first case, the shock normal was parallel to the Sun-Earth line, and in the second case the shock normal was inclined to this line with an angle of 60°.

Figure 16, from Guo et al. (2005), displays the results of both runs. The four panels show thermal pressure contours in the XY plane in the frontal case (top row) and the inclined case (bottom row). In both cases, the bow shock moves along the X line from the position \( X = 13.8R_E \) to \( X = 11.7R_E \), and the magnetopause moves from \( X = 10.1R_E \) to \( X = 9.0R_E \) due to the impact of the shocks. Note that the final magnetopause and bow shock positions are de-
termined by the downstream dynamic pressures which are similar in both cases. However, the inclined shock takes longer to sweep over the magnetosphere due to a larger distance covered to reach the tail, as suggested previously by Takeuchi et al. (2002). Similar results were also obtained by Wang et al. (2005) and Selvakumaran et al. (2017).

The MI response to the IP shock impacts with different impact angles simulated by Guo et al. (2005) is documented by Figure 17. The upper panel shows total magnetic field (B) response, and the lower panel shows the ionospheric potential difference (V) response. In both panels, solid lines indicate results for the frontal shock, and dashed lines indicate results for the inclined shock. The peaks in B and V coincide well in time and are shorter in the case of the frontal shock ($\Delta t \sim 4$ min) than in the case of the inclined shock ($\Delta t \sim 10$ min). Guo et al. (2005) attributed this more than twice time delay due to the fact that the inclined shock spends more time to travel in the magnetosphere in comparison to the frontal shock. This simulation result confirmed the suggestion of Takeuchi et al. (2002) related to the shock impact role in magnetospheric compression and subsequent geomagnetic response. Similar simulation results were obtained by Selvakumaran et al. (2017) for the SI $^+$ rise times followed by shocks with different impact angles.

Oliveira and Raeder (2014) investigated the geoeffectiveness of IP shocks with different orientations. These authors conducted numerical MHD simulations by using the OpenGGCM code to simulate the impact of three FFSs on the magnetosphere. Oliveira and Raeder (2014) used the RH jump solutions for oblique and perpendicular shocks summarized by Oliveira (2017) to calculate downstream conditions from upstream conditions for two moderate shocks and one strong shock. The shocks were classified as follows: a moderate inclined oblique shock (IOS-1, $\theta_{x_A} = 30^\circ$, $\theta_{y_A} = 51^\circ$, $M_A = 3.7$), a strong inclined oblique shock (IOS-2, $\theta_{x_A} = 30^\circ$, $\theta_{y_A} = 45^\circ$, $M_A = 7.4$), and a moderate frontal perpendicular shock (FPS, $\theta_{x_A} = 0^\circ$, $\theta_{y_A} = 90^\circ$, $M_A = 3.7$). The strong shock was twice as strong as the moderate shocks.

In all cases, the shock normals lay in the meridional (XZ) plane. The two inclined shock normals were directed toward the south, whereas the shock normal of the frontal shock was parallel to the X line. That made the two inclined shocks hit the magnetosphere in the Northern Hemisphere, and the frontal shock hit the magnetosphere well frontally. Since the IOSs were oblique shocks, the upstream and downstream IMF $B_z$ components were not null. The same was applied to the solar wind $V_z$ components. In the FPS case, however, these same conditions were not imposed. For this reason, both upstream and downstream IMF $B_z$ components were directed strictly southward. Therefore the downstream $B_z$ for the frontal shock was slightly more negative than those for the inclined shocks.

Results for that simulation are shown in Figure 18. That figure shows variations in the total magnetic field calculated as $\Delta B(t') = B(t + \Delta t) - B(t)$, where $\Delta t = 30$ seconds, in intervals of 3-6 minutes from $t = 17:00$ min to $t = 29:00$ for the IOSs and from $t = 18:30$ min to $t = 29:30$ min for the FPS. $\Delta B$ is color coded with positive variations in red and negative variations in blue. The left column shows results for the IOS-1, the middle column for the IOS-2, and the right column for the FPS.

The magnetosphere responses to these IP shocks show very distinctive features when comparing the inclined shocks with the frontal shock. In the case of the IOSs, due to the shock inclination, the first bow shock-shock interaction occurs in the Northern Hemisphere behind the cusp at $\sim 17:00$ min. Three minutes later, for IOS-1 and IOS-2, high-speed Alfvén waves are launched due to the shock impact in the northern lobe and propagate obliquely ahead the shock toward the tail. At $t = 20:00$ min, it is evident that $\Delta B$ is stronger for the IOS-2. At $t = 23:00$ min, the IOSs sweep over the southern magnetosheath and at $t = 26:00$ min the tail is deflected toward the south by about 2-3R$_E$ in both cases. Finally, at $t = 29:00$ min the shock completely passes over the magnetosphere. The main con-
Figure 18: Total magnetic field difference ($\Delta B$) calculated in 30 second increments for: IOS-1, left column; IOS-2, middle column; and FPS, right column. Figure extracted from Oliveira and Raeder (2014).
sequence of the shock inclination in both IOS cases is the asymmetric transient compression of all magnetospheric regions and magnetotail displacement.

In the FPS case, however, such transient asymmetric compression does not take place. The first bow shock-shock interaction occurs at $t = 18:00\text{ min}$ at the subsolar region. Due to the symmetric impact, the northern and southern parts of the magnetosheath become highly turbulent, and Alfvén waves race ahead the shocks toward the tail symmetrically in both lobes ($t = 21:30\text{ min}$). Three minutes later, the FPS completes its passage through the magnetosphere. As opposed to the inclined cases, at $t = 29:30\text{ min}$, the tail is visibly more compressed in relation to the inclined shocks, even more compressed than the strong IOS-2. Also, the tail is not deflected during the transient FPS compression. The main difference occurs in magnetospheric transient leading to different geomagnetic responses, as we will show below.

Figure 19 shows results for the FACs integrated in the Northern Hemisphere above $50^\circ$ magnetic latitude in the dayside (upper panel) and nightside (lower panel) for all three simulations. In both panels, lines in blue indicate IOS-1 results, lines in green IOS-2 results, and lines in red, FPS results. The first vertical dashed line at 17 minutes indicates the impact time of the inclined shocks, while the second vertical dashed line, at 19 minutes, marks the impact time of the frontal shock.

In the dayside, Figure 19a, the ionosphere is fairly steady before shock impact, with FACs showing magnitudes close to 0.12 MA. FACs start to increase 4 minutes after the FPS impact and 6 minutes after the IOS-1 and IOS-2 impacts. In general, the ionosphere shows a slightly weaker response to the IOS-1 in comparison to the IOS-2 since the latter was stronger than the former. However, the moderate FPS triggers a stronger and faster ionospheric response. Oliveira and Raeder (2014) attributed this effect to the symmetry of the frontal shock, as well as to its perpendicularity, favorable conditions for maximizing the negative $B_z$ and $V_x$ downstream components.

The nightside ionosphere shows more interesting results. As reported by Oliveira and Raeder (2014), the nightside ionosphere shows a stronger FAC density variation in regions between $65^\circ$ and $75^\circ$ magnetic latitude, in the same sense as $\Delta B$ discussed above (see their Figure 2). This is consistent with a typical substorm signature (Akasofu, 1964; McPherron, 1991). In contrast, the inclined cases do not show such effects, except some random FAC variations in mid-latitude regions, with the IOS-2 triggering a stronger response than IOS-1.

The quantification of those nightside FAC variations are seen in Figure 19b. Before the impact of all shocks, FACs showed some variations being stronger in both IOS cases. After the shock impact, both IOS-associated FACs show neither particular trend nor significant increases, with the IOS-2 triggering stronger FAC enhancements in comparison to the IOS-1. On the other hand, in the FPS case, FACs started to oscillate near 7 minutes after the shock impact with a period of about 5 minutes. Given the period, such oscillations are presumably related to ULF waves (Hughes, 1994). Oliveira and Raeder (2014) suggested that the transient FPS compression may excite cavity modes in the magnetosphere (Samson et al., 1992; Hughes, 1994). This was likely due to the fact that the waves that converged on the tail and compressed the plasma sheet from there launching a wave back toward the nightside magnetosphere, which in turn excited the cavity mode. This effect has yet to be observed with experimental data.

The cross-polar cap potential (CPCP) and the integrated diffusive precipitating auroral energy flux (DAPEF) responses to the impact of the same IP shocks simulated by Oliveira and Raeder (2014) are shown by the upper and lower panel of Figure 20, respectively. Details for CPCP and DAPEF computations can be found in Raeder et al. (1998) and Raeder (2003). The blue, green and red lines indicate the results for the IOS-1, IOS-2, and FPS, respectively. Both CPCP and DAPEF show very similar trends, except that the ionospheric response to the FPS impact is higher than the IOS impacts, particularly in the case of auroral precipitation. DAPEF starts to in-
crease at approximately $t = 23:00$ min reaching a peak of $\sim 370$ GW in the subsequent 30 minutes, consistent with substorm signatures (Akasofu, 1964; McPherron, 1991). Again, Oliveira and Raeder (2014) used arguments of symmetric magnetospheric compressions and maximization of IMF/solar wind parameters in the downstream region to explain these simulation results.

As discussed in detail by Oliveira and Raeder (2014), all MI responses described above depend heavily upon the shock normal orientation. They also suggest that, in some cases, the shock normal orientation may play a more important role in comparison to the shock strength itself. In the case of the auroral substorm triggering, the role of preconditioning, i.e., whether the IMF $B_z$ is southward or not, has already been discussed in the literature (Craven et al., 1986; Zhou and Tsurutani, 1999, 2001; Tsurutani and Zhou, 2003; Yue et al., 2010; Echer et al., 2011; Liu et al., 2013). However, as pointed out by Jurac et al. (2002), almost perpendicular shocks, i.e., shocks with $\theta_{Bn}$ near $90^\circ$, should be more geoeffective. Considering the shock geometry simulated by Oliveira and Raeder (2014), the FPS was highly favored because all of the IMF vector was directed southward behind and ahead the shock, since the $B_z$ component does not share jumps with the other components. In addition, due to the head-on impact, the downstream IMF $B_z$ component underwent the largest change. This was a favorable scenario for the release of electromagnetic energy stored in the tail toward the ionosphere and the subsequent substorm triggering there. The Oliveira and Raeder (2014) predictions were confirmed later with substorm response by Oliveira and Raeder (2015) and nightside auroral power response by Oliveira et al. (2016). Their results will be discussed below.

8.4. Substorms

Substorms can result from the release of magnetospheric energy due to tail reconnection which propagates from the magnetotail to the high latitude regions of the ionosphere (see, e.g., Tsurutani and Meng, 1972; Pudovkin, 1991). Substorms are different from storms in terms of response magnitude and temporal/spatial distributions. The former occurs in time interval of no more than a few hours and is generally located in the polar regions, whereas the latter lasts longer and is more pronounced in the equatorial region. The main energy source of substorms is the polar ionospheric electric field, whereas the ring current is the energy source for geomagnetic storms (Pudovkin, 1991; Gonzalez et al., 1994). The only visual manifestation of substorms is the polar aurora.

The development of auroral substorms is well known since the pioneer observations using all-sky cameras by Akasofu (1964). Generally, auroral substorms are divided in three stages: initial or preliminary phase, expansion phase and recovery phase. During the preliminary phase, auroral arcs move fast toward the equator. Auroral arcs move poleward during the expansion phase, and during the recovery phase, the auroral oval returns to its steady and original position.

The intensity of magnetospheric substorms depends heavily on the coupling between the solar wind and the magnetosphere, being highly amplified when IMF $B_z$ is directed southward. The most common way to measure the intensity of magnetospheric substorms is through geomagnetic indices, particular by the AL index, described in section 4.2. Magnetospheric substorms are powered by increased electric fields applied to the conductive ionosphere. The strength of the AL index is highly correlated with the coupling function $\varepsilon = VB^2\sin^4(\Theta/2)$, where $\Theta$ is the IMF clock angle (Perreault and Akasofu, 1978; Akasofu, 1979; Kan and Lee, 1979; McPherron and Baker, 1993).

Given the substorm morphology mentioned above and the fact that substorm intensity is highly correlated with auroral electrojet intensifications, the AL index may not be in some cases a good choice to measure the intensity of substorms triggered by IP shock impacts due to the limited number of ground stations used to construct the AL index. As discussed in section 4.2 and carefully detailed by Oliveira and Raeder (2015), the SuperMAG SML index corresponds to a more straightforward choice. The

![Figure 20: Upper panel: CPCP (kV); lower panel: norther hemisphere integrated DAPEF (GW) for the IOS-1 (blue lines), IOS-2 (green line), and FPS (red line). The first vertical dashed line indicates the instance of impact of the inclined shocks, and the second vertical dashed line indicates the same for the frontal shock. Figure from Oliveira and Raeder (2014).](image-url)
Oliveira and Raeder (2015) results are discussed below. The results of the modeling work of Oliveira and Raeder (2014) were verified by Oliveira and Raeder (2015) with experimental data. As discussed in section 5, Oliveira and Raeder (2015) used an IP shock data base with over 450 events to correlate substorm activity, characterized by the SuperMAG SML index, with the shock impact angle and shock speed. The minimum SML index value was obtained for each event as the first minimum in a time interval of two hours after each shock impact. If there were other peaks inside this time interval, only the first one was considered for the correlation analysis.

The Oliveira and Raeder (2015) results are shown in Figure 21, a combination of their Figures 4 and 5. In that figure, shock speed $V_s$ and shock impact angle $\theta_{xn}$ are grouped in different ways to explore shock impact angle and shock strength influences on the substorm intensity. The left column of Figure 21 shows $\Delta SML$, the difference between the SML peak and its background value before shock impact, in dependence on the shock speed separated by the impact angle: highly inclined shocks $120^\circ \leq \theta_{xn} \leq 140^\circ$ (upper panel), moderately inclined shocks $140^\circ \leq \theta_{xn} \leq 160^\circ$ (middle panel), and almost frontal shocks $160^\circ \leq \theta_{xn} \leq 180^\circ$ (lower panel). The three panels in the right column of Figure 21 show $\theta_{xn}$ plotted against $\Delta SML$ separated into the following groups of shock speed: upper panel, weak shocks ($300 \leq V_s \leq 400$ kms$^{-1}$); middle panel, moderate shocks ($450 \leq V_s \leq 550$ kms$^{-1}$); and bottom panel, strong shocks ($V_s \geq 550$ kms$^{-1}$).

The figure clearly reveals the correlation between the...
shock speed and shock impact angle. If $V_s$ is held constant, the correlation between $\theta_{x_n}$ and $\Delta SML$ increases when $V_s$ increases. As seen in the top panel of the right column, highly inclined shocks tend to have low speeds. Only few shocks have speeds larger than 550 km/s$^{-1}$. Shocks in this category trigger low geomagnetic activity, since only a few events are associated with $\Delta SML > 500$ nT. Moderately inclined shocks tend to be more geoeffective, since more events trigger substorms with $\Delta SML > 500$ nT, and fewer with $\Delta SML > 1000$ nT. In contrast, in the category of almost frontal shocks, more events are associated with $\Delta SML > 1000$ nT. Most shocks have $V_s > 550$ km/s$^{-1}$. In general, the larger the shock speed and the more frontal the shock, the higher the shock geoeffectiveness followed by shock impact. The correlation coefficient increases from 0.42 (highly inclined shocks), to 0.47 (moderately inclined shocks), and then to 0.67 (almost frontal shocks).

The arrangement of the data in the other way around, i.e., fixing shock speed and then correlating $\theta_{x_n}$ with $\Delta SML$, shows slight differences compared with the previous approach. One difference is that the number of events is more evenly distributed. As shown in the top panel of Figure 21, left column, only two events triggered $\Delta SML$ responses larger than 1000 nT. Weak shocks do not present any preference for $\theta_{x_n}$. In the case of moderate shocks, however, only a few events have $\theta_{x_n} < 140^\circ$, and fewer more trigger geomagnetic activity with $\Delta SML > 1000$ nT. Stronger shocks have a preference to have $\theta_{x_n}$ more aligned with the Sun-Earth line in comparison to the other categories. In respect to geoeffectiveness, near half of the shocks trigger events with $\Delta SML > 1000$ nT. In relation to the category of almost frontal shocks plotted as $V_s \times \Delta SML$, events in the strong category plotted as $\theta_{x_n} \times \Delta SML$ are more clustered. Finally, similarly to the other categories, the correlation coefficients $R$ increase with shock strength as well: $R = 0.37$ for weak shocks, $R = 0.48$ for moderate shocks, and $R = 0.78$ for strong shocks.

In general, these results confirmed the model predictions of Oliveira and Raeder (2014): the more inclined and stronger the shock, the higher the geomagnetic activity triggered by the shock impacts. See more details on this study in Oliveira and Raeder (2015) and Oliveira (2015).

8.5. Auroral power intensifications

Oliveira et al. (2016) used the SME index as a proxy for auroral power (AP) determinations. This choice was based on a relation obtained by Newell and Gjerloev (2011b). Newell and Gjerloev (2011b) calibrated the SME index with both Polar UVI instantaneous images and DMSP instantaneous maps to find correlations between SME and AP. Due to differences in time resolution, a better correlation was found between SME and AP as determined by Polar UVI. The linear relationship found by Newell and Gjerloev (2011b) is:

$$AP = 0.048 \times \text{SME} + 0.241 \times \langle \text{SME} \rangle^{1/2}, \quad (10)$$

In their statistical analysis, Oliveira et al. (2016) focused on sharp increases of the AP intensity resulting from IP shock impacts on the Earth’s magnetosphere. Similarly to the Oliveira and Raeder (2015) work, they took a maximum of the SME index during a time interval varying from approximately a half to two hours after the IP shock impact. If there was more than one SME peak in the time interval, the first one was chosen as the maximum associated with the IP shock.

The results of the correlation between $V_s$, $\theta_{x_n}$, and $\Delta AP$ are shown in Figure 3 of Oliveira et al. (2016). In general, their results agree well with the Oliveira and Raeder (2015) results: the higher is the shock speed and the more frontal is the shock, the stronger is the auroral power increase. In addition, the results of that study support the argument of Newell and Gjerloev (2014) that the SME index is the most appropriate index to calculate nightside auroral power variations triggered by external drivers. These results confirmed previous analyses of Oliveira and Raeder (2014) and Oliveira and Raeder (2015) corresponding to the correlation between shock impact angles and geomagnetic activity triggered by shock impacts.

9. Summary and conclusion

In this paper, several aspects of IP shocks and their triggering of geomagnetic activity were discussed. In particular, the paper focused on a specific characteristic of IP shocks: the IP shock impact angle. The main points reviewed in this paper are summarized as follows:

9.1. Properties of shocks at Earth’s orbit

The constant monitoring of solar wind and IMF parameters at 1 AU since December 1994 by Wind and since August 1997 by ACE brought about new perspectives and improved our knowledge of solar-terrestrial relations. Using almost two decades of data, several authors studied properties of IP shocks at L1. In this review paper, we discussed results of these works (Echer et al., 2003; Oh et al., 2007; Kilpua et al., 2015; Oliveira and Raeder, 2015) and summarized them below.

The occurrence of IP shocks at 1 AU shows a good agreement with solar activity. All authors mentioned above agree that FFSs are more numerous during solar maxima than in solar minima. Several authors agree that CMEs are the primary driver of FFSs which occur more frequently during periods of large solar activity (Lindsay et al., 1994; Berdichevsky et al., 2000; Jian et al., 2006a; Oh et al., 2007; Kilpua et al., 2015), but the relation between CIR-driven occurrence and solar activity was still obscure before Kilpua et al. (2015)’s work. Kilpua et al. (2015) showed that the shocks related to CIRs poorly correlated with sunspot numbers. Due to the unusually quiet behavior of the Sun in the current solar cycle (Pesnell, 2015), the IP shock number observed during the SC24 maximum phase (2014) was 15, as opposed to the same number at the
SC23 maximum, that was 50 (Oliveira and Raeder, 2015). Surprisingly, the number of IP shocks during the ascending phase of SC24 was larger than during the maximum phase of the same solar cycle.

IP shocks are faster during solar maxima than during solar minima (Echer et al., 2003; Oh et al., 2007; Kilpua et al., 2015). However, the shock strength does not vary considerably from cycle to cycle (Echer et al., 2003; Kilpua et al., 2015). Echer et al. (2003) suggested that this effect may be related to the fact that, during solar minima, a decrease of the solar wind speed is compensated by an increase of the medium density. During solar maxima, as suggested by Kilpua et al. (2015), due to an increase of the Alfvén speed (see equation (9)), an increase of pressure pulse in the solar wind should be larger in order to steep into a shock.

Kilpua et al. (2015) reported that, for CME-driven shocks, the value of $\theta_{Bz}$ increased almost linearly with the shock occurrence. In the case of CIRs, these authors showed that the number of events of shocks with obliquity between 80° and 90° was slightly smaller than those driven by CMEs. Similar results were obtained by Oliveira and Raeder (2015) for all shocks regardless of the shock driver.

In respect to the shock impact angle, Kilpua et al. (2015) reported that CMEs tend to drive shocks with normals close to the X line, whereas CIRs tend to drive shocks with normals between the Sun-Earth line and the Parker spiral. For all drivers, Oliveira and Raeder (2015) showed that approximately 68% of the 450 FFSs studied by them had $\theta_{an}$ larger than 140°.

9.2. Effects on asymmetric magnetospheric response

Kaufmann and Konradi (1969) suggested that a highly inclined discontinuity may result in asymmetric magnetospheric response. Later, Samsonov (2011) solved the RH jump conditions for inclined IP shocks and obtained that the downstream solar wind $V_y$ component increases with $\theta_{an}$. The dynamic pressure in the Y direction also increases with the impact angle, and this may result in a significant asymmetric magnetopause deformation for very inclined shocks. Samsonov (2011) predicted that such asymmetrical compression makes a visible difference in magnetic field response which can be observed by ground magnetometers located in different local time regions.

In continuation to this work, Samsonov et al. (2015) reported results of global MHD simulations on the impact of an inclined IP shock. In their simulation, the shock struck the magnetosphere on the duskside. The duskside magnetopause was highly compressed immediately after the impact, but the dawnside magnetopause suffered an expansion before the compression. This numerical result is the first evident confirmation of previous suggestions (e.g., Kaufmann and Konradi (1969)) that a magnetospheric disturbance related to a pressure pulse impact will propagate faster in the magnetosphere than in the magnetosheath, therefore the magnetopause will expand before being compressed. Samsonov et al. (2015) predicted that ground magnetometers should register an overshoot before an SI$^+$ in the dawnside (opposite to a shock impact) region. Indeed, Samsonov et al. (2015) reported such overshoots not only occurred in the simulations, but in observations as well. These modeling and experimental asymmetric dawn-dusk responses confirmed predictions of Kaufmann and Konradi (1969) and Samsonov (2011).

Another simulation result reported by Samsonov et al. (2015) was a very large deformation of the magnetopause and cross-tail current in the magnetotail at X = −30 R$_E$. Such asymmetric responses occurred during and after the sweeping over of the magnetosphere by the inclined IP shock. They attributed this effect to a large $V_y$ velocity component in the solar wind downstream of the inclined shock. An observation of deflection of the far magnetotail at X = −240 R$_E$ of approximately 30° was reported by Grygorov et al. (2014) in agreement with Samsonov et al. (2015)’s results.

9.3. Effects on geomagnetic storm intensity

Jurac et al. (2002) showed that the shock geometry corresponds to an important parameter in forecasting shock geoeffectiveness. They explored the relationship between the $\theta_{Bz}$ angle in the intensity of geomagnetic storms followed by IP shock impacts within a time interval of 48 hours. In general, Jurac et al. (2002) reported that the Dst index decreased when $\theta_{Bz}$ increased. They showed that intense geomagnetic storms, that is, events with Dst < −100 nT, were more numerously preceded by almost perpendicular shocks. Specifically, they found that in general almost perpendicular shocks were 2–4 times more likely to be followed by intense geomagnetic storms in comparison to oblique shocks. These observations confirmed theoretical predictions by Grib et al. (1979) and Grib (1982), who predicted that perpendicular shocks should be more geoeffective than oblique or parallel shocks because the downstream IMF $B_z$ component is generally more compressed and consequently intensified by almost perpendicular IP shocks.

9.4. Effects on geomagnetic sudden impulse rise time

Pioneer observations suggested that IP shocks are a direct cause of the Chapman-Ferraro current system compression directly related to sharp increases in the horizontal magnetic field, namely SI$^+$ events (Chao and Lepping, 1974; Smith et al., 1986). The SI$^+$ rise time, defined as the difference between the horizontal magnetic field at the SI$^+$ onset and at the maximum SI$^+$ amplitude, was reported by early works to have typical values of 4 minutes (Maeda et al., 1962; Ohdoh, 1963). Despite several explanations of models for SI$^+$ rise times suggested in the past (see, e.g., Nishida, 1964), no association between shock inclination and SI$^+$ rise times were addressed.

The first association between shock inclination and SI$^+$ rise time was reported by Takeuchi et al. (2002). These authors explained that the unusually large SI$^+$ rise time
recorded by ground magnetometer stations, corresponding to ~30 minutes, was caused by the impact of an IP shock that should have had a shock normal highly inclined with respect to the X-line in the equatorial plane. They attributed that unusual long SI+ rise time to a gradual and asymmetric compression of the magnetosphere associated with the shock inclination. This result was confirmed latter by experimental data (Wang et al., 2006; Selvakumar et al., 2017) and modeling efforts as well (Wang et al., 2005; Guo et al., 2005; Selvakumar et al., 2017).

Another important field of Space Weather investigations corresponds to the understanding of the geomagnetic field at geosynchronous orbit, since field variations directly affect satellites orbiting Earth in that region (see, e.g., Horne et al., 2013). This magnetic field may also be subjected to asymmetric response caused by impact of IP shocks with different orientations. Wang et al. (2005) showed with PPMLR-MHD numerical simulations that the largest changes in the magnetic field there occurred close to the local time of the first contact between the IP shock and the bow shock. In the case of the frontal shock, the occurrence of maximum magnetic field took place at noon. On the other hand, in the case of the inclined shock impact, the maximum magnetic field intensification at geosynchronous orbit occurred at 14 hours local time because the shock hit the magnetosphere in the afternoon section.

9.5. Effects on ionospheric field-aligned currents, cross-polar cap potential, and auroral precipitation

Simulation results reported by Guo et al. (2005) showed that the $\theta_{s_n}$ angle in the equatorial plane plays a major role in the magnetosphere-ionosphere response followed by the shock impact. These authors used the PPMLR-MHD code to show that a frontal and an inclined shock with similar downstream dynamic pressures led the MI system to very similar final steady states, but the steady state resulting from the inclined shock impact took longer to take place. Guo et al. (2005) attributed this effect to the asymmetric and longer compression of the magnetosphere caused by the inclined shock impact. These results supported the Takeuchi et al. (2002) observation and were later confirmed by the statistical study of Wang et al. (2006).

Simulations of the impacts of inclined and frontal shocks conducted by Oliveira and Raeder (2014) showed that transient shock compressions may trigger different geomagnetic activity. These authors showed that a moderate perpendicular head-on shock may be more geoeffective than a strong inclined oblique shock. Oliveira and Raeder (2014) attributed this effect mainly to the shock geometry in relation to the shock impact angle $\theta_{s_n}$ and the shock obliquity $\theta_{p_n}$, in accordance with previous experimental and modeling results (Jurac et al., 2002; Takeuchi et al., 2002; Guo et al., 2005; Wang et al., 2006). In the frontal perpendicular case, the triggering of auroral substorm and possible excitation of cavity modes were primarily due to a symmetric plasmasheet compression, and the occurrence of the lowest (more negative) downstream $V_x$ and $B_z$ components.

Oliveira and Raeder (2014) showed that the frontal and perpendicular shocks excited ULF waves with well-defined frequencies, while the inclined and oblique shocks, even the strongest one, excited waves with non-defined trends. The frontal shock triggered auroral substorms in the Northern Hemisphere magnetic latitude regions between 65° and 70°, a well-known substorm signature (Akasofu, 1964; McPherron, 1991; Tsurutani, 2001). This response was not obtained in the runs with either the weak or strong inclined shocks. Ionospheric effects were also reported to be dependent upon the shock impact angle. CPCP and auroral precipitation showed higher response levels in the case of the frontal and perpendicular shock impact. The impact of the inclined and oblique shocks led to much smaller responses, even the strong inclined shock. Oliveira and Raeder (2014) suggested that the $\theta_{p_n}$ and $\theta_{s_n}$ angles may play a stronger role than the shock strength in the triggering of geomagnetic activity by shock impacts.

9.6. Effects on auroral substorm activity and nightside auroral power intensity

Early works such as Kokubun et al. (1977) showed that substorm activity is highly correlated with the occurrence of SI+ events (Akasofu and Chao, 1980; Craven et al., 1986). Later on, the triggering of substorm was associated with IP shock impacts (Lui et al., 1990; Zhou and Tsurutani, 1999, 2001). Effects of precondition, i.e., intensity and duration of southward IMF $B_z$ before shock impact, were showed to directly affect the intensity of magnetospheric substorms (Zhou and Tsurutani, 1999, 2001; Yue et al., 2010; Echer et al., 2011; Liu et al., 2013).

The first attention to the shock impact angle as a controlling factor of substorm intensity was later given by Oliveira and Raeder (2015). Inspired by the simulation results of Oliveira and Raeder (2014), they used a data base with 451 FFSs to associate shock impact angles with substorm activity. Oliveira and Raeder (2015) used the SuperMAG SML index to measure substorm intensity because this index offers a larger spatial coverage as opposed to the traditional IAGA index, in this case the AL index. Oliveira and Raeder (2015) carefully grouped the shocks in categories related to the shock strength and how inclined the shock normals were in relation the X line. They found that, in general, the higher the shock speed, that is, the stronger the shock, and the more frontal the shock, the higher the substorm activity followed by the shock impacts as measured by variations in the SML index.

Similar conclusions were obtained by Oliveira et al. (2016), who studied auroral power intensifications followed by impacts of IP shocks with different angles of impact. The AP intensifications were computed with the SuperMAG SME index as determined by Newell and Gjerloev (2011b). Again, the stronger and the frontal the shock,
the higher the auroral power dissipated in the nightside ionosphere.

As in the Oliveira and Raeder (2014) work, Oliveira and Raeder (2015) attributed the higher substorm activity followed by the impact of head-on shocks to a favorable mechanism of release of electromagnetic energy previously loaded in the magnetotail. As a result, all these works (Oliveira and Raeder, 2014, 2015; Oliveira et al., 2016; Oliveira, 2017) suggest that the shock impact angle, in addition to preconditioning effects, has a significant importance in forecasting Space Weather events triggered by IP shocks impacts with different orientations.

Appendix A. List of acronyms and abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACE</td>
<td>Advanced Composition Explorer</td>
</tr>
<tr>
<td>AE</td>
<td>Auroral Electroject</td>
</tr>
<tr>
<td>AL</td>
<td>Amplitude Lower</td>
</tr>
<tr>
<td>AU</td>
<td>Amplitude Upper (geomagnetic index)</td>
</tr>
<tr>
<td>AU</td>
<td>Astronomical Unit (distance unit)</td>
</tr>
<tr>
<td>AP</td>
<td>Auroral Power</td>
</tr>
<tr>
<td>BATS-R-US</td>
<td>Block Adaptive-Tree Solar wind Roe-type Upwind Scheme</td>
</tr>
<tr>
<td>CCMC</td>
<td>Coordinated Community Modeling Center</td>
</tr>
<tr>
<td>CDAWeb</td>
<td>Coordinated Data Analysis Web</td>
</tr>
<tr>
<td>CIR</td>
<td>Corotating Interaction Region</td>
</tr>
<tr>
<td>CME</td>
<td>Coronal Mass Ejection</td>
</tr>
<tr>
<td>CPCP</td>
<td>Dross Polar Cap Potential</td>
</tr>
<tr>
<td>CTIM</td>
<td>Coupled Thermosphere Ionosphere Model</td>
</tr>
<tr>
<td>DAPEF</td>
<td>Diffusive Auroral Precipitation Energy Flux</td>
</tr>
<tr>
<td>Dst</td>
<td>Disturbance Storm Time</td>
</tr>
<tr>
<td>EEJ</td>
<td>Equatorial Electroject</td>
</tr>
<tr>
<td>FAC</td>
<td>Field-Aligned Current</td>
</tr>
<tr>
<td>FFS</td>
<td>Fast Forward Shock</td>
</tr>
<tr>
<td>FRS</td>
<td>Fast Reverse Shock</td>
</tr>
<tr>
<td>FPS</td>
<td>Frontal Perpendicular Shock</td>
</tr>
<tr>
<td>FV-TVD</td>
<td>Finite Volume Total Variation Diminishing</td>
</tr>
<tr>
<td>GSE</td>
<td>Geocentric Solar Ecliptic</td>
</tr>
<tr>
<td>GIC</td>
<td>Geomagnetically Induced Current</td>
</tr>
<tr>
<td>GUMICS</td>
<td>Grand Unified Magnetosphere Model</td>
</tr>
<tr>
<td>IAGA</td>
<td>International Association of Geomagnetism and Aeronomy</td>
</tr>
<tr>
<td>IGY</td>
<td>International Geophysical Year</td>
</tr>
<tr>
<td>IOS</td>
<td>Inclined Oblique Shock</td>
</tr>
<tr>
<td>IP</td>
<td>Interplanetary</td>
</tr>
<tr>
<td>LFM</td>
<td>Lyon Fedder Mobarry</td>
</tr>
<tr>
<td>MC</td>
<td>Magnetic Coplanarity</td>
</tr>
<tr>
<td>MFI</td>
<td>Magnetic Fields Investigation</td>
</tr>
<tr>
<td>MLAT</td>
<td>Magnetic Latitude</td>
</tr>
<tr>
<td>MPI</td>
<td>Method Parsing Interface</td>
</tr>
<tr>
<td>MHD</td>
<td>Magnetohydrodynamic</td>
</tr>
<tr>
<td>MD(1,2,3)</td>
<td>Mixed Data Method (1,2,3)</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NBZ</td>
<td>Northward Bz currents</td>
</tr>
<tr>
<td>NOAA</td>
<td>National Oceanic and Atmospheric Administration</td>
</tr>
<tr>
<td>RE</td>
<td>Earth’s radius (6371 km)</td>
</tr>
<tr>
<td>RH</td>
<td>Rankine-Hugoniot</td>
</tr>
<tr>
<td>RL</td>
<td>Radio Loud</td>
</tr>
<tr>
<td>RQ</td>
<td>Radio Quiet</td>
</tr>
<tr>
<td>OpenGGCM</td>
<td>Open General Global Circulation Model</td>
</tr>
<tr>
<td>PMS</td>
<td>Planar Magnetic Structure</td>
</tr>
<tr>
<td>FPMLR</td>
<td>Piecewise Parabolic Method with a Lagrangian Remap</td>
</tr>
<tr>
<td>SC</td>
<td>Solar Cycle</td>
</tr>
<tr>
<td>SFS</td>
<td>Slow Forward Shock</td>
</tr>
<tr>
<td>SI+/SI−</td>
<td>Positive/Negative Sudden Impulse</td>
</tr>
<tr>
<td>SIDC</td>
<td>Solar Influence Data Analysis Center</td>
</tr>
<tr>
<td>SRS</td>
<td>Slow Reverse Shock</td>
</tr>
<tr>
<td>SSC</td>
<td>Storm Sudden Commencement</td>
</tr>
<tr>
<td>SML</td>
<td>SuperMAG Lower</td>
</tr>
<tr>
<td>SME</td>
<td>SuperMAG Electroject</td>
</tr>
<tr>
<td>SMU</td>
<td>SuperMAG Upper</td>
</tr>
<tr>
<td>SSN</td>
<td>Sunspot Number</td>
</tr>
<tr>
<td>STEREO</td>
<td>Solar Terrestrial Relations Observatory</td>
</tr>
<tr>
<td>SWEPAM</td>
<td>Solar Wind Electron, Proton and Alpha Monitor</td>
</tr>
<tr>
<td>SWMF</td>
<td>Space Weather Modeling Framework</td>
</tr>
<tr>
<td>SYM-H</td>
<td>Symmetric ring current index</td>
</tr>
<tr>
<td>ULF</td>
<td>Ultra Low Frequency</td>
</tr>
<tr>
<td>UVI</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>VC</td>
<td>Velocity Coplanarity</td>
</tr>
</tbody>
</table>
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