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ABSTRACT

Prion diseases are a group of progressive neurodegenerative conditions which cause cognitive impairment and neurological deficits. To date, there is no accurate measure that can be used to diagnose this illness, or to quantify the evolution of symptoms over time. Prion disease, due to its rarity, is in fact commonly mistaken for other types of dementia. A robust tool to diagnose and quantify the progression of the disease is key as it would lead to more appropriately timed clinical trials, and thereby improve patients’ quality of life.

The approaches used to study other types of neurodegenerative diseases are not satisfactory to capture the progression of human form of Prion disease. This is due to the large heterogeneity of phenotypes of Prion disease and to the lack of consistent geometrical pattern of disease progression.

In this paper, we aim to identify and select imaging biomarkers that are relevant for the diagnostic on Prion disease. We extract features from magnetic resonance imaging data and use genetic and demographic information from a cohort affected by genetic forms of the disease. The proposed framework consists of a multi-modal subject-specific feature extraction step, followed by a Gaussian Process classifier used to calculate the probability of a subject to be diagnosed with Prion disease. We show that the proposed method improves the characterisation of Prion disease.

Keywords: Prion diseases, Creutzfeldt-Jakob disease, Imaging biomarkers, Diagnosis, Prognosis

1. DESCRIPTION OF PURPOSE

Prion diseases are a group of progressive neurodegenerative conditions which cause cognitive impairment and neurological deficits. The human form of prion disease can be separated in three forms: sporadic, acquired and inherited. The most common human form is the Creutzfeldt-Jakob disease (CJD). All cases of CJD are characterised by a high rate of progression: the expected time of survival after diagnosis is typically less than 12 months from diagnosis. The inherited human form of Prion disease (IPD) occurs as a result of one of more than 30 mutations in the prion protein gene (PRNP), hence conferring various phenotypes to the disease, yielding to high heterogeneity. Variability has also been reported among affected individuals within families carrying the same mutation.

Due to the heterogeneity of observed phenotypes, the clinical diagnosis of CJD is a challenging task while the patient is alive, particularly in the earlier stages of the disease. In practice, some cases of CJD are routinely mistaken for other common forms of dementia, which results in CJD being under diagnosed. In the clinic, the
diagnostic of CJD relies on the visual read of Magnetic Resonance Imaging (MRI) scans, as they present signal abnormalities such as hyperintensities in FLAIR and DWI images.\(^6, 7\) To this date, a definite diagnosis of CJD is only possible post mortem (brain autopsy).\(^1\) The lack of quantitative biomarkers, as well as the difficulty to accurately identify the onset of the disease and the fast rate of progression of CJD, have limited the clinical understanding of the progression of CJD\(^5, 8\) and the development of automated tool for diagnostic and prognosis.

In an attempt to overcome the aforementioned issues, research is directed towards identifying the right biomarkers that characterise and discriminate the illness. If successful, an accurate knowledge of the disease progression steps and the anticipation of symptoms will allow more suitable clinical trials as well as better care of the patients’ symptoms.

The proposed framework aims to (i) extract quantitative imaging biomarkers from MR images and (ii) show that those are fit for the diagnosis of CJD in its early stages. We also evaluate the advantages of using a Gaussian Process classifier (GP) to explain the interactions between several imaging biomarkers extracted from different MRI pulse-sequences.

## 2. METHODS

Our approach, graphically represented in figure 1, is composed of three main sections: (1) feature extraction followed by feature selection, (2) model training – estimation of the hyperparameters associated to the covariance kernel functions defined for the modalities under consideration –, and (3) subjects diagnostic.

### 2.1 Features Extraction and Selection

We considered two types of features, referred to in this paper as volumetric and intensity-based features.
2.1.1 Features Extraction

**Volumetric features** were extracted from T1-weighted MRI scans (T1w) using the Geodesical Information Flows\(^9\) (GIF) algorithm. In brief, using multi-atlas segmentation propagation, GIF parcellates the brain into multiple regions of interest. From the obtained parcellation, a volumetric information is obtained for each individual brain region. To compensate for inter-subject normal variability, we regress the impact of volumetric confounding effects, such as age and total intracranial volume (TIV).

**Intensity-based features** were extracted from FLAIR images in order to rely on the same information that is used when doing a visual read in clinical practice. Indeed, we here aimed at automatically identifying regions of the brain that are affected by signal abnormality induced by CJD\(^10\). We use a Gaussian Mixture Model (GMM) approach to model the intensities of the FLAIR scans. Using the Bayesian Model Selection algorithm (BaMoS),\(^11\) we segmented the normal and abnormal appearing tissue types (grey matter and white matter). Assuming that CJD does not cause lesions in the white matter tissue, we computed the Mahalanobis distance between the normal appearing white matter intensity distribution and the grey matter intensities for each region of interest as defined by GIF. We use the Mahalanobis distance enabled to compensate for possible variation in acquisition protocol since only the normal appearing white matter was used to normalise the distance. The median Mahalanobis distance per brain region of interest was used as a features with the assumption that the larger the amount of hyper-intensity in a given region of interest, the larger the distance.

The resulting features extracted from MR images are illustrated in Figure 2.

![Figure 2. Imaging biomarkers extracted from the MR images. Left: Brain regions extracted using GIF [5]. Right: Mahalanobis distance between GM and WM computed per voxel. Higher values of Mahalanobis distance are represented by the red colour, whereas lower values are yellow.](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

2.1.2 Features Selection

In the literature, common approaches for classification usually rely on a consistent set of features across subjects. This can be done since most neurodegenerative diseases follow a common geometrical pattern across subjects and across time. However, these methods cannot be applied to CJD due to the high heterogeneity of the disease, where there is no consistent spatial pattern of disease progression.

We here hypothesise that the disease does not follow a geometrical pattern but instead that imaging biomarkers can become abnormal in any location in the brain. The quantity of abnormality rather than its location is thus use to quantify the progression of the disease. To characterise the amount of abnormality of signal (volume or intensity), we convert the aforementioned volumetric and intensity features into z-scores by comparison with measurements obtained from a population of healthy subjects. The z-score values are then ranked per pulse-sequence (structural, FLAIR) and only the highest values for each sequence are considered for subsequent learning and inference stages. As a consequence, only regions of the brain that most differ from the healthy control sample are kept for each subject, and the resulting sets of features are patient-specific.
2.2 Model learning

Assuming that the inter-modality relationship can be modelled as a multi-task paradigm—a contribution of independent functions that explain the biomarkers progression—we implemented an Additive Gaussian process to perform the diagnosis of the subjects.

We implemented a non-parametric kernel-based model as follow:

\[ M : y = f(X) + \varepsilon, \quad f \sim GP(\mu_f; K + \sigma^2 I_f), \quad \varepsilon \sim N(\mu_\varepsilon; \sigma) \]

This model was used to infer the subjects status, \( y \), given a set of biomarkers \( X \in \mathcal{X} \) features space, composed of the volumetric and intensity-based features extracted from T1w and FLAIR images respectively.

The function \( f \) describes the variance of the features, which explains the response variable \( y \). By implementing a GP with \( \mu_f = 0 \) and covariance kernel function \( K \), we determine the pattern of the inductive generalization of the features under consideration. We use an addition of two linear logistic kernel functions to describe the evolution of the biomarkers between the two states of the disease: 0 – healthy control, 1 – symptomatic subjects. Further, the estimation of \( \hat{y}_{i,b} \) requires to find the best hyperparameters of each kernel. The hyperparameters \( \theta \) of the kernel functions are estimated via the maximisation of the marginal likelihood of the model, \( p(y|X, \theta) \), as described in equation 1; i.e., the marginalisation over the kernel parameters is performed by maximum a posteriori algorithm (MAP), and that the hyperparameters \( \theta \) are estimated by bootstrapping.

\[
\{ \hat{\theta}, \hat{\sigma} \} = \text{argmax}_{\sigma, \theta} p(\theta, \sigma|\mathcal{M}) = \text{argmin}_{\sigma, \theta} [-\log p(\mathcal{M}|\theta, \sigma) + \log p(\theta, \sigma)]
\]

Note that our model also accounts for the individualised pattern of each genetic mutation of the genetic form of CJD. In order to reduce the bias introduced by the high number of genetic mutations, we group the subjects in three clusters according to the rate of disease progression associated with each mutation. This information is included in our model using a third kernel matrix, \( K_c \). The matrix \( K_f \), which encodes the imaging biomarker, is obtained by the addition of the two kernel matrices computed individually using the information extracted from the two MR modalities. The final matrix \( K \) considered in the GP model results from the Hadamard product, \( K_c \odot K_f \).

Finally, the classification of a new subject is given by the features extracted from section 2.1 and the model estimated in section 2.2 of this paper. Using Bayes theorem we predicted the probability of a subject to be either symptomatic or asymptomatic given the class-conditional distributions \( p(X|y) \) for \( y = 0, 1 \), where 0 denotes the asymptomatic or healthy controls and 1 denotes the symptomatic subjects.

3. RESULTS

We extracted volumetric and intensity-based biomarkers from a dataset that embeds multiple patient subgroups: healthy controls, asymptomatic, converter and symptomatic subjects. The asymptomatic are defined as subjects who are carrying a genetic variant of the disease but do not manifest any clinical symptoms yet. The converter subjects are those that start exhibiting clinical symptom within a year after the MRI acquisition. The symptomatic subjects are those who have been scanned after the clinical onset of the disease. They consist of subjects with the sporadic and the inherited form of the disease.

Figure 3, top, shows that the volumetric features provide a good differentiation between the subgroups and that the level of abnormality increases as the disease progress over time.

To evaluate the reliability of the features extracted to characterise CJD, we classified the symptomatic subjects using clinical and imaging data of a Prion diseases dataset that includes the baseline scans for both symptomatic and asymptomatic subjects. For the classification purposes, we exclude the sporadic CJD patients from our sample, due to the fact that these patients do not carry a genetic mutation, and the clinical manifestations of CJD progress faster when compared with inherited Prion disease patients. Therefore, our sample consists of 25 controls, 18 symptomatic subjects and 33 asymptomatic.

We divided our sample in to two sub-samples: a training set that corresponds to 70% of the symptomatic, asymptomatic and controls and the testing set that comprises of the remaining 30%. In the current experimental
set up we define as controls the asymptomatic subjects. Due to the relatively small sample size of our dataset, we employed a 10-fold cross-validation, and the mean accuracy was used to evaluate the model. We also ran our analysis with a logistic regression (LR) approach to assess the added value of using a GP.

Results show, in table 1, that the biomarkers extracted from T1w and FLAIR images have the potential to be used as features in a model developed to classify subjects with CJD. Using respectively GP and LR for classification, the subjects were correctly classified with 86% and 79% of accuracy. The results suggest that the proposed GP is more accurate for diagnosis; although, it has shown lower sensitivity in the identification of symptomatic subjects among healthy controls.

Table 1. Evaluation of the two methods used to diagnose CJD using the framework design to extract and select meaningful biomarkers from MRI modalities. We compare the results obtained using Logistic Regression (LR) and Gaussian Process (GP).

<table>
<thead>
<tr>
<th>Approach</th>
<th>Balanced Accuracy</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.787</td>
<td>0.914</td>
<td>0.903</td>
</tr>
<tr>
<td>GP</td>
<td>0.860</td>
<td>0.812</td>
<td>0.798</td>
</tr>
</tbody>
</table>

Figure 3. Imaging biomarkers used as features in the model. A – Volumetric features extracted from the T1w images. The 10 most abnormal brain region per subject are selected as features. B – Example of the intensity based features used in the model. The healthy control scan (left) shows a reduced number of hyperintensities the cortical grey matter when compared with an inherited CJD patient (right). The red arrows identify some of the lesions in the cortical grey matter.
4. DISCUSSION

We developed a framework to extract imaging biomarkers especially relevant for the detection of CJD. We demonstrated that it is possible to use these biomarkers as inputs to a classification tool such as a Gaussian Process or a logistic regression. Indeed, the extracted biomarkers have shown promising results for the identification of inherited Prion disease symptomatic subjects against healthy controls and asymptomatic patients.

We hope that in the future, such approach will be beneficial to improve the rate of correct diagnostic of patient with Prion disease. The initial symptoms of the disease are usually mistaken for depression symptoms, and even in later stages of the disease, the symptoms are often considered as dementia symptoms, particularly in the inherited form of CJD, for which the progression is slower than the sporadic form.

In the future, we will apply the framework to predict when an asymptomatic subject is expected to start showing clinical symptoms. To do so, we intend to alter our model in several aspects. First, we are going to include sporadic cases to increase the available sample size. Second, we will include features from other sources. For example, diffusion weighted images is often used via qualitative read for diagnostic purposes. We should thus be able to extract a relevant imaging biomakers. Lastly, we are going to include longitudinal information that should enable use to better quantify how the abnormality of a given region if evolving over time.

Our second aim will be to investigate how the features we presented in this paper can be use for differential diagnostic rather than for a simpler disease versus control case. We thus would like to assess how we will be able to identify subjects with Prion disease from subjects with more common neurogenerative diseases such as Alzheimer’s disease, fronto-temporal dementia or vascular dementia for example.
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