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Abstract

This thesis investigates Continuous Hydrothermal Flow Synthesis (CHFS) as a method to produce materials for rechargeable batteries. The key advantages of this technology are the scalability (up to 2 kg h\(^{-1}\) production rate), rapidity (synthesis time on order of seconds) and low reaction temperature (\(\leq 400^\circ\)C) of this method, which is capable of producing materials in the nanoscale. Nanoparticles (< 100 nm diameter) are of high interest for rechargeable battery applications, due to their high surface area and enhanced charge/discharge kinetics.

Various materials (and their doped analogues) for Li-ion and Mg-ion batteries were made, including the olivine family of materials (LiFePO\(_4\) and LiMnPO\(_4\)), layered oxides (LiCoO\(_2\) and LiNi\(_x\)Mn\(_y\)Co\(_z\)O\(_2\)) and spinels (MgCr\(_2\)O\(_4\)). Many of these phases have never been synthesised previously via CHFS, and display enhanced performance compared to other literature reports.

The effects of dopants on the crystallography and electrochemical performance of these compounds were examined using a variety of techniques, including EXAFS, muon spectroscopy and Rietveld refinement. This allowed the discovery of novel composition-structure-property relationships, and the optimisation of arrays of materials across a phase diagram.

In summary, CHFS has been employed to generate novel battery materials at semi-industrial scale, which were evaluated for electrochemical performance.
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Figure 5.3 – a) The asymmetry function \( G(t) \) as a function of time for different values of local magnetic field, \( B \), and b) the averaging of the terms from a) to yield the Kubo-Toyabe function. Adapted with permission from “Blundell, S. J. Spin-polarized muons

Figure 5.4 – The Kubo-Toyabe function with different applied longitudinal magnetic fields. Adapted with permission from “Blundell, S. J. Spin-polarized muons in condensed matter physics. Contemp. Phys. 40, 175–192 (1999).”. Copyright 2010 Taylor & Francis.

Figure 5.5 – Representative muon decay asymmetry, showing the raw data with the fit overlaid, as a function of time at various magnetic fields.

Figure 5.6 – The local field distribution (with error bars) as a function of temperature for samples ΔLFP1, ΔLFNP(1.0) and ΔLFVP(5).

Figure 5.7 – Plots of muon fluctuation rates $v_{Li}$ vs Temperature for a) ΔLFP1, b) ΔLFNP(1.0) and c) ΔLFVP(5).

Figure 5.8 – Extrapolations of the muon fluctuation rate $v_{Li}$ to room temperature on a log plot (indicated by the dotted line) for a) ΔLFP1, b) ΔLFNP(1.0) and c) ΔLFVP(5).

Figure 6.1 – The discharge capacities of various LiMnPO$_4$ based samples investigating the effect of isovalent Fe$^{2+}$ substitution. Reprinted with permission from “Wang, D. et al. Improving the Electrochemical Activity of LiMnPO$_4$ Via Mn-Site Substitution. J. Electrochem. Soc. 157, A225” (2010). Copyright 2010 Electrochemical Society.

Figure 6.2 – A schematic of the Pilot-Scale CHFS process and reaction conditions used to make the doped LiMnPO$_4$ array of samples.

Figure 6.3 – a) The Mn-Fe-V olivine phase diagram, indicating the specific region of interest for high-energy cathode materials. b) The compositions of the doped samples attempted within the region of interest. Adapted from reference 271.

Figure 6.4 – The Raman spectrum of the as-prepared LiMnPO$_4$ sample, displaying the PO$_4$ band (*) and the graphitic carbon band (G). Adapted from reference 271.

Figure 6.5 – The Raman spectrum of the heat-treated samples ΔLMP, ΔLMFVP(0,20), ΔLMFVP(10,10) and ΔLMFVP(20,0), showing the PO$_4$ band (*), the graphitic carbon band (G) and the disordered carbon band (D). Adapted from reference 271.
Figure 6.6 – EDS mapping of sample LMFVP(0,20), showing a) the darkfield image, b) the V-Kα signals (yellow), c) the Mn-Kα signals (blue), d) the O-Kα signals (red) and e) the P-Kα signals (green).

Figure 6.7 – a) X-ray diffraction patterns of the V-doped LiMnPO₄ samples, including a reference LiMnPO₄ diffraction pattern (PDF Card. No. 01-074-0375), and samples LMP, LMFVP(0.25,0), LFMVP(0.5), LMFVP(0.15), and LMFVP(0,20). b) A magnification of the diffraction plots in the 2θ range 24 – 28°, showing shifts in the peaks. Adapted from reference 271.

Figure 6.8 – a) X-ray diffraction patterns of the Fe-doped LiMnPO₄ samples, including a reference LiMnPO₄ diffraction pattern (PDF Card. No. 01-074-0375), and samples LMP, LMFVP(2.5,0), LFMVP(5,0), LMFVP(10,0), LMFVP(15,0) and LMFVP(20,0). b) A magnification of the diffraction plots in the 2θ range 24 – 28°, showing shifts in the diffraction peaks. Adapted from reference 271.

Figure 6.9 – a) X-ray diffraction patterns of the V and Fe co-doped LiMnPO₄ samples, including a reference LiMnPO₄ diffraction pattern (PDF Card. No. 01-074-0375), and samples LMP, LMFVP(1.25,1.25), LFMVP(2.5,2.5), LMFVP(5,5), LMFVP(15,5) and LMFVP(5,15). b) A magnification of the diffraction plots in the 2θ range 24 – 28°, showing shifts in the diffraction peaks. Adapted from reference 271.

Figure 6.10 – A 2D contour plot of the lattice parameters extracted from Rietveld analysis, showing a) the a lattice parameter, b) the b lattice parameter, c) the c lattice parameter and d) the unit cell volume V as a function of composition. Coloured circles are included to show the value of the individual data points which were used to create the contour plots. Adapted from reference 271.

Figure 6.11 – XRD patterns of a) the heat-treated V-doped LiMnPO₄ samples (including the pure LMP sample), b) the heat-treated Fe-doped LiMnPO₄ samples (including the pure LMP sample) and c) a magnified plot of ΔLMFVP(0,20) with ΔLMP and a Li₃V₂(PO₄)₃ reference, with the Li₃V₂(PO₄)₃ impurity phase peaks indicated with asterisks. An additional impurity phase is marked with ●. The LiMnPO₄ reference used was PDF card No. 01-074-0375. Adapted from reference 271.

Figure 6.12 – EDS mapping of sample ΔLMFVP(0,20), showing a) the darkfield image, b) the V-Kα signals (yellow), c) the Mn-Kα signals (blue), d) the O-Kα signals
(red) and e) the P-Kα signals (green). A pink dashed circle is added to highlight the presence of a V-rich phase. Adapted from reference 271.

Figure 6.13 – The crystal structure of Mn₂P₂O₇ with the [-1 1 0] direction normal to the page, with P₂O₇ polyhedra in grey and MnO₆ octahedra in purple. The image was created using VESTA software from PDF Card. No. 01-077-1423.

Figure 6.14 – The crystal structure of Fe₂P₂O₇ with the [-1 1 0] direction normal to the page, with P₂O₇ polyhedra in grey and FeO₅ polyhedra in brown. The image was created using VESTA software from PDF Card. No. 01-076-1762.

Figure 6.15 – The crystal structure of Mn₂P₂O₇ with the [0 0 1] direction normal to the page, with P₂O₇ polyhedra in grey and MnO₆ octahedra in purple. The image was created using VESTA software from PDF Card. No. 01-077-1423.

Figure 6.16 – The crystal structure of Fe₂P₂O₇ with the [0 0 1] direction normal to the page, with P₂O₇ polyhedra in grey and FeO₆ polyhedra in brown. The image was created using VESTA software from PDF Card. No. 01-076-1762.

Figure 6.17 – a) XRD patterns of the V and Fe co-doped, heat-treated LiMnPO₄ samples, with PDF Card No. 01-074-0375 used as a reference. The Li₃V₂(PO₄)₃ impurity phase peaks are marked with asterisks, and the pyrophosphate impurity phase with a circle. b) High-quality XRD patterns of the pure, heat-treated LiMnPO₄ phase with the ΔLMFVP(10,10) sample, showing matches to pyrophosphate impurity phases. Adapted from reference 271.

Figure 6.18 – The Li/P ratios of the sample array found from ICP-AES, plotted against nominal composition. The individual data points are marked with circles, with the value of the data point indicated by the colour of the circle.

Figure 6.19 – SEM micrographs of a) ΔLMP, b) ΔLMFVP(20,0), c) ΔLMFVP(0,20) and d) ΔLMFVP(10,10). Adapted from reference 271.

Figure 6.20 – TEM images of sample ΔLMP, where a) displays a representative cluster of particles and b) is a higher magnification image of the particle surface, with a carbon coating and lattice planes clearly visible. Adapted from reference 271.

Figure 6.21 – Cyclic voltammograms of samples a) ΔLMP, b) ΔLMFVP(2.5,0), c) ΔLMFVP(5,0), d) ΔLMFVP(10,0), e) ΔLMFVP(15,0) and f) ΔLMFVP(20,0) at a
scan-rate of 0.05 mV s\(^{-1}\). Identical y axis scales were employed to facilitate comparison of peak discharge current. Adapted from reference 271.

Figure 6.22 – Cyclic voltammograms of samples a) ΔLMP, b) ΔLMFVP(0,2.5), c) ΔLMFVP(0,5), d) ΔLMFVP(0,10), e) ΔLMFVP(0,15) and f) ΔLMFVP(0,20) at a scan-rate of 0.05 mV s\(^{-1}\). Additional redox activity due to the Li\(_3\)V\(_2\)(PO\(_4\))\(_3\) phase is marked with asterisks. Identical y axis scales were employed to facilitate comparison of peak discharge current. Adapted from reference 271.

Figure 6.23 – Cyclic voltammograms of samples a) ΔLMP, b) ΔLMFVP(1.25,1.25), c) ΔLMFVP(2.5,2.5), d) ΔLMFVP(5,5), e) ΔLMFVP(5,15), f) ΔLMFVP(10,10) and g) ΔLMFVP(15,5) at a scan-rate of 0.05 mV s\(^{-1}\). Variable y-axis scales were employed within these plots. Adapted from reference 271.

Figure 6.24 – The discharge capacities observed for all samples plotted as a function of composition at discharge rates of a) C/2, b) 1C, c) 2C and d) 5C. The capacities for each composition were indicated by the colour of the circles. The impure samples were indicated with a dark border. Adapted from reference 271.

Figure 6.25 – The charge/discharge curves for sample ΔLMP at rates of C/10 (first cycle), C/2 (fifth cycle) and 5C (fifth cycle).

Figure 6.26 – The charge/discharge curves for sample ΔLMFVP(20,0) at rates of C/10 (first cycle), C/2 (fifth cycle) and 5C (fifth cycle).

Figure 6.27 – The charge/discharge curves for sample ΔLMFVP(10,10) at rates of C/10 (first cycle), C/2 (fifth cycle) and 5C (fifth cycle).

Figure 6.28 – The charge/discharge curves for sample ΔLMFVP(0,20) at rates of C/10 (first cycle), C/2 (fifth cycle) and 5C (fifth cycle).

Figure 6.29 – The discharge capacities of ΔLMP, ΔLMFVP(0,20), ΔLMFVP(10,10) and ΔLMFVP(20,0) at C-rates in the range 0.1C – 5C.

Figure 6.30 – The energy densities of ΔLMP, ΔLMFVP(0,20), ΔLMFVP(10,10) and ΔLMFVP(20,0) at C-rates in the range 0.1C – 5C.

Figure 6.31 – The discharge capacities of ΔLMFVP(20,0) at C-rates between 0.1C – 5C (pink triangles) with the coulombic efficiency (blue asterisks) for each cycle.
Figure 6.32 – The capacity retention of ΔLMFVP(20,0) over 200 cycles at a charge/discharge rate of C/10. Adapted from reference 271.

Figure 7.1 – The structure of LiCoO$_2$ viewed along the [1 1 0] axis, with the (0 0 1) planes visible (the plane normal is parallel to the c-axis). The CoO$_6$ octahedra are blue, and the LiO$_6$ octahedra are green, with oxygen atoms represented as red balls. The structure was generated from PDF Card No. 01-070-2685 using VESTA software.

Figure 7.2 – A plot displaying the different capacities achieved by NMC compounds at different current densities. Reprinted with permission from Whittingham, M. S. Lithium batteries and cathode materials. Chem. Rev. 104, 4271–4301 (2004). Copyright 2004 American Chemical Society.

Figure 7.3 – The Low-Temperature Lab-Scale apparatus with additional oven attachment (position O). The Low-Temperature Lab-Scale mixer was employed in position A, as described in Section 2.1.2.1.

Figure 7.4 – The High-Temperature Lab-Scale apparatus with additional oven attachment (position O). The High-Temperature Lab-Scale mixer was employed as described in Section 2.1.2.1.

Figure 7.5 – a) XRD patterns of the attempted LCO syntheses made at mixing temperatures of 378 °C, showing the effect of increasing LiOH excess on the reaction products. Co$_3$O$_4$ and LiCoO$_2$ reference diffraction patterns were included for comparison (PDF Card Nos. 01-071-0816 and 01-070-2685 respectively). The unknown impurity phases (assumed to be reaction by-products) are indicated with asterisks. b) The XRD pattern of LT-LCO-20 between 7 – 20° 20, highlighting the impurity phases.

Figure 7.6 – XRD patterns (Mo-K$_\alpha$ radiation) of the LCO samples synthesised at a 402 °C mixing temperature with the extended residence time of 5 s. An LCO reference pattern is included for comparison (PDF Card No. 01-070-2685).

Figure 7.7 – XRD patterns (Mo-K$_\alpha$ radiation) of the high-temperature LCO samples, HT-LCO-402-5-1 and HT-LCO-391-5-1, made without the extended residence time. An LiCoO$_2$ reference pattern is included for comparison (PDF Card No. 01-070-2685).
Figure 7.8 – XRD patterns (Mo-Kα radiation) of the LCO samples made with reduced LiOH concentrations. Trace CoO impurities are indicated with an asterisk. LiCoO2 and CoO reference patterns are included for comparison (PDF Card Nos. 01-070-2685 and 01-071-1178 respectively). .......................................................... 238
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Figure 8.8 – a) XRD patterns (Mo-Kα radiation) of the MCO samples heat-treated at 1000 °C for 24h, with trace Cr₂O₃ impurities present (highlighted with asterisks). b) The same XRD patterns with adjusted y-axes to highlight the trace Cr₂O₃ impurities present (highlighted with asterisks). MgCr₂O₄ and Cr₂O₃ reference patterns are included for comparison (PDF Card Nos. 01-074-1225 and 38-1479, respectively).

Figure 8.9 – a) XRD patterns (Mo-Kα radiation) of the stoichiometry-adjusted MCO samples heat-treated at 1000 °C for 24h, with the trace Cr₂O₃ impurities marked with asterisks. b) The same XRD patterns with adjusted y-axes to highlight the Cr₂O₃ impurity phase. A MgCr₂O₄ reference pattern is included for comparison (PDF Card No. 01-074-1225).

Figure 8.10 – a) XRD patterns (Mo-Kα radiation) of the flash heat-treated samples at temperatures ranging between 400 – 1000 °C, with the diffraction peaks growing more intense and less broad with increasing temperature. A MgCr₂O₄ reference pattern is included for comparison (PDF Card No. 01-074-1225). Additionally, a scan of the aperture without any sample contained is displayed, showing the impurity peak at 17.8°.

Figure 8.11 – XRD patterns (Mo-Kα radiation) of the repeat flash heat-treatment experiments of MCO-335-0.5-0 at 500, 600 and 800 °C for 10 minutes.

Figure 8.12 – Raman spectroscopy of as-prepared (a and b), flash heat-treated (c – e) and 24 h heat-treated (f) MCO samples, with characteristic Raman-active modes of MgCr₂O₄ highlighted. Modes marked with an asterisk have been observed previously in MgCr₂O₄, but not assigned. The mode marked with a ● is assigned to the Cr=O bond stretching mode at 975 cm⁻¹, although whether this is formally an CrO₃ impurity phase or merely a surface feature of the materials is unclear.

Figure 8.13 – EDS and TEM analysis of MCO-335-0.4: a) The darkfield image of a representative MCO-335-0.4 agglomerate, b) The Mg-Kα signals (blue), c) The Cr-Kα signals (red), d) TEM image of a representative MCO-335-0.4 agglomerate, e) Higher magnification image of the same agglomerate, f) Representative Fourier-Transform of a MCO-335-0.4 TEM image.
Figure 8.14 – TEM microscopy of samples a) FHT-500-MCO-335-0.5-0, b) FHT-600-MCO-335-0.5-0 and c) FHT-800-MCO-335-0.5-0. d) A magnified TEM image of FHT-800-MCO-335-0.5-0 observed down the [0 1 1] direction, where selected area diffraction revealed the surface planes. e) Selected area diffraction of FHT-800-MCO-335-0.5-0 observed down the [011] axis, with the Miller indices of the diffraction spots indicated.

Figure 8.15 – Particle size distributions (from TEM) of samples a) FHT-500-MCO-335-0.5-0, b) FHT-600-MCO-335-0.5-0 and c) FHT-800-MCO-335-0.5-0. d) A plot of average particle size (with standard deviations plotted as error bars) as a function of heat-treatment temperature.

Figure 8.16 – BET surface area analysis of the as-prepared and flash-heat-treated samples, indicating the specific surface areas and estimated particle diameters (using the spherical approximation).

Figure 11.1 – Experimental (black) and calculated (red) diffraction patterns for a LaB₆ standard (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 17.7$, $\chi^2 = 1.02$.

Figure 11.2 – Experimental (black) and calculated (red) diffraction patterns for sample LFP1 from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 22.6$, $\chi^2 = 1.25$.

Figure 11.3 – Experimental (black) and calculated (red) diffraction patterns for sample LFP2 from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 24.5$, $\chi^2 = 1.39$.

Figure 11.4 – Experimental (black) and calculated (red) diffraction patterns for sample LFVP(2.5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 30.2$, $\chi^2 = 1.60$.

Figure 11.5 – Experimental (black) and calculated (red) diffraction patterns for sample LFVP(5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 27.1$, $\chi^2 = 1.44$.

Figure 11.6 – Experimental (black) and calculated (red) diffraction patterns for sample LFVP(10) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 26.1$, $\chi^2 = 1.40$. 
Figure 11.7 – Experimental (black) and calculated (red) diffraction patterns for sample LFVP(20) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 26.7, \chi^2 = 1.47$.

Figure 11.8 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFP1 from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 4.48, \chi^2 = 1.34$.

Figure 11.9 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFVP(2.5) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 4.87, \chi^2 = 1.40$.

Figure 11.10 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFVP(5) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 4.75, \chi^2 = 1.33$.

Figure 11.11 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFVP(10) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 4.24, \chi^2 = 1.18$.

Figure 11.12 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFVP(20) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 7.45, \chi^2 = 1.98$.

Figure 11.13 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(0.01) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 17.2, \chi^2 = 1.14$.

Figure 11.14 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(0.1) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 17.6, \chi^2 = 1.23$.

Figure 11.15 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(0.5) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 17.1, \chi^2 = 1.03$.

Figure 11.16 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(1.0) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 15.5, \chi^2 = 1.04$. 
Figure 11.17 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(1.5) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 16.3, \chi^2 = 1.10$. 308

Figure 11.18 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(2.0) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 15.6, \chi^2 = 1.09$. 308

Figure 11.19 – Experimental (black) and calculated (red) diffraction patterns for large-scale sample ΔLFVP(5) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 3.75, \chi^2 = 2.17$. 309

Figure 11.20 – Experimental (black) and calculated (red) diffraction patterns for sample LMP from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 22.0, \chi^2 = 1.07$. 309

Figure 11.21 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(0,2.5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 20.3, \chi^2 = 1.07$. 309
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<td>Polyether ether ketone</td>
</tr>
<tr>
<td>PFA</td>
<td>Perfluoroalkoxy</td>
</tr>
<tr>
<td>PHEV</td>
<td>Plug-in Hybrid Electric Vehicle</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Meaning</td>
</tr>
<tr>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>ppm</td>
<td>parts per million</td>
</tr>
<tr>
<td>PVDF</td>
<td>Polyvinylidene Fluoride</td>
</tr>
<tr>
<td>rpm</td>
<td>rotations per minute</td>
</tr>
<tr>
<td>SEI</td>
<td>Solid-Electrolyte Interphase</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission Electron Microscopy</td>
</tr>
<tr>
<td>TGA</td>
<td>Thermogravimetric Analysis</td>
</tr>
<tr>
<td>UCL</td>
<td>University College London</td>
</tr>
<tr>
<td>USABC</td>
<td>United States Advanced Battery Consortium</td>
</tr>
<tr>
<td>VC</td>
<td>Vinylidene Carbonate</td>
</tr>
<tr>
<td>VESTA</td>
<td>Visualisation for Electronic and Structural Analysis</td>
</tr>
<tr>
<td>WMG</td>
<td>Warwick Manufacturing Group</td>
</tr>
<tr>
<td>XPS</td>
<td>X-Ray Photoelectron Spectroscopy</td>
</tr>
<tr>
<td>XRD</td>
<td>X-Ray Diffraction</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero Applied Field</td>
</tr>
<tr>
<td>μSR</td>
<td>Muon Spectroscopy</td>
</tr>
</tbody>
</table>
1. Literature review

1.1. Nanoparticles

Nanoparticles are defined as materials with at least one dimension in the range 1 – 100 nm.\(^1\) They are termed “nanoparticles” independent of morphology, and include 3D structures (e.g. spheres and cuboids),\(^2,3\) 2D structures (e.g. sheets and ribbons),\(^4\) and 1D structures (e.g. rods and tubes),\(^5\) and can be composed of organic,\(^6\) inorganic,\(^7\) and metallic matter.\(^8\) Recently, there has been increasing academic and industrial interest in the synthesis and production of nanoparticles for a variety of applications,\(^9\) such as healthcare,\(^8\) catalysis,\(^10\) and energy storage among others.\(^11\)

As particles become smaller than 100 nm, their surface area per unit mass increases considerably (Figure 1.1). Therefore, if the desirable property of a material is determined by its particle surface, nanosizing the material should make it more effective. In addition, many materials of industrial interest are composed of expensive and/or rare metals, and therefore increasing material activity by nanosizing can reduce the amount required, lowering the cost of the end application or device.\(^12\)

Moreover, the fundamental properties of a material can change as it is nanosized, such as its chemical reactivity and its magnetic, electronic, optical and mechanical properties. For example, Cu nanoparticles have been shown to fracture under applied strain via a different mechanism compared to bulk Cu, and exhibit remarkably different mechanical properties as a result.\(^13\) Gold is largely inert to chemical reaction in the bulk phase, but is an effective CO oxidation catalyst in nanoparticle form.\(^10\) NiO is another interesting case, where it becomes magnetic below a particle size of ~50 nm.\(^11,14\) In summary, nanoparticles are of high academic interest, and also present exciting opportunities for application in a variety of industries.
1.1.1. Synthesis Methods

Ideally, nanoparticle synthesis methods should: be rapid, have low reaction temperature, use simple apparatus, be high-yield and produce high-performance particles. The synthesis of nanoparticles can be divided into two broad groups – known as “Top-Down” and “Bottom-Up” synthesis. “Top-Down” methods involve taking bulk particles (of one or multiple phases) and breaking them down into nanoparticles. In contrast, “Bottom-Up” methods build nanoparticles from smaller constituents (ions and atoms). A schematic of the two methods is provided in Figure 1.2.

Figure 1.1 – The effect of reducing particle diameter (from 100 nm to 5 nm) on specific surface area, assuming spherical particle morphology and an arbitrary density of 3 g cm$^{-3}$.

Figure 1.2 – A schematic of Top-Down and Bottom-Up synthesis methods.
1.1.1.1. Top-Down Synthesis Methods

Top-Down synthesis methods are comprised of mechanical attrition (ball-milling), lithography and etching techniques. Lithography and etching involve nanoscale pattern formation (or pattern transfer) onto a bulk substrate, and while they are interesting academically, they are not suitable for industrial-scale synthesis.\textsuperscript{15,16} The most common industrial top-down method is ball-milling, where bulk precursor(s) are broken down by grinding action. If there are multiple precursors, these will typically require additional heating and grinding steps to form the new, nano-structured phase via a solid-state reaction.\textsuperscript{17} Ball-milling combined with solid-state synthesis has been very successful for producing nanoparticles at the industrial scale due to the comparatively simple synthesis apparatus and ability to use solid feedstocks (negating the use of expensive solvents). However, there are significant drawbacks to this method; the heating and grinding steps are typically time-intensive (hour or day timescales) and energy-intensive (reaction temperatures $> 1000$ °C). Moreover, due to the relative difficulty in mixing solids, the combined precursors will often contain regions rich (and poor) in either precursor (Figure 1.3). Therefore, the reaction to form the new phase only occurs at the boundary of the two precursors, and often the inhomogeneity present in the mixture is transferred to the products, manifesting as inhomogeneous distributions of elements.

![Figure 1.3 – A schematic of the solid-state reaction between two precursors (red and blue). The reaction primarily occurs at the interface between agglomerates of the two phases, as indicated by the dotted lines.](image)

It is clear, therefore, that developing lower temperature and more rapid synthetic techniques that produce more homogeneous products is of great importance to industry, and for these reasons bottom-up approaches are being investigated to replace traditional top-down techniques.
1.1.1.2. Bottom-Up Synthesis Methods

There is a very wide array of bottom-up methods that have been explored in recent years; these include hydrothermal,\textsuperscript{7} solvothermal,\textsuperscript{18} emulsion-drying,\textsuperscript{19,20} spray pyrolysis,\textsuperscript{21,22} sol-gel,\textsuperscript{23,24} and precipitation.\textsuperscript{25,26} The potential precursors of these reactions are typically much more varied than solid-state synthesis; the waste products (e.g. counter-ions) must only be soluble in the reaction solvent, whereas solid-state by-products are usually gaseous to avoid impurity phases. Furthermore, the reaction solvent itself can be modified. Therefore, there is intrinsically greater optimisation achievable in bottom-up compared to top-down methods due to the higher number of reaction variables.

Sol-gel methods involve combining precursors in solution, which undergoes partial reaction to form a stable suspension of particles in solvent (the sol). This sol slowly evolves towards the gel system by forming enmeshed 3D networks of solvent and particles. The gel is then aged, where the networks of particles convert to a solid mass and expel solvent. Finally, the remaining aged gel is dried and heated to remove any remaining solvent, and convert surface hydroxide species to oxide.\textsuperscript{23,24} If the solvent decomposes to form carbon, this technique can successfully make enmeshed networks of carbon and final product phase.\textsuperscript{27–30}

Emulsion-drying is very similar to the sol-gel method; aqueous precursors are dispersed in an oil phase, forming a colloidal intermediate, which sediments from the oil phase. This sediment is dried and calcined to form the product. This technique successfully reduces agglomeration of the intermediate particles, reducing primary particle size of the product.\textsuperscript{19,20}

The precipitation method is akin to conventional solid-state synthesis in many respects, except one of the reacting phases is liquid as opposed to solid. Therefore, solid precursor is combined with an liquid precursor (either aqueous or dissolved in solvent) to form a slurry, dried and heat-treated to produce the product phase.\textsuperscript{25,26}

Spray pyrolysis requires atomised precursors (using peristalsis or ultrasound) dispersed in a carrier gas. The dispersion is flowed into a heated reactor section, where
solvent evaporates from the droplets of precursor and forms the product phase. This can successfully produce nanosized particles, although often with low crystallinity, and can require calcining to form the desired product.\textsuperscript{21,22}

While these methods possess their own distinct advantages, the batch hydrothermal method can be regarded as the most industrially relevant, due to the low cost and environmental compatibility of the water solvent.\textsuperscript{7,31} Before discussing the hydrothermal method in detail, it is first important to explore the nucleation and growth dynamics of nanoparticles from liquid and gas phases, which is the subject of the next section.

\subsection*{1.1.2. Nanoparticle Formation Dynamics}

Nanoparticles form from both liquid and gas media in five discrete steps: i) precursor formation, ii) nucleation, iii) growth, iv) ageing/coarsening and v) termination.\textsuperscript{31–33} Precursor formation is the initial reaction of the solvated precursors to form a zero-charge complex, where the example in the aqueous case is given in Equation 1.1.

\[ M^{z+}(H_2O)_n \rightleftharpoons [M(OH)_z(H_2O)_{n-z}]^0 + zH^+ \]

Equation 1.1 – The formation of the zero-charge precursor from hydrated metal cations, where $z$ is the formal charge of the metal ion, and $n$ is the degree of hydration of the aqueous metal precursor.

The zero-charge complex effectively “polymerises” via condensation of the zero-charge precursor to form an initial solid phase (nucleation), which reacts further with aqueous precursors (growth) to grow larger until the precursors are exhausted. Beyond this point, larger particles form from interactions between the solid particles produced from the growth phase (ageing/coarsening). Termination occurs when the particles stop growing.

These processes can be visualised by examining the concentration of zero-charge complex as a function of reaction (Figure 1.4), as described by the LaMer model,\textsuperscript{33} and the number/size of particles generated (Figure 1.5) as a function time. The first process (i) is the rapid formation of the zero-charge complex precursor at the beginning of the reaction; no particles are formed until the concentration of the precursor reaches $C_{\text{min}}$, the critical concentration required for nucleation. Beyond this concentration, nucleation rate increases abruptly and nuclei are formed extremely rapidly (Figure
1.5). If the nucleation rate is faster than the precursor generation rate (as it often is), the precursor concentration decreases sharply after the onset of nucleation, giving a concentration maximum within the nucleation step, $C_{\text{max}}$. As the concentration decreases to $C_{\text{min}}$, the nucleation rate is severely reduced, and precursor preferentially reacts with existing nuclei. The growth process is a first or second order kinetic process, and is therefore faster than nucleation at concentrations close to $C_{\text{min}}$ (which is typically a much higher order kinetic process as discussed in Section 1.1.2.1). However, if the concentration $> C_{\text{min}}$ for a significant period of time, both nucleation and growth can occur simultaneously, and leads to large particle size distributions as the primary nuclei grow larger than the later nuclei. It is therefore important to separate the nucleation and growth steps in synthesis to ensure controlled growth to give more uniform particle sizes. Growth continues until the precursor concentration is reduced to $C_s$, the solubility limit of the solid phase. At this point, ageing of the particles in suspension via processes such as Ostwald ripening (discussed in Section 1.1.2.3) and aggregation generate larger particles at the expense of smaller ones, decreasing particle number and increasing particle size. When the reaction is terminated, all of the above processes stop, and the particle sizes and number remain constant.

It is important to differentiate termination of crystallite size growth and particle size growth. In practise, it is relatively facile to terminate the former by reducing the temperature, or removing the products from the reaction mixture, preventing further chemical reactions at the surfaces of particles. However, particle size growth will inevitably continue as crystallites aggregate in suspension unless they are stabilised, which can be achieved using steric or electrostatic stabilisation. All samples produced in this thesis were dried after synthesis to give aggregates of nanoparticles, so for this thesis “termination” is defined as the end of crystallite growth.
Figure 1.4 – The zero-charge precursor concentration as a function of time during precipitation of the solid phase, with the various steps of formation indicated by the vertical dashed lines. The solubility of the solid phase ($C_s$), the critical concentration of nucleation ($C_{min}$) and maximum concentration ($C_{max}$) are indicated by horizontal dashed lines. Adapted with permission from “LaMer, V. K. & Dinegar, R. H. Theory, Production and Mechanism of Formation of Monodispersed Hydrosols. J. Am. Chem. Soc. 72, 4847–4854 (1950)”. Copyright 1950 American Chemical Society.  

Figure 1.5 – The change in particle number and size during the various stages of particle formation, assuming the nucleation and growth steps are reasonably separated.
1.1.2.1. Nucleation Dynamics

This section discusses the parameters affecting the size and rate of formation of nuclei. The free enthalpy change of nuclei $P_n$ (generated from $n$ molecules of precursor $P$) depends upon the difference in chemical potential ($\mu_s - \mu_L$) between the solid ($\mu_s$) and solution ($\mu_L$), and includes a contribution from the surface energy of the nucleus ($A\gamma$), where $A$ is the surface area of the solid, and $\gamma$ is the interfacial energy (Equation 1.2).  

$$\Delta G = n(\mu_s - \mu_L) + A\gamma$$  

Equation 1.2 – The free enthalpy change of nuclei forming from solvated precursors.

Making the approximation that chemical activity is equal to concentration, the difference in chemical potential can be expressed according to Equation 1.3, where $C_S$ is the solubility of the solid phase, $C_L$ is the precursor concentration in solution, and $S$ is the supersaturation ratio, $C_S/C_L$.  

$$(\mu_s - \mu_L) = kT\ln(C_S/C_L) = -kT\ln S$$  

Equation 1.3 – The chemical potential difference expressed in terms of supersaturation ratio, $S$.

Assuming spherical nuclei, the free energy of nucleation can be expressed according to Equation 1.4, where $r$ is the nuclei radius, $\nu$ is the molecular volume of the precursors, and $n$ is the number of molecules of precursor.  

$$\Delta G = -nkT\ln S + n^{2/3}(36\pi \nu^2)^{1/3}\gamma$$  

Equation 1.4 – The free enthalpy of nucleation expressed in terms of supersaturation ratio $S$, nuclei volume $\nu$ and precursor molecules $n$.

Under supersaturated conditions ($S > 1$), and assuming a positive interfacial energy, the first term in the free energy equation is negative, and the second is positive. Plotting $\Delta G$ as a function of precursor molecules $n$ yields the function plotted in Figure 1.6. The formation of small nuclei ($n < Q$) is energetically unfavourable, whereas larger nuclei ($n > Q$) are favourable. There is a free energy maximum, $\Delta G^*$, which is an effective transition state and activation energy barrier which potential nuclei must pass through in order to nucleate.
Figure 1.6 – Variation in free energy ($\Delta G$) as a function of precursor molecules $n$. The number of precursor molecules in a critical nucleus, $n^*$, the activation energy for nucleation, $\Delta G^*$, and the point where $\Delta G = 0$, $Q$, are indicated.\textsuperscript{32}

The number of precursor molecules contained within this transition state is defined by the point where the first derivative $\delta(\Delta G)/\delta n = 0$. This gives the number of precursor molecules in a critical nucleus, $n^*$, as described in Equation 1.5, and the activation energy, $\Delta G^*$, as described in Equation 1.6.

\[
\Delta G^* = \frac{16\pi\gamma^3 v^2}{3(kT\ln S)^2}
\]

Equation 1.6 – The size of the activation energy barrier, $\Delta G^*$, expressed in terms of surface energy $\gamma$, molecular volume $v$, temperature $T$ and supersaturation ratio $S$.

\[
n^* = \frac{32\pi\gamma^3 v^2}{3(kT\ln S)^3}
\]

Equation 1.5 – The size of the critical nucleus, $n^*$, expressed in terms of surface energy $\gamma$, molecular volume $v$, temperature $T$ and supersaturation ratio $S$.

$n^*$ can be converted to a critical radius, $r^*$ as given by Equation 1.7. Higher surface energies increase $r^*$, whereas higher temperatures or greater degrees of supersaturation decrease $r^*$. The rate at which critical nuclei form, $J$, depends on the nucleation activation energy, $\Delta G_N$, which contains the activation energy term previously derived ($\Delta G^*$), but also includes the activation energy for the condensation reaction necessary to grow the nuclei (olation and/or oxolation), $\Delta G^R$, and is typically 35 kJ mol$^{-1}$, although acid or base catalysis can reduce this by an order of magnitude.\textsuperscript{35} The $J_0$ term is the collision frequency between precursor molecules (Equation 1.8).
\[ r^* = \frac{2\gamma v}{kT \ln S} \]

Equation 1.7 – The size of the critical nucleus radius, \( r^* \), expressed in terms of surface energy \( \gamma \), molecular volume \( v \), temperature \( T \) and supersaturation ratio \( S \).

\[ J = J_0 \exp \left( \frac{\Delta G^* + \Delta G^R}{kT} \right) = J_0' \exp \left( \frac{-16\pi \gamma^3 v^2}{3(kT)^3 (\ln S)^2} \right) \]

Equation 1.8 – The nucleation rate \( J \), where \( J_0' = J_0 \exp(-\Delta G^R/kT) \).

Within a narrow concentration range, it is possible to express \( J \) more simply as \( J = k_n C^n \), where \( n \sim n^* \). Therefore, as \( n^* \) is usually greater than 2, the kinetics of nucleation are of higher order than growth kinetics, as stated earlier.

### 1.1.2.2. Growth Dynamics

Once nuclei have formed, they grow from solution by two distinct mechanisms: diffusion-limited growth and growth limited by surface reaction, where the rate-limiting step is diffusion of the precursor to the particle surface, or surface reaction prior to growth, respectively.

Diffusion-limited growth can be expressed according to Equation 1.9, where \( \delta r/\delta t \) is the rate of radius \((r)\) growth as a function of time \((t)\), \( C_s \) is the solubility of the solid and \( D \) is the diffusion coefficient of the solute with concentration \( C \) and molar volume \( v \).

\[ \frac{\delta r}{\delta t} = \frac{D(C - C_s)v}{r} \]

Equation 1.9 – The rate of particle growth under the diffusion-limited growth regime.

In contrast, surface reaction-limited growth is determined by Equation 1.10, where \( k_m \) is a rate constant, and \( C_m \) is the approximate number of surface precursor molecules on the nuclei.

\[ \frac{\delta r}{\delta t} = k_m r^2 C_m \]

Equation 1.10 – The rate of particle growth under the surface reaction-limited growth regime.

The key difference between these mechanisms is the effect of particle size upon the rate of growth; larger particles grow more slowly with diffusion-limited growth, whereas they grow faster under surface-reaction limited growth. The parameters which
can affect both nucleation and growth from the expressions derived in this section are temperature, reaction time, and precursor concentration (specifically the supersaturation ratio). It is vitally important that both growth and nucleation are controlled to target particles of a desired composition, size and particle-size distributions.

1.1.2.3. Ageing/Coarsening Dynamics

At the end of the growth stage, particle-particle interactions grow in dominance as particle growth mechanisms. These consist of coalescence, oriented attachment, Ostwald ripening, and agglomeration.

Agglomeration is driven by the interfacial energy of the particle surface, which is especially high for nanoparticles. Nanoparticles will agglomerate in suspension unless they are stabilised by steric surface agents, or by changing their surface charge to create sufficient repulsion between them. However, to produce dry nanoparticulate powders (which was necessary throughout this thesis), agglomeration is almost unavoidable.

Oriented attachment and coalescence are very similar ageing mechanisms; both describe when two particles chemically fuse together to form a larger particle. Oriented attachment describes two particles joined on a particular crystallographic plane, whereas coalescence describes particles fused together with no preferred attachment plane. Such fused particles can be single crystals or polycrystalline depending on the ageing time of the specific reaction.

Ostwald ripening is the process where larger particles grow whilst consuming smaller particles. This is due to the increased solubility of smaller particles as described by the Gibbs-Kelvin equation (Equation 1.11), where $s_r$ is the solubility of a particle of radius $r$ and $s_\infty$ is the solubility of a particle of infinite radius (flat surface). Therefore, smaller particles will preferentially dissolve during ageing and grow on larger particles.
\[ s_r = s_\infty \exp \left( \frac{2\gamma v}{kT r} \right) \]

Equation 1.11 – The solubility of a particle of radius \( r \).

The mathematical description of Ostwald ripening is described by Lifshitz-Slyozov-Wagner (LSW) theory.\(^{37,38}\) The derivation of LSW theory is complex, but the main effect of Ostwald ripening on particle size is shown in Equation 1.12, where \(<r>\) is the average particle radius, \(<r_0>\) is the average initial particle radius and \(D\) is the diffusion coefficient of the constituent particle material. The growth of particle radius is therefore proportional to the cube root of time, and therefore reducing reaction time is the simplest way to minimise Ostwald ripening.

\[ <r>^3 - <r_0>^3 = \frac{8\gamma S_\infty v^2 D}{9kT} t \]

Equation 1.12 – The effect of Ostwald ripening on particle size as a function of time.

### 1.1.3. Effect of Reaction Media on Nanoparticle Synthesis

#### 1.1.3.1. Hydrothermal and Solvothermal Synthesis (Batch)

Common methods for solid state synthesis are hydrothermal and solvothermal syntheses, where hydrothermal synthesis is a subset of solvothermal synthesis, employing water solvent specifically.\(^7,23,39,40\) In both methods, the solvents and precursors are placed inside sealed vessels (such as an autoclave), where the solid phase nucleates upon heating for a set reaction time. The autogenous pressure generated when solvents are heated in a sealed vessel keeps them in a predominantly liquid state, meaning they can be heated to temperatures well above their atmospheric pressure boiling points. While some syntheses use high enough temperatures to change the phase of solvent to a supercritical fluid (discussed in Section 1.1.3.2),\(^{40}\) the majority exploit the enhanced reactivity of metal salts at elevated temperatures in liquid solvent (typically 100 – 250 °C).

The main advantage of hydrothermal/solvothermal syntheses in comparison to sol-gel or co-precipitation techniques is that they often make crystalline particles immediately, and do not require a calcination step. However, their reaction times are still relatively long (timescales on the order of hours), and solvothermal processes are often uneconomic due to the expensive and environmentally unfriendly solvent.
Hydrothermal processes are inevitably cheaper due to the water solvent, but often produce large particles.\textsuperscript{41} The particle size can be reduced by employing surfactants, such as polyethylene glycol,\textsuperscript{42,43} hexadecyltrimethylammonium bromide (CTAB),\textsuperscript{44} and ascorbic acid,\textsuperscript{45,46} which bind to the growing particle surface, although these also incur a cost. Moreover, these synthetic techniques are batch processes, which can suffer from batch-to-batch variation and are comparatively difficult to scale-up to industrial production. For these reasons, Continuous Hydrothermal Flow Synthesis (CHFS) has been pursued as a possible alternative, utilising the benefits of cheap water solvent, but additionally exploiting the properties of supercritical water to produce nanoparticles without surfactant in a continuous manner.\textsuperscript{47} Therefore, the next section explores the special properties of supercritical water and the reasons for its use in CHFS.

1.1.3.2. Supercritical Water

A supercritical fluid is a state of matter which is observed when a liquid is heated and pressurised above its critical point.\textsuperscript{48} This state has interesting properties, sharing characteristics with both liquids (e.g. can dissolve solids) and gasses (e.g. can be compressed). Aside from water solvent, CO$_2$ and alcohols have been explored in their supercritical state for a variety of applications. The critical point of water is at 374 °C and 22.1 MPa (Figure 1.7).\textsuperscript{49} As the temperature of water increases above the supercritical temperature, $T_c$, the physical and chemical properties of water change drastically, as indicated by Figure 1.8. For example, the heat capacity $C_p$ increases to a maximum at the supercritical point, which is characteristic of a phase transition.
Figure 1.7 – The phase diagram of water, indicating the critical point and triple point of water. The boiling point of water under atmospheric conditions is also included as a reference. Phase boundaries are indicated by solid lines, and key pressures/temperatures indicated with dashed lines.


Furthermore, the dielectric constant ($\varepsilon$) decreases rapidly from the value observed for room-temperature water (80) to the supercritical point ($\varepsilon$ ~5), and decreases further
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Beyond this point ($\varepsilon < 2$ at 400 °C). These $\varepsilon$ values are approximately equal to those of ethyl acetate ($\varepsilon = 6.02$) and hexane ($\varepsilon = 1.88$), and indicate hydrogen bonds between water molecules are being broken through the phase transition. Indeed, a combination of IR, Raman, $^1$H NMR spectroscopy and neutron scattering confirm the breakdown of the large hydrogen-bonded network present in liquid water, with only small, locally-bonded clusters remaining in supercritical water. Therefore, the supersaturation concentration of inorganic metal salts is much lower in supercritical water compared to room temperature water, as they are solvated far less effectively. For example, NiBr$_2$ dissolved in ambient conditions has a first solvation shell of six water molecules surrounding Ni$^{2+}$. However, in supercritical water, the first solvation shell is distorted tetrahedral and much more anionic, with structural formulas Ni$^{2+}$Br$_x$(H$_2$O)$_{4-x}$ observed, where $x = 1, 2$ or 3. Furthermore, the metal-oxygen coordination bond of hydrated cations has been shown to contract with increasing temperature, suggesting the formation of formal metal-oxygen bonds (as present in solid oxides) is more facile in supercritical water solvent.

Moreover, the hydrolysis of water-coordinated cations to form the zero-charge complex discussed in Section 1.1.2.1 is more rapid in supercritical water. This is due to the change in the ionic product ($K_w$, Equation 1.13a) as a function of increasing temperature. Both [H$^+$] and [OH$^-$] are approximately $1 \times 10^{-7}$ mol dm$^{-3}$ in room temperature, ambient pressure water, giving a $K_w$ value of $1 \times 10^{-14}$ mol$^2$ dm$^{-6}$. It is useful at this point to define $pK_w$ in Equation 1.13b, where the $pK_w$ of water at room temperature is $ca. 14.

$$a) \quad K_w = [H^+][OH^-]$$
$$b) \quad pK_w = -log_{10}(K_w)$$

Equation 1.13 – a) The ionic product of water, $K_w$, in terms of proton and hydroxide concentration, [H$^+$] and [OH$^-$], respectively. b) The relationship between $pK_w$ and $K_w$.

Figure 1.9 displays the variation of $pK_w$ with temperature, and it can be seen that the $pK_w$ values are significantly lower than 14 around the supercritical point at pressures greater than 34.5 MPa. This corresponds to an increased concentration of both [H$^+$] and [OH$^-$] by about an order of magnitude. Given acid or base can catalyse the oxolation reaction, reducing the activation energy barrier of nucleation as described in
Section 1.1.2.1, the increased ionic character of supercritical water will result in more rapid nanoparticle nucleation.

If ambient metal salt precursors are combined with supercritical water, the degree of supersaturation will be extremely high, leading to rapid nucleation of small particles. This idea has encouraged many researchers to apply such a synthesis method to produce a wide array of nanoparticles, as detailed in the next section.

1.1.4. Continuous Hydrothermal Synthesis

1.1.4.1. Introduction to Continuous Hydrothermal Synthesis

When ambient, aqueous precursors are combined with supercritical water, the zero-charge precursor discussed in Section 1.1.2.1 forms rapidly under the hydrolysing conditions. An example of formation from a typical metal nitrate precursor is given in Equation 1.14a. This is considered to partially dehydrate to form a hydroxide intermediate (Equation 1.14b). This precursor then dehydrates further via a series of condensation reactions to form the metal oxide, as shown in Equation 1.14c. This is a simplification, as in many cases other chemical species (such as oxidants) are involved in the reaction, and the coordination shell surrounding the metal ion often changes at
higher temperatures as previously discussed. In addition, some metal salts decompose via hydroxides and oxyhydroxides in slow steps, i.e. the initial production of the reaction may not be the fully dehydrated oxide. It is important to note the nitrate ion forms nitric acid as a by-product in this example, so hydrothermal reactions often include base not only to catalyse oxide formation, but to ensure a neutral or basic pH to prevent dissolution of the metal oxide product.

\[ a) \text{M}^{z+}(\text{NO}_3)_z \rightarrow \text{M}^{z+}(\text{H}_2\text{O})_n + z\text{NO}_3^- \rightleftharpoons [\text{M(OH)}_z(\text{H}_2\text{O})_{n-z}]^0 + z\text{HNO}_3 \]

\[ b) [\text{M(OH)}_z(\text{H}_2\text{O})_{n-z}]^0 \rightarrow \text{M(OH)}_z + (n - z)\text{H}_2\text{O} \]

\[ c) \text{M(OH)}_z \rightarrow \text{MO}_{z/2} + (z/2)\text{H}_2\text{O} \]

Equation 1.14 – a) The hydrolysis of a metal nitrate precursor to form the zero-charge precursor. b) Partial dehydration of the zero-charge precursor to form a metal hydroxide intermediate. c) The dehydration of the zero-charge precursor to form a metal oxide.

1.1.4.2. Reactor Designs

Two early approaches to CHFS reactor design were developed separately by Pacific Northwest Laboratories and the Arai group in Japan. The former employed a relatively simple process relying on only one pump, which continuously pumped dissolved metal salts into a heated pipe section in a furnace. Nanoparticles rapidly nucleated in flow, and the product slurry was cooled by rapid expansion of the suspension at the end of the process, and the resulting vapour was condensed and collected (Figure 1.10). This apparatus could successfully produce particles of Fe$_2$O$_3$, CuO, NiO and ZrO$_2$ among others. While the simplicity of the apparatus prevented the need to consider mixing dynamics between supercritical and ambient feeds, it was too inflexible for wide application. Moreover, although narrow pipe diameters were used in the furnace section, enabling rapid heat transfer, inevitably the precursors will have reacted to form particles at temperatures significantly below the target furnace temperature, i.e. the synthesis temperature was not well defined.
A more versatile and widely-adopted approach was pioneered in the 1990s. The key innovation was the continuous combination of preheated supercritical water and ambient precursors at a mixing point (Figure 1.11) to produce a high-temperature combined stream, from which nanoparticles were produced. This mixing point arrangement is discussed in detail in Section 1.1.4.3.
This design offered numerous advantages in comparison to the single pump apparatus. Firstly, the temperature was well defined at the mixing point, assuming rapid mixing and minimal heat transfer between ambient and supercritical feeds prior to mixing. Secondly, the pH of the reaction could be controlled. Typically, the HPLC pumps used in these processes cannot pump suspensions of any kind, i.e. they are limited to solutions. As metal salts and bases often combine to form an initial precipitate (often the metal hydroxide), defined mixing points allow metal salts and bases to be combined in process, i.e. precipitates only form downstream of the pumps. This allowed researchers to overcome early problems with CHFS processes, which often produced low yields or impure products due to the lack of pH control. Finally, more complex reaction chemistry could be explored due to the inherent flexibility of the reactor design. For example, multiple mixing points have been utilised to synthesise nanoparticles at high temperature, and then coat the particles with surfactants at a second, lower temperature mixing point. Therefore, it is this reactor design which has been most commonly used throughout literature reports, and has been primarily
adopted by the CMTG at UCL. The CMTG reactor apparatus is discussed in Section 2.1.

1.1.4.3. Mixer design and geometry

There are three criteria which successful mixers should satisfy: the supercritical water and precursor feeds should mix rapidly to ensure homogenous reaction temperature and concentration, circumvent premature heating of the metal salts, and avoid blockages. A very wide array of configurations and geometries have been attempted, most notably by Lester et al., and this section aims to give a brief overview of key developments in mixer design and geometry towards these aims.\textsuperscript{66}

It is useful at this point to define the Reynolds number, $R_e$, which is calculated using Equation 1.15, where $d$ is the internal pipe diameter, and $v$, $\rho$, and $\mu$ are the velocity, density and viscosity of the fluid, respectively. $R_e$ is a dimensionless quantity which describes the flow of fluid within a pipe. At $R_e$ values $< 2000$, laminar flow is observed, and if $R_e > 4000$ the mixing is turbulent. At intermediate values ($2000 < R_e < 4000$), the mixing is “transitional” and has mixed laminar/turbulent behaviour. Equation 1.15 reveals the experimental parameters which affect $R_e$; increasing the pump flow rates increases $v$, and using narrower pipes increases $v$ (for a fixed flow rate) and decreases $d$. Increasing the mixing point temperature also increases $R_e$ due to the dominant effect of reducing the reaction mixture viscosity.

$$R_e = \frac{\rho dv}{\mu}$$

Equation 1.15 – The expression for Reynolds number, $R_e$, in terms of fluid density $\rho$, inner pipe diameter $d$, fluid velocity $v$, and fluid density $\mu$.

The first reported mixer to be employed by Adschiri et al. in their seminal publication in 1992 was a tee-piece mixer.\textsuperscript{59} Tee-piece mixers can operate in a wide variety of temperatures, pressures, flow-rates and orientations, and can be assembled from commercially available components, and hence this mixer continues to be commonly used by many researchers.\textsuperscript{67–69} Investigation of the effect of reaction variables on nanoparticle size was performed recently by Aoki et al.,\textsuperscript{68} who found increased mixing (i.e. greater $R_e$) and higher temperatures favoured the formation of smaller CeO$_2$ particles. However, marginal benefit was observed when $R_e$ was increased above 10000 (Figure 1.12).
Figure 1.12 – The effect of temperature and Reynolds number on CeO$_2$ particle size synthesised via CHFS. Reprinted from “Aoki, N. et al. Kinetics study to identify reaction-controlled conditions for supercritical hydrothermal nanoparticle synthesis with flow-type reactors. J. Supercrit. Fluids 110, 161–166 (2016)”, Copyright 2016, with permission from Elsevier.

It is clear from the work of Aoki et al. that the mixing dynamics have a huge impact on the size of particles produced.\textsuperscript{68} Therefore, more advanced mixer designs such as swirling micro mixers and central collision mixers (CCM) have been pioneered by various groups, and are illustrated in Figure 1.13. In the former case, Kawasaki et al. employed dual supercritical water feeds, which were fed into the mixer at an angle of 60° to the precursor feed (Figure 1.13a).\textsuperscript{70} This produced a swirling flow of the combined feeds, and reduced the particle size and particle size distribution of NiO compared to the tee-piece mixer. This was despite the greater Reynolds number value in the tee-piece mixer (96000 vs 58000), which implied the mixing geometry also contributed to the nucleation dynamics of nanoparticles. Sue et al. pioneered the CCM, which employed a six-branch mixer (Figure 1.13b).\textsuperscript{71} Supercritical water entered via the four equatorial branches, and the precursor and product entered and exited axially. The main benefit of this design was the reduction in heterogeneous nucleation of product on the pipe walls, as opposed to homogenous nucleation in flow. This was evidenced by smaller particles and narrower particle-size distributions produced by the CCM.
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Lester et al. used computer simulations to investigate the mixing dynamics in tee-piece mixers. They found the different densities of supercritical water and ambient water feeds (371 vs. 998 kg m$^{-3}$) resulted in buoyancy forces dominating the mixing interaction, and in such a regime the tee-piece mixer was ineffective.\textsuperscript{73} As a result, they designed counter-current mixers (Figure 1.14) which exploited the difference in densities to aid, rather than hinder, mixing.\textsuperscript{74} In this design, the precursor and supercritical feeds were arranged coaxially; precursors were pumped vertically to meet a downward flow of supercritical water, and the products exited vertically.

More recently, the CMTG at UCL investigated the counter-current mixer under a range of different reaction conditions. While the mixer design prevented blockages, with unbalanced feeds (i.e. greater supercritical water flow rate) the mixer displayed unstable mixing dynamics, with intermittent jetting of the supercritical feed deep into the precursor feed. This provided an uncertain mixing point of poorly-defined temperature, and is therefore unsuitable for controlled nanoparticle synthesis. Moreover, heat exchange between the supercritical water and precursor stream was observed, reducing the observed mixing point temperature; in fact, the desired reaction temperature was only achieved significantly beyond the mixing point.

In light of these problems, UCL authors pioneered the Confined Jet Mixer (CJM). This relies upon a co-current mixing regime, where aqueous precursors are fed in through two equatorial feeds to meet an axial hot water feed (Figure 1.15) and the
products leave the mixer vertically. This is achieved using a “pipe-in-pipe” configuration, where supercritical water enters the mixer *via* an inner pipe within a cross-piece. In-situ temperature measurements confirmed complete mixing of the two feeds within ~40 ms of the mixing points, and the momentum of the supercritical jet was found sufficient to carry the nanoparticulate slurry away from the mixer. Moreover, higher supercritical water flow-rates could be used to achieve higher mixing-point temperatures, and a scale-up study on ZnO showed the mass yield of the reaction could be increased by a factor of 40 without significant change in particle size. Therefore, the CJM was used throughout this thesis, and the specific CJM arrangements are discussed in Section 2.1.2.


### 1.2. Rechargeable Batteries

With global population predicted to exceed 10 billion within 50 years, global energy consumption is correspondingly likely to increase. The majority of worldwide energy production stems from fossil fuels, which are a finite resource and have negative
environmental consequences when used (such as global warming). As a result, renewable energy sources such as wind and solar power are currently in development to replace them. However, these power sources are often erratic or intermittent in nature and do not provide constant, reliable power. Wind power, for example, depends on the strength and direction of wind, and is therefore reliant on the weather. Energy storage provides a potential solution to this problem; if energy can be stored at times of peak generation, and used at times of low generation, this could enable much wider uptake of renewable energy generation worldwide.

One potential candidate for such energy storage devices is rechargeable batteries. These convert electrical energy to chemical energy, thereby storing it, and have mostly been utilised in small portable devices, such as mobile phones. However, they have recently been considered for transport applications, such as the electric vehicle (EV) and plug-in hybrid electric vehicle (PHEV). If these vehicles can attain mass-market penetration, this would go some way towards decarbonising transport. Furthermore, large-scale stationary rechargeable batteries have been built recently for load-levelling applications at the grid level, and offer promise for larger-scale grid storage. However, rechargeable batteries fall short of petroleum fuel in one key aspect; their energy densities are much lower. This results in a much shortened driving range of EVs (typical range 100 – 200 miles) compared to petrol cars (over 500). Consequently, there is great need to improve energy storage devices to enable EVs.

1.2.1. Battery Fundamentals

Batteries consist of multiple electrochemical cells stacked in series, which contain three main components; anode, cathode and electrolyte. To provide electrical power, cells convert chemical energy into electrical energy. This is achieved by pairing two “half-reactions” at the anode and cathode, and it is the potential difference (as defined by the standard electrochemical series) between the anodic and cathodic reaction which determines the voltage provided by the battery. For example, in a LiFePO$_4$/Li cell, the Fe$^{2+}$/Fe$^{3+}$ couple is paired with the Li/Li$^+$ couple to provide a cell voltage of ~3.4 V (this differs from the theoretical values from Table 1.1 as these are calculated using gaseous or aqueous metals). The energy density of a cell can be calculated according to Equation 1.16, where Equation 1.16a gives the gravimetric energy
density, and Equation 1.16b gives the volumetric energy density, which are measures of the energy stored per unit mass or unit volume, respectively.

Table 1.1 – The standard electrochemical series, including key electrochemical half-reactions

<table>
<thead>
<tr>
<th>Half-reaction</th>
<th>E₀ / V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li⁺ + e⁻ → Li(s)</td>
<td>−3.04</td>
</tr>
<tr>
<td>Cs⁺ + e⁻ → Cs(s)</td>
<td>−3.03</td>
</tr>
<tr>
<td>Li⁺ + C₆(s) + e⁻ → LiC₆(s)</td>
<td>−2.84</td>
</tr>
<tr>
<td>Na⁺ + e⁻ → Na(s)</td>
<td>−2.71</td>
</tr>
<tr>
<td>2H⁺ + 2e⁻ → H₂(g)</td>
<td>0</td>
</tr>
<tr>
<td>Fe³⁺ + e⁻ → Fe²⁺</td>
<td>0.77</td>
</tr>
<tr>
<td>CoO₂(s) + 4H⁺ + e⁻ → Co³⁺ + 2H₂O</td>
<td>1.42</td>
</tr>
</tbody>
</table>

a) \( E_{\text{grav}} = \frac{\nabla A}{\text{mass}} \)  
b) \( E_{\text{vol}} = \frac{\nabla A}{\text{volume}} \)  
c) \( \bar{V} = \int_0^\Lambda \frac{Vd\Lambda}{\Lambda} \)

Equation 1.16 – a) the gravimetric energy density \( E_{\text{grav}} \) and b) volumetric energy density \( E_{\text{vol}} \) of a cell in terms of the average voltage (defined in c) and cell capacity, \( \Lambda \).

There are two broad categories of battery technology – primary and secondary. Primary batteries provide only a single discharge before they require disposal or recycling, whereas secondary batteries rely on reversible chemistry and can be recharged multiple times to provide multiple discharges. While primary batteries remain an active area of research, they are beyond the scope of this thesis, and are not discussed further.

The first commercial secondary batteries were the lead-acid and Ni-Cd batteries, which relied on aqueous electrolytes. In a battery, the anode provides electrons upon discharge, and the cathode receives them, i.e. they act as reductant and oxidant, respectively. The open circuit voltage, \( V_{\text{oc}} \), depends upon the electrode potentials of anode and cathode, \( \mu_A \) and \( \mu_C \), according to Equation 1.17a. However, this voltage must reside within the voltage window of the electrolyte (\( E_g \)), defined by the electrolyte HOMO and LUMO according to Equation 1.17b. Specifically, if the LUMO of the electrolyte is lower than \( \mu_A \), the electrolyte will be reduced. Likewise,
if the electrolyte HOMO is greater than $\mu_C$, it will be oxidised. In the case of aqueous electrolytes, these reactions are essentially the hydrogen and oxygen evolution reaction, respectively. This limits the maximum voltage of an aqueous cell to 1.3 V, and therefore non-aqueous electrolytes were advanced to enable wider cell potential windows to be used, and led to the discovery of the rechargeable Li-ion battery. A schematic of an aqueous battery in terms of relative electron energies is given in Figure 1.16.

$$\text{a) } V_{OC} = \frac{\mu_A - \mu_C}{e} \quad \text{b) } E_g = E_{\text{LUMO}} - E_{\text{HOMO}}$$

Equation 1.17 – a) The open circuit voltage, $V_{OC}$ of an electrochemical cell, where $e$ is the magnitude of the electron charge. b) The voltage stability window of an electrolyte, $E_g$, in terms of the energy of its LUMO ($E_{\text{LUMO}}$) and HOMO ($E_{\text{HOMO}}$).
1.2.2. Li-ion batteries

Li-ion batteries were identified as the natural candidate for high energy-density rechargeable batteries for numerous reasons. Firstly, certain lithium salts are soluble in non-aqueous solvents, extending $E_g$ to approximately 3.3 V (from 1.3 V for aqueous cells). In addition, the Li/Li$^+$ couple is situated at very negative potentials (Table 1.1), giving a large cell voltage when partnered with a transition metal redox couple. Furthermore, Li is the third-lightest element, reducing the relative mass of Li-ion cells and increasing their gravimetric capacity, and has a relatively small ionic radius (0.76
Å for six-coordinate Li$^+$, allowing it to intercalate readily into host structures (discussed further later in this section).

It should be noted that the $\mu_A$ of the Li anode lies beneath the LUMO of the known non-aqueous organic electrolytes, so use of Li metal anodes (or electrodes such as graphite at similar potentials) is only possible due to the formation of a passivation layer, known as the Solid Electrolyte Interphase (SEI). The electrolyte is reduced to form SEI, which is an electron-insulating, Li-conducting layer, and therefore prevents further reaction of the electrolyte with the anode and extends the operating voltage of the cell to $>4.0$ V. This is discussed further in Section 1.2.2.2.

A schematic of a commercial graphite/LiCoO$_2$ cell is given in Figure 1.17. The cell is assembled in the discharged state (i.e. LiCoO$_2$ is fully lithiated, and graphite is fully delithiated). Upon charge, Li is removed from the LiCoO$_2$ cathode into the electrolyte, and at the anode, Li subsequently intercalates into the graphite structure, with electrons flowing around the external circuit to balance charge. Upon discharge, the reverse process occurs: Li is removed from graphite and inserted into Li$_{1-x}$CoO$_2$, and electrons flow around the external circuit to power a device (Figure 1.17). This can be expressed in the anodic, cathodic and overall cell reactions in Equation 1.18. It should be noted that the terms “anode” and “cathode” in secondary batteries are only technically correct upon discharge, as when the cell is charged the terminology should swap. However, as the first cells were primary cells (where they were only used for discharge), convention fixes the position of anode and cathode, despite this being incorrect during charging.
Chapter 1 - Literature review

1.2.2.1. Electrode Materials

Commercial Li-ion battery materials have been dominated by intercalation or insertion-type electrodes. In this class of battery materials, Li$^+$ is incorporated into a host structure, which possesses 1D Li$^+$ tunnels (e.g. LiFePO$_4$),$^{91}$ 2D Li$^+$ layers (e.g. LiCoO$_2$),$^{89}$ or 3D Li$^+$ networks (e.g. LiMn$_2$O$_4$ spinel),$^{92}$ and upon charge and discharge Li is reversibly incorporated into or removed from these host structures (Figure 1.17). The main attraction of insertion/intercalation materials is their high capacity retention with cycling, which is a result of the stable host structure ensuring high reaction reversibility, and minimal volume changes of the electrode between charged and discharged states. However, the host structure is effectively “dead weight” in the cell and reduces its energy density. Examples of insertion anodes include graphite.$^6$

Figure 1.17 – A schematic of a commercial graphite/LiCoO$_2$ cell during discharge, with LiPF$_6$-based electrolyte. Upon discharge, Li$^+$ is removed from graphite into the electrolyte at the anode. At the cathode, Li$^+$ moves from the electrolyte and intercalates within the Li$_{1-x}$CoO$_2$ structure. Electrons flow around an external circuit to balance charge, powering a device. The structures of graphite and LiCoO$_2$ were drawn using VESTA software from PDF Card Nos. 01-089-7219 and 01-070-2685 respectively.$^{90}$

\[
\begin{align*}
    a) & \quad \text{Li}_x\text{C} \rightarrow \text{C} + x\text{Li}^+ + xe^- \\
    b) & \quad x\text{Li}^+ + xe^- + \text{Li}_{1-x}\text{CoO}_2 \rightarrow \text{LiCoO}_2 \\
    c) & \quad \text{Li}_x\text{C} + \text{Li}_{1-x}\text{CoO}_2 \rightarrow \text{C} + \text{LiCoO}_2
\end{align*}
\]

Equation 1.18 – a) The anodic half-reaction, b) the cathodic half-reaction, and c) the overall graphite/LiCoO$_2$ cell reaction upon discharge.
Li$_4$Ti$_3$O$_12$ and TiO$_2$, and insertion cathodes include LiFePO$_4$, LiCoO$_2$, LiMn$_2$O$_4$ and various vanadium oxides.

By contrast, conversion and alloying anode and cathode materials offer much higher capacities compared to intercalation electrodes. This is because they do not rely on a host structure, and instead rely on chemical conversion of a metal salt (Equation 1.19a) or alloying of Li into another metal (Equation 1.19b). These classes of electrodes suffer from irreversibility issues and problems due to volume expansion. For example, in the case of conversion materials, often formation of Li$_2$O is partially irreversible, i.e. capacity is lost as a function of cycling due to formation of Li$_2$O “dead zones”. Furthermore, the volume expansion leads to irreversible capacity loss due to fracturing of the electrode material which can cause disconnected regions in the electrode. The repeated expansion/contraction also results in continual SEI formation with cycling as a result of the new electrode surface area formed, which will reduce capacity in a full cell with limited lithium content. Conversion anodes are numerous, and include Fe$_2$O$_3$, Fe$_3$O$_4$, and Mn$_3$O$_4$, and alloying anodes include Sn and Si metal. Conversion cathodes are comparatively few, and consist of FeF$_3$, S and O.

\[ \text{a) } 2xLi^+ + 2xe^- + MO_x \rightleftharpoons xLi_2O + M \]
\[ \text{b) } xLi^+ + xe^- + M \rightleftharpoons Li_xM \]

Equation 1.19 – a) The conversion reaction of a metal oxide and b) the alloying reaction in Li-ion battery electrodes, where “M” is a metal ion (Si is deemed a metal in these cases).

Ideally, Li metal would be employed as an anode in commercial devices, with a high specific capacity of 3680 mA h g$^{-1}$. However, Li metal does not plate or strip uniformly from the anode upon charge/discharge, leading to the formation of dendrites on the anode surface. Over time, these dendrites grow across the cell, through the separator until they come into electrical contact with the cathode. This causes a dangerous short circuit which can result in fire and/or explosion. Therefore, Li metal is not currently used as a commercial anode, and safer (lower energy density) graphite is favoured instead.

More detailed introductions on the specific electrode materials investigated within this thesis are included as individual introductions at the beginning of each chapter.
1.2.2.2. Electrolytes and Solid-Electrolyte Interphase

Typical electrolytes for Li-ion batteries are comprised of a lithium salt (most commonly LiPF$_6$) in a mixture of organic carbonates. These carbonates are usually ethylene carbonate (EC) combined with diethyl carbonate (DEC) or dimethyl carbonate (DMC). They possess an ideal combination of low viscosity, low electronic conductivity, high ionic conductivity and relatively high chemical stability. EC is nearly always included as electrolyte solvent as it decomposes to form a stable SEI on the anode on the first charge cycle. However, this usually produces gaseous by-products which must be removed after the first charge in commercial pouch cells. Typically, additives such as vinylidene carbonate (VC) or Li$_2$CO$_3$ can be included to partially prevent this; VC polymerises without forming gaseous products before EC decomposition occurs, thereby reducing gas evolution. Furthermore, a Li$_2$CO$_3$ additive can generate a more compact SEI which is more stable to repeated cycling.

The SEI layer has been extremely difficult to analyse experimentally for many reasons. Firstly, it is an extremely thin layer (typically < 10 nm) which limits the usefulness of certain characterisation methods such as X-Ray Diffraction. Furthermore, components of the SEI are partially soluble in the electrolyte and reduce the degree to which these two components can be distinguished. Finally, a battery is a sealed system, with many of the components of the SEI potentially air- or moisture-sensitive. It is therefore difficult to determine whether the phases observed in a disassembled cell are true SEI components, or degradation products of these components post-disassembly. However, common consensus has been reached by various researchers using FTIR and XPS techniques, who have found the anodic SEI is composed of a mixture of inorganic components and polymeric/organic components. The inorganic components (e.g. LiF, LiOH, Li$_2$CO$_3$) form a dense layer close to the electrode surface, and the polymeric/organic components (e.g. (CH$_2$OCO$_2$Li)$_2$, ROLi, ROCO$_2$Li) form a layer close to the electrolyte.

Cathodic SEI layers have also been investigated, although to a far lesser extent. Analysis of SEI layers on oxide cathodes suggested that cathodic SEI layers are not stable, and do not protect the electrolyte from further decomposition with additional
cycles\(^{123,124}\). This continued reaction increases the thickness of the cathode SEI layer, reducing the reversible capacity observed in a half cell due to reduced Li\(^+\) diffusion kinetics. Furthermore, the consumption of electrolyte reduces the active Li\(^+\) in a full cell, and will result in reduced full cell capacity. Different cathodic SEI chemistries were observed for different cathodes; for metal oxides, LiF and Li\(_2\)CO\(_3\) impurities were detected, whereas salt-based products (LiF, LiPF\(_6\), Li\(_x\)F\(_y\), and Li\(_x\)PO\(_y\)F\(_z\)) were observed for carbon-coated LiFePO\(_4\) SEI films.

1.2.2.3. The Development of Nanometric Electrode Materials for High-Power Applications

An area of high academic and industrial interest is the development of electrode materials which are capable of delivering high storage capability at high charge and discharge rates. Typically, as the current load increases on a cell, the observed voltage and capacity decreases due to limiting kinetics within an electrode, resulting in reduced energy density. The rate-limiting step commonly observed is the solid-state diffusion of Li\(^+\) within the electrode material, as Li must diffuse from the centre to the surface of an active material particle. The mean diffusion time of Li\(^+\), \(t_{\text{mean}}\), is related to the mean diffusion length (\(L\)) and the diffusion coefficient of the material (\(D_{\text{Li}}\)) according to Equation 1.20\(^{126}\). As an example, the mean diffusion time decreases from 10 s to 1 ms moving from 1 \(\mu\)m to 10 nm particles (assuming an arbitrary diffusion coefficient \(D_{\text{Li}} = 10^{-9}\) cm\(^2\) s\(^{-1}\)). Therefore, the high-power performance of an electrode material is often significantly increased with nanosizing.

\[
t_{\text{mean}} = \frac{L^2}{D_{\text{Li}}}
\]

Equation 1.20 – The mean diffusion time, \(t_{\text{mean}}\), as function of mean diffusion length (\(L\)) and diffusion coefficient (\(D_{\text{Li}}\)).

However, there are drawbacks to the use of nanometric electrode materials. Their higher specific surface area results in greater SEI formation on the first charge\(^{125}\). Furthermore, some nanosized electrode materials form unstable SEI (even in the case of insertion/intercalation electrodes), causing continuous electrolyte decomposition with cycling, which would significantly impair cycling performance in a full cell with limited electrolyte and Li content\(^{125}\). This is because some nanomaterials can catalyse SEI and/or electrolyte degradation, effectively narrowing the electrochemical window.
of stability of the electrolyte. Clearly, this degradation needs to be minimised (or eliminated) before such high-power, nanometric materials can be used in commercial full cells. Additionally, the packing densities of nanomaterials are much reduced compared to micron-sized materials, leading to lower volumetric energy density of the electrode. Therefore, reducing particle size necessitates a trade-off between power capability and energy density.

1.3. Research Questions and Hypotheses

This chapter has established the development of CHFS processes as nanoparticle synthesis methods, and the fundamentals of battery operation. The research questions and hypotheses are these:

- Can battery materials be synthesised via CHFS at semi-industrial scale (e.g. kg per day) which show comparable or improved electrochemical performance in Li-ion batteries compared to other synthesis methods?

It is hypothesised that the reduced particle sizes achievable with CHFS technology will directly increase high-power performance. Furthermore, it is suggested that CHFS can achieve metastable dopant concentrations within target phases (such as LiFePO$_4$ and LiMnPO$_4$), and this will allow access to compositions with unprecedented performance due to the altered structural or electronic properties.

- Can an optimal CHFS-made LiFePO$_4$ material be produced at the kg scale, incorporated into a full Li-ion cell, and made into a Li-ion pouch-cell?

Typically, cutting-edge research electrode materials do not retain increased performance relative to industrial, micron-sized materials when scaled up to pouch cells (components of electric vehicle batteries). It is hypothesised that the scalability of the CHFS method can produce high-performance LiFePO$_4$ which can be scaled-up to be components of pouch cells, whilst still outperforming industrial materials.

- Can muon spectroscopy be used to differentiate Li$^+$ diffusion dynamics between doped LiFePO$_4$ and pure LiFePO$_4$?
The electrochemical performance of LiFePO$_4$ has been enhanced with dopants such as V and Nb, although the mechanism of improvement is still unclear. The Li$^+$ diffusion mechanism (requiring phase boundary motion) in LiFePO$_4$ prevents this from being measured electrochemically. It is hypothesised that muon spectroscopy can unambiguously differentiate Li$^+$ diffusion behaviour within doped and pure LiFePO$_4$ as it is an *in-situ* technique which does not involve delithiation dynamics.

- Can Li-ion cathode material LiMnPO$_4$ be improved by co-doping two different metals into the structure?

The high energy-density cathode material LiMnPO$_4$ is still not a commercial cathode material as it is extremely kinetically limited. Both Fe$^{2+}$ and V$^{3+}$ dopants have been found to improve performance, and it is hypothesised that the two dopants improve LiMnPO$_4$ in different (yet complimentary) ways, and that co-doped samples will display enhanced performance compared to LiMnPO$_4$ doped with just Fe or V.

- Can the cathode material LiCoO$_2$ be made *via* CHFS in a more economic manner than is currently reported in the literature? Can this be achieved by substituting Li-containing precursors with cheaper K-containing precursors, or by lowering the reaction temperature? Additionally, can doped phases of LiCoO$_2$, specifically LiNi$_x$Mn$_y$Co$_z$O$_2$, be generated by substituting Co with these metals whilst retaining the layered LiCoO$_2$ structure?

LiCoO$_2$ has already been synthesised using CHFS, but typically requires extremely high excesses of LiOH (20 × excess in some cases) to generate pure-phase LiCoO$_2$. It is hypothesised that LiOH can be replaced with cheaper KOH to give an overall base excess, whilst minimising Li waste. Furthermore, it is hypothesised that the typical reaction temperature (400 °C) can be lowered to increase the mass yield of the CHFS reaction. Finally, the doped LiCoO$_2$ compounds (LiNi$_x$Mn$_y$Co$_z$O$_2$) show significant energy density improvement compared to the pure phase, but have not yet been synthesised *via* CHFS. It is postulated that these phases can be achieved *via* CHFS by substituting Co with Ni and Mn precursors.
• Can nanosized MgCr₂O₄ be used as an Mg-ion cathode material?

MgCr₂O₄ has been identified as a potential Mg-ion cathode material, although these materials typically show little or no performance because of large kinetic barriers. It is postulated that if MgCr₂O₄ can be made in the nanoscale, hopefully < 10 nm, a greater proportion of the constituent Mg will be found at or near the particle surface, and should enable Mg-ion activity to be observed.

In summary, this thesis will explore known cathode materials for Li-ion batteries, trying to improve upon the typical performance observed in literature. Furthermore, these syntheses will be conducted at pilot-scale as much as possible (kg per day) to prove the industrial relevance of the materials. Finally, there are efforts to synthesise hard-to-achieve phases never previously made via CHFS, some of which will hopefully be investigated for the emerging field of Mg-ion batteries.
2. Materials and Methods

This chapter describes the experimental methods and techniques used throughout this thesis. The CHFS reactors employed to fabricate the nanomaterials are described, including the details of the various mixing conditions employed, and the design of the CJM. There are also details of the necessary post-synthesis processing of the nanomaterials, followed by physical and electrochemical characterisation methods. This chapter contains general information regarding these topics, and specific methodologies are given for the relevant syntheses in each chapter.

2.1. Continuous Hydrothermal Synthesis

Within the Clean Materials Technology Group, the original CHFS reactors were designed and built by Dr. P. Boldrin and Prof. J. Darr at Queen Mary University of London. These prototypes typically produced overall flow rates (of product slurry) of 40 mL min$^{-1}$.\textsuperscript{127,128} In the past decade, larger-scale versions were developed by Dr. C. Tighe and Dr. R. Gruar at University College London as described in Dr Gruar’s thesis.\textsuperscript{129} These are typically capable of 160 mL min$^{-1}$ and 800 mL min$^{-1}$ overall flow rate for the Lab-Scale and Pilot-Scale reactor, respectively. This section fully describes the construction of the apparatus, including specific mixing arrangements.

2.1.1. Reactor apparatus

2.1.1.1. Pilot-Scale reactor

A schematic of the Pilot-Scale reactor apparatus is displayed in Figure 2.1. All components used (described in full below) were commercially available to enable facile maintenance and repair.
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Three pumps (Primeroyal K, Milton Roy Europe, Sunderland, UK) provided three separate feeds of either D.I. water or aqueous metal precursors. The pump inlets were connected via three-way valves to D.I. storage tanks (100 L capacity) or conical precursor containers (1.5 L capacity) using Swagelok 316L ½" stainless steel piping (Swagelok, Kings Langley, U.K.). These valves enabled the rapid switching between the D.I. water feed and the precursors. The outputs of the pumps were connected to pulsation dampeners (Pipehugger HP, Liquid Dynamics, Wichita, Kansas, U.S.) precharged to a pressure of 200 bar (N₂ gas) which ensured consistent output flow. The output from the pulsation dampeners (½" stainless steel piping) was first connected to a pressure transducer, which allowed the observation of individual pump output pressures. A pressure-relief valve (HPRV, Parker, Warwick, U.K.) set to 276 bar was connected downstream of the pressure transducers, a necessary safety feature which prevented overpressure in the case of pipe blockage. The final components between the pump and the mixing point (CJM, Figure 2.1) were two valves; a Lift Check Valve (50 Series, Swagelok) and a non-return valve (CH Series, Swagelok) in series, which prevented back-flow in the instance of pump failure.

The hot water feed for the process was provided by P1, which pumped D.I. water at 400 mL min⁻¹ through four custom-made heaters built by Watlow, U.K. These heaters were fabricated from a tight coil of 6 meters of ½" Inconel seamless tubing, encased
in bronze with four 1.5 kW heating rods (Firerod™, Watlow, Nottingham, U.K.) cast in the centre of the coil. Each heater provided 6 kW of heating capacity, giving a total heating capacity of 24 kW, and heated the water to 450 °C. These heaters were connected in parallel using ¼" stainless steel piping, and a thermocouple was placed downstream of the recombination point to monitor the output temperature. There were additional thermocouples placed within each heater to monitor the individual heater temperatures.

Pumps P2 and P3 provided the precursors for the experiments, where P2 typically provided aqueous metal salts and P3 provided aqueous base. The flows of P2 and P3 combined in a Swagelok ⅜" tee-piece, where the combined flow was subsequently bifurcated by a second ⅜" tee-piece before flowing into the Pilot-Scale Confined Jet Mixer (described further in Section 2.1.2.1). Within this mixer, the hot water feed from P1 combined with the mixed precursor flows from P2 and P3. The output from this mixer flowed through a 0.9 m section of ¾" pipe, giving a residence time of ca. 6.5 s before reducing to ¼" pipe and flowing through a pipe-in-pipe counter-current heat exchanger. This reduced the temperature of the output slurry to below 60 °C. Finally, the slurry exited the apparatus via a back-pressure regulator (Swagelok KHB series) and was collected in a plastic container open to the atmosphere.

The Pilot-Scale reactor was monitored and controlled by a LabView GUI developed by Dr C. Tighe. The flow rates of all pumps and the heater output were calibrated and controlled through this interface.

2.1.1.2. Low-Temperature Lab-Scale reactor

The lab-scale reactor for low-temperature synthesis (mixing temperature typically in the range 335 – 375 °C) was constructed as shown in Figure 2.2, with different mixing configurations possible in the relevant locations indicated by components A and B. The construction was identical for all components aside for these mixing points for low-temperature reactions.
Figure 2.2 – A general schematic for the Low-Temperature Lab-Scale reactor including all major components, with different mixing configurations possible in locations A and B.

The reactor was constructed from off-the-shelf components (Swagelok 316L stainless steel fittings and tubing), allowing for facile customisation and maintenance of the process. Four pumps (Primeroyal K, Milton Roy Europe, Sunderland, UK) each provided a flow of either D.I. water (P1 and P4, Figure 2.2) or aqueous precursors (P2 and P3). The flow rates were controlled by actuators on the pumps which were calibrated using LabView software (LabView, National Instruments, Berkshire, U.K.). The pumps were connected to conical storage vessels for precursors (1 L capacity with an inlet made from ¼” piping and fittings) and a large D.I. water reservoir (100 L capacity with an inlet made from ½” piping and fittings) which were both connected to the pump via a 3-way ball valve (40GGG Series, Swagelok). This allowed the feed to be changed rapidly between these two sources during operation of the process. The outputs of the pumps were connected to pressure gauges (EN 837-1, WIKA Instruments Ltd., Redhill, U.K.), pressure relief valves (HPRV, Parker Hannefin Ltd., Warwick, U.K.) set to a relief pressure of 276 bar, a check valve and a non-return valve in series, identical to those described in Section 2.1.1.1. The relief valves prevented dangerous pressure build-up in the reactor due to blockages which can occur during synthesis, and the non-return valves prevented back-flow into the pump from the reactor. Pump P1 fed D.I. water (occasionally containing H₂O₂ in some experiments to generate an oxidising environment) through two custom-made heaters with a
combined power output of 7 kW. The design of the heaters is fully described in Dr N. Makwana’s thesis. The heaters were programmed using a Eurotherm controller (Eurotherm, Worthing, U.K.) set to achieve a temperature of 450 °C with a ramp rate of 10 °C min⁻¹. The aqueous precursors (typically a metal salt and a base at room temperature) were pumped by pumps P2 and P3 into the process, which premixed in a ¼” Swagelok tee-piece before flowing into the mixing arrangement market with component A. Within the main confined jet mixing arrangement (described in Section 2.1.2.1) the mixed feeds from P2 and P3 combined with the hot water stream from P1. The products from this CJM mixing point either flowed directly through a 1 m section of ½” pipe into a pipe-in-pipe counter-current cooling section (meaning pump P4 was not used), or into component B. Component B could incorporate a second CJM mixer to combine the products of the first mixer with the P4 output before the cooling section; the second CJM mixer was not employed within this thesis. However, section B could include 6 m of heated ¼” pipe section in an oven (Elite Thermal Systems Ltd., Market Harborough, U.K.) to extend the residence time, and was employed in certain experiments as indicated in the relevant chapters. The cooling section reduced the product temperature to below 60 °C before it passed through a back-pressure regulator (BPR), which maintained a pressure of 240 bar on the system. Two BPR technologies were employed in this thesis on the Lab-Scale: a Tescom BPR (model 26-1762-24-194, Emerson Process Management Regulator Technologies, Inc., South Lanarkshire, UK) and an Equilibar BPR (model EB1HP2 HF, 316 stainless steel with a 1 mm thick PEEK diaphragm, Equilibar, Fletcher, North Carolina, U.S.). The nanoparticle slurry was collected in a plastic container open to the atmosphere after exiting the BPR.

2.1.1.3. High-Temperature Lab-Scale reactor

In order to achieve a mixing point temperature of > 375 °C, a significant modification of the lab-scale reactor was necessary. Due to the comparatively large heat capacity of water at ~370 °C and 240 bar (Figure 1.8), a high degree of imbalance between the hot water feed and the precursor feeds is necessary. In practice, this typically resulted in 80 mL min⁻¹ of 450 °C D.I. water and 10 mL min⁻¹ combined precursor feeds to give a theoretical mixing point temperature of 402 °C. The Milton Roy Primeroyal K pumps described in the previous section were not suitable for such low flow rates, as the internal non-return valves within the pumps only function correctly at > 25 mL
min⁻¹ (Figure 2.3). Therefore, the precursors were provided by two Gilson-type pumps (Gilson 305, Figure 2.3, pumps G1 and G2) operating at flow rates between 5 – 7.5 mL min⁻¹ each. Pump G1 provided an aqueous metal salt precursor, whereas pump G2 provided aqueous base. The outputs of pumps G1 and G2 flowed through 1/8” pipe connected to pressure gauges, pressure relief valves and non-return valves in series as described in the previous section. The outputs of the Gilson pumps combined in a 1/8” tee-piece, which subsequently flowed into a 4-way switch valve. This switch valve was also connected to pump P4 (described in the previous section), an exhaust pipe with a Tescom BPR and the mixing point in the reactor. The 4-way valve (7921F4Y, LAA UK Ltd., Middlesex, U.K.) enabled the Gilson pumps to be pressurised and depressurised in isolation from the reactor, i.e. pump P4 and the Gilson pumps could be interchanged by the valve. This was a practical consideration, allowing any maintenance of the Gilson pump flows during synthesis, as the operational use of them was less robust than the Milton Roy pumps.

During synthesis, the combined output of G1 and G2 flowed into the mixing point and combined with the hot water feed from P1. The output slurry flowed through section C, which was either a 1.4 m section of ¼” pipe, or a 6 m section of ¼” pipe contained in an oven. After section C, the output flowed through the same cooler and BPR segment as described in Section 2.1.1.2.
2.1.2. Confined Jet Mixer Details

The geometry of mixing has a significant effect on the dynamics of hot water and precursor combination as described in the Chapter 1. The CJM was employed on the Lab-Scale and Pilot-Scale process within this study, and was designed and built by Prof. J. Darr, Dr C. Tighe and Dr R. Gruar. The hot water and precursor feeds were combined in a co-axial geometry (Figure 2.4), and the mixed product flowed upwards. Rapid mixing could be achieved in this configuration, with a uniform product feed achieved in the order of milliseconds. The hot water piping (Y) was fitted into the cross union (X) via a bored-through fitting (Z), where the output of Y generally resided within the combined output pipe (Q). The mixed precursor feeds from P2 and P3 were fed into the mixer symmetrically through the inlets indicated in Figure 2.4. The schematic of the CJM is virtually identical between the variants employed in this thesis, but possessed different piping and fitting sizes.
Chapter 2 - Materials and Methods

2.1.2.1. Single Confined Jet Mixer Configuration

The Single CJM configuration was used exclusively within this thesis. A general schematic of the mixer is shown in (Figure 2.4), where the key innovation is the pipe-in-pipe geometry employed. The hot water feed (with flow rate $Q_{SW}$) is emitted within a cross mixer $X$ from the internal pipe $Y$ as a jet, where rapid mixing between the jet and room-temperature, aqueous precursors (flow rate $Q_{P}$) occurs beyond the hot water outlet. The Reynolds numbers and mixing temperatures of the output slurry were calculated using the properties of pure water as described by the model of Wagner and Prüβ. Three sizes of mixer were employed, and are described in Table 2.1. For certain experiments, a longer residence time was achieved by incorporating a heated pipe section in an oven beyond the mixing point, and these extended residence times are displayed in Table 2.1.

Figure 2.4 – A general schematic of the Confined Jet Mixer, constructed from a cross union ($X$), hot water piping ($Y$), bored-through fitting ($Z$), output pipe ($Q$) and precursor inlets.
Table 2.1 – The sizes of the cross mixers (X) and hot water piping (Y) used in different mixers for the different reactor scales. The flow rates of the supercritical water feed (Q_{SW}) and combined precursor feeds (Q_p) and the resulting mixing temperature (T_{mix}), Reynolds number (R_e) and residence time (t) are also indicated, with the lengthened residence time with the oven addition displayed in the final column.

<table>
<thead>
<tr>
<th>Reactor</th>
<th>X / inches</th>
<th>Y / inches</th>
<th>Q_{sw} / mL min^{-1}</th>
<th>Q_p / mL min^{-1}</th>
<th>T_{mix} / °C</th>
<th>R_e</th>
<th>t / s</th>
<th>With oven / s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pilot-scale</td>
<td>3/4</td>
<td>1/4</td>
<td>400</td>
<td>400</td>
<td>335</td>
<td>15978</td>
<td>6.5</td>
<td>-</td>
</tr>
<tr>
<td>Low-Temperature Lab-Scale</td>
<td>3/8</td>
<td>3/16</td>
<td>80</td>
<td></td>
<td>335</td>
<td>6939</td>
<td>7.2</td>
<td>-</td>
</tr>
<tr>
<td>High-Temperature Lab-Scale</td>
<td>1/4</td>
<td>1/8</td>
<td>10</td>
<td></td>
<td>391</td>
<td>14345</td>
<td>1.1</td>
<td>5</td>
</tr>
</tbody>
</table>

2.1.3. Materials Synthesis

This section describes the general procedures of nanoparticle synthesis and post-synthesis processing to produce dry, clean powders. Specific details of these methods are described in the relevant chapters where appropriate.

2.1.3.1. Sample production procedure

The key advantage of CHFS as a synthesis technique is the ability to produce multiple compounds rapidly; typically, > 66 samples per day are achievable at < 1 g per sample. Alternatively, 20 samples at > 1 g per sample can also be made within a day. This is made possible by the three-way switch valves mentioned in Section 2.1.1, where the precursor pumps can quickly switch between D.I. water and aqueous precursors. When an experiment was performed, the precursor pumps were switched from D.I. water to aqueous precursors. After a short time delay (typically three minutes), nanoparticulate slurry became visible from the output of the BPR. As there will be diffusion between the D.I. water and the precursor solution in the pipes (Figure 2.5), the first two minutes of product were discarded due to the lower than desired precursor concentration when the interdiffusion zone flowed into the CJM.
After these two minutes, the product slurry was collected beyond this point in a plastic beaker. At the end of the reaction, the precursors pumps were switched back to D.I. water and slurry collected for 2 minutes after, due to the aforementioned time delay in precursor delivery from the pumps to the reactor. Any slurry produced after this point was discarded. The system was flushed continuously with D.I. water afterwards until no remaining product could be seen exiting the BPR, and at this point a fresh precursor solution could be pumped into the reactor. In this way, contamination between samples was reduced between reactions, although typically the plan of reactions was tailored to minimise the effect of contamination. For example, if an array of doped metal oxides was synthesised, the pure metal oxide was synthesised first, followed by samples with increasing dopant concentration.

2.1.3.2. Sample processing procedures

As there were always aqueous by-products (excess base and/or waste counter ions) present in the as-synthesised slurries, it was necessary to remove these by-products before further processing. Depending upon the agglomeration properties of the synthesised nanoparticles, different cleaning procedures were adopted. If the nanoparticles agglomerated easily, the supernatant was decanted and the concentrated paste was typically centrifuged at 4500 rpm for 5 minutes. The centrifuged sludge was repeatedly resuspended in D.I. water and centrifuged until the conductivity of the supernatant was reduced below a typical value of 100 µS m⁻¹.
However, some samples were very well dispersed and did not agglomerate easily. These samples were agglomerated by dissolving NaCl in the product slurry. The supernatant was discarded, and the concentrated slurry was typically centrifuged at 1500 rpm for 5 minutes. The resultant paste was transferred to dialysis tubing (Visking Dialysis Tubing, Medicell Membranes Ltd., London, U.K.), sealed within the tubing using cable ties, and the filled tubes suspended in a storage tank filled with stirred D.I. water to allow the aqueous ions to diffuse out of the tubes. The D.I. water in the storage tank was replaced periodically, either until its conductivity remained consistently below 10 µS m\(^{-1}\), or the conductivity of the slurry within the tubes was reduced below 150 µS m\(^{-1}\).

2.1.3.3. Drying methods

Two separate drying methods were adopted throughout this thesis. The majority of powders were dried using a freeze-drier; as this method does not rely on heating, agglomeration and Ostwald ripening upon drying was reduced. In this method, the cleaned nanoparticle paste was frozen and freeze-dried by slowly heating from -60 °C to 25 °C, over 24 h under a vacuum of < 13 Pa using a VirTis Genesis 35 XL (SP Scientific, New York, U.S.). Alternatively, for samples where high surface area was not crucial, the pastes were dried in a vacuum oven (Kelvitron® T, Heraeus Instruments, Neston, U.K.) set to 40 °C.

2.1.3.4. Heat-Treatments

For certain samples, post-synthesis heat-treatments were conducted either to increase the crystallinity of the product, remove crystalline defects (such as antisite defects) or to convert a carbonaceous coating to graphitic carbon. Specific details of the treatments are given in each section. Experiments to increase crystallinity were typically performed in a muffle furnace (CWF 1300, Carbolite, Hope, U.K.) in a zirconia crucible if the heating time exceeded 10 minutes. However, for certain powders a rapid anneal was desired. In these cases, the Rapid Annealing Process was used (Figure 2.6). A crucible was inserted into a section of 3/8" pipe, which resided within a larger outer pipe (1") which was securely clamped. The crucible was inserted and removed from the work tube of the tube furnace by sliding the inner pipe within the outer pipe. The outer pipe secured the inner pipe, thereby ensuring the crucible
remained inside the work tube without the inner pipe coming into direct contact with the work tube.

![Diagram of Rapid Annealing Process]

Figure 2.6 – A schematic of the Rapid Annealing Process.

In the case of generating graphitic coatings, the samples were heated in zirconia crucibles within a zirconia work tube with gas-tight end caps with a constant flow of inert gas (Ar).

2.1.4. Material Characterisation Techniques

This section details the analytical techniques used to characterise the powders made via CHFS. Specific details of the analysis methods are given in the relevant chapters.

2.1.4.1. X-Ray diffraction and Rietveld refinement

A variety of XRD apparatus and configurations were used throughout this thesis, and are included in detail below in order of increasing data quality:

a. A Bruker D4 Endeavour diffractometer in Bragg-Brentano flat-plate reflection geometry using Cu-Kα radiation (\(\lambda = 1.54\ \text{Å}\)) in the 2θ range 5 to 60° with a step size of 0.05° in 2θ and a count time of 2 or 4 s. The sample was rotated in the beam with a post-sample graphite monochromator selecting both Cu-Kα₁ and Cu-Kα₂, and 0.5° divergent and receiving slits.

b. A Stoe StadiP diffractometer in transmission mode (coupled 0-2θ geometry), using Mo-Kα radiation, with the sample sandwiched between two plastic foil disks held together with a thin layer of silicon grease. Patterns were typically collected between 2 – 40° 2θ, with a step size of 0.5° 2θ and a collection time of 3 - 20 s per step.
c. A Stoe StadiP diffractometer in transmission mode (Debye-Scherrer geometry) using Mo-Kα radiation, with the sample contained within a 0.3 mm borosilicate glass capillary. Patterns were typically collected between 2 - 60° 2θ, with a step size of 0.5° 2θ and a collection time of 80 - 100 s per step. Multiple patterns (typically 3 or 4) were collected in this manner and summed to produce the final pattern. In this way, if the sample went out of alignment or degraded in the beam, a difference would be observable in the repeated diffraction patterns.

For configurations b and c, a pre-sample Ge (111) monochromator selected the Mo-Kα1 radiation only (λ = 0.709 Å) and included a 0.5 mm collimator restricted to 3 mm height. The sample was rotated in the beam, and the diffraction intensity recorded using a Dectris Mython 1k silicon strip detector covering 18° 2θ.

Configurations a and b were most commonly used for phase purity assessment and basic Rietveld refinement, whereas configuration c was required to obtain high-quality XRD data for more sophisticated Rietveld analysis. Specific details of the collections are included in the relevant chapters.

2.1.4.2. Rietveld refinement

Rietveld refinement is the process by which a well-defined existing crystalline structure, including unit cell parameters and atomic positions, are used as a basis to calculate these parameters from an experimental XRD pattern. This is achieved by varying numerous parameters, including: scale factor, background contributions, particle size and strain contributions, unit cell parameters and atomic positions. These values are systematically varied by Rietveld software to minimise the difference between the structural model and the observed XRD pattern, using the least-squares refinement method (Equation 2.1).

\[ M = \sum_{i} w_i (y_{i}^{obs} - \frac{1}{c} y_{i}^{calc})^2 \]

Equation 2.1 – The sum of squares equation used to refine XRD patterns, where \( M \) is the sum of squares, \( w_i \) is a weighting parameter which incorporates the standard uncertainty of data collection, \( y_{i}^{obs} \) is the experimentally measured diffraction intensity, \( y_{i}^{calc} \) is the calculated diffraction intensity generated by the refinement software and the reference crystal structure, and \( c \) is a scale parameter.
This refinement is repeated numerous times (typically tens or hundreds of cycles) until convergence is achieved, i.e. $M$ does not decrease significantly with further refinements. Once convergence is reached, goodness-of-fit parameters $R_{wp}$ and $\chi^2$ are assessed to determine the numerical quality of the fit. $R_{wp}$ is simply the square root of the sum of squares $M$, scaled by the weighted intensity (Equation 2.2a). $R_{exp}$ is a measure of the lowest expected $R_{wp}$ value (given the degree of standard uncertainty as defined by $w_i$, Equation 2.2b), with the number of data points $N$. $\chi^2$ is the ratio of $R_{wp}$ and $R_{exp}$ (Equation 2.2c).

\[
a) \ R_{wp} = \sqrt{\frac{\sum_i w_i (y_i^{obs} - \frac{1}{c} y_i^{calc})^2}{\sum_i w_i (y_i^{obs})^2}} \\
b) \ R_{exp} = \sqrt{\frac{N}{\sum_i w_i (y_i^{obs})^2}} \\
c) \ \chi^2 = \frac{R_{wp}}{R_{exp}}
\]

Equation 2.2 – a) the $R_{wp}$ factor, b) the $R_{exp}$ factor, and c) the $\chi^2$ factor employed within Rietveld refinement, where $w_i$ is a weighting parameter which incorporates the standard uncertainty of data collection, $y_i^{obs}$ is the experimentally measured diffraction intensity, $y_i^{calc}$ is the calculated diffraction intensity generated by the refinement software and the reference crystal structure, and $c$ is a scale parameter.

Therefore, $R_{wp}$ is considered an absolute value of the quality of the fit, and $\chi^2$ is the relative quality of the fit considering the quality of the experimental XRD pattern. Typically, “good values” of $R_{wp}$ are $< 5\%$, and $\chi^2$ should reside between $1 - 1.5$. However, this should be treated with some caution, as these fitting parameters can be made lower by increasing the variables in the fit (as many of the variables are co-dependent, this can reduce the usefulness of the extracted data). Furthermore, it should be stressed that the fit should always be assessed visually to determine its quality. Within this thesis, all refinements are included for visual inspection in Chapter 11 - Appendix I.

Rietveld refinement was carried out using MAUD (Material Analysis Using Diffraction) software,\textsuperscript{132} using high-quality references from the ICSD (Inorganic Crystal Structure Database) to fit the diffraction patterns. It should be noted that the
borosilicate glass capillary contributed a broad diffraction peak centred on 10° 2θ, which was accounted for by including an amorphous silica phase in the fit. Additionally, diffraction data from a LaB₆ standard was collected to extract instrumental peak broadening parameters (asymmetric, Caligoti, and Gaussian broadenings, specifically) and to check for instrument misalignment (Figure 11.1, Chapter 11 - Appendix I).

The XRD patterns were generally fitted according to the following protocol (Figure 2.7), where additional terms within the refinement were varied according to the order shown. It should be noted that the quality of the data set (determined by the data collection methods as described in Section 2.1.4.1) determined how many parameters were refined, i.e. higher quality data could be refined with more terms.

![Flowchart](image)

Figure 2.7 – The general protocol for performing Rietveld refinement, describing the order in which variables were included and refined. Therefore, the additional refinement terms were refined alongside previous terms in this flowchart.

2.1.4.3. Transmission Electron Microscopy

Transmission Electron Microscopy (TEM) images of nanoparticles were collected using a 200 keV JEOL JEM-2100 fitted with an Oxford Instruments X-MaxN 80-T
Silicon Drift Detector (SDD, GATAN). Samples were prepared for imaging by ultrasonically dispersing them in methanol and pipetting a drop of the resulting suspension onto carbon-coated Cu or Au grids (Agar Scientific, UK). The solvent was evaporated, leaving a deposition of particles on the wafer, and the grid was inserted into the TEM microscope for analysis.

2.1.4.4. Field Emission Scanning Electron Microscopy

Field emission scanning electron microscopy (FE-SEM) images of nanoparticles were obtained with a JEOL JSM-6700F microscope. Samples were prepared for imaging by ultrasonically dispersing them in methanol and pipetting a drop of the resulting suspension onto Si wafer (<100> orientation, Si-Mat Silicon Materials, Kaufering, Germany). The solvent was evaporated, leaving a deposition of particles on the wafer, which was inserted into the FE-SEM microscope for analysis.

2.1.4.5. Raman Spectroscopy

Raman spectra were collected on a Raman microscope system (Renishaw inVia™) with a laser excitation wavelength of 514.5 nm. Scans were conducted over the range 200 – 2000 cm\(^{-1}\) in Chapters 3 and 6, and the range 200 – 4000 cm\(^{-1}\) in Chapter 8, where each individual scan was taken over 30 s, and the summation of 4 individual scans produced the final spectrum (2 minutes collection time). The laser was set to 10% of full power for samples in Chapters 3 and 6, and set to 100% power in Chapter 8.

2.1.4.6. CHN Analysis

A scientific CHN-analyser determined the carbon, hydrogen and nitrogen composition of selected samples. Samples were combusted, and the gaseous products were passed through a reduction furnace. The final gasses (CO\(_2\), H\(_2\)O, N\(_2\)) were analysed to obtain the concentration of each element. All tests were conducted by the Analytical Services department of the UCL Department of Chemistry.

2.1.4.7. Brunauer–Emmett–Teller analysis

Samples were prepared for Brunauer–Emmett–Teller (BET) analysis by weighing approximately 50 mg of sample into a small section of Al foil, which was also weighed. This foil was wrapped into a tight cylinder, and inserted into a glass tube,
and heated to 150 °C under flowing N₂ gas overnight to dry. The surface area of the sample was measured using a Micromeritics TriStar II PLUS (assuming a mass of 50 mg). After analysis, the mass of the sample and foil was reweighed, where any mass loss was assumed to be evaporated water. Therefore, the true sample mass (m, mg) could be calculated by subtracting the mass of the evaporated water from the sample mass before drying. Therefore, the sample specific surface area (S_{BET}, m² g⁻¹) was calculated by multiplying the output value from the equipment (S_{OUT}) by the ratio indicated by Equation 2.3.

\[
S_{BET} = S_{OUT} \times \frac{50}{m}
\]

Equation 2.3 – The ratio used to calculate \( S_{BET} \) from \( S_{OUT} \) and m.

The average particle size could be estimated from \( S_{BET} \) using the equivalent sphere approximation (Equation 2.4), where \( D_S \) is the average particle diameter, and \( \rho \) is the material density (either assumed to be the bulk material density or calculated from crystallographic data). This approximation was occasionally applied to non-spherical particles, and is presented in these cases only as an interpretable number extracted from the surface area.

\[
D_S = \frac{6000}{S_{BET} \rho}
\]

Equation 2.4 – The equivalent sphere approximation, where \( S_{BET} \) is the specific surface area found from BET analysis, and \( \rho \) is the density of the material.

2.1.4.8. X-ray Photoelectron Spectroscopy

X-ray Photoelectron Spectroscopy (XPS) was performed using a Thermo Scientific K-alpha photoelectron spectrometer using monochromatic Al-Kα radiation. Survey scans were collected in the binding energy range 0 – 1100 eV at a pass energy of 200 eV. For the main peaks, higher resolution scans were recorded with pass energies of 50 eV. Peak positions were calibrated using the adventitious carbon 1s peak at 284.7 eV using CasaXPS™ software.
2.1.4.9. Inductively-Coupled Plasma Atomic Emission Spectroscopy

Inductively-Coupled Plasma Atomic Emission Spectroscopy (ICP-AES) was collected using a Varian 720 ICP-AES to determine ratios of elements within a sample. Typically, this was achieved by dissolving the sample in acid (such as 69% HNO₃, Analytical Grade, VWR Chemicals, Pennsylvania, U.S.A.) and diluting the resulting solution in dilute acid (typically 1% HNO₃) until the dissolved ions reached the desired concentration (typically 20 ppm). Standard solutions of ions were prepared in the following manner:

Precursor salts of the desired ions were dissolved in 1% HNO₃ to achieve a concentrated precursor stock of known concentration (e.g. 2000 ppm Fe). This was then pipetted using a micropipettor and diluted further with 1% HNO₃ to achieve standard solutions across a range of concentrations (e.g. 10, 20 and 30 ppm). A blank standard solution (i.e. just 1% HNO₃) was also included, which allowed an intensity-concentration calibration line to be calculated. Therefore, the measured intensity of an ion within a sample solution could be converted into a concentration in ppm. By simultaneously collecting data on multiple ions at once, the molar ion ratios of samples could be calculated.

2.1.4.10. Thermogravimetric Analysis – Differential Scanning Calorimetry

Simultaneous differential scanning calorimetry (DSC) and thermogravimetric analysis (TGA) was carried out using a Netzsch STA 1500 using a heating rate of 5 °C min⁻¹ from 25 to 1000 °C in air. Samples were analysed within an alumina crucible and under a constant flow of air. A background scan was conducted with an empty crucible in the same temperature range and heating rate to subtract from the raw data, which eliminated buoyancy effects.

2.1.5. Electrochemical Analysis

Throughout this thesis, the nanoparticles fabricated via CHFS were assessed using electrochemical methods to determine their suitability as Li-ion electrode materials. Details of the assembly and testing are described in this section.
2.1.5.1. Electrode Preparation (Li-ion)

All of the Li-ion electrode materials in this thesis were processed into thin electrodes spread on Al foil (cathode materials) or Cu foil (anode materials). This was achieved by preparing an electrode ink, which consisted of a mixture of the active material, conductive carbon and polymer binder in an N-methyl-2-pyrrolidone (NMP, > 99.5%, Sigma-Aldrich, St. Louis, USA) solvent. This mixture was fixed to a specific ratio (typically 80:10:10 active material:conductive carbon:polymer binder).

Typically, the polymer binder, polyvinylidene fluoride (PVDF, PI-KEM) was dissolved in NMP to make a 10 wt% PVDF solution. 1.000 ± 0.005 g of this solution was combined with 0.8000 ± 0.0005 g active material and 0.1000 ± 0.0005 g conductive carbon (carbon black, Super P™, Alfa Aesar, U.K.) to make a thick paste. This paste was diluted with more NMP until the correct consistency was achieved, i.e. a drop of slurry would slowly fall off the end of a spatula. The amount of NMP used varied, with low surface area materials requiring 2 ml total NMP content (solid content 33%) and high surface area materials requiring 4 ml total NMP (solid content 20%). This slurry was homogenised using a ball-mill (Pulverisette 7, FRITSCH, Brackley, U.K.) for 30 – 60 minutes to produce a smooth ink.

The ink was spread onto Al or Cu foil (PI-KEM, Staffordshire, U.K.) using a doctor blade (EQ-SE-KTQ-100, PI-KEM), which could be set to a specific blade gap. Blade gaps between 100 - 250 µm were used to achieve the desired electrode thickness. The doctor blade was slowly pushed across the foil with a drop of the ink in front of the blade, which produced a uniform, flat layer of the ink on the foil. Finally, the solvent was removed with heat (using an oven or hot-plate) to produce the dried electrode sheet. A demonstrational film performed by the author of slurry making and electrode fabrication are available at reference 133.

2.1.5.2. Coin cell fabrication (Li-ion)

The Li-ion coin cells were either assembled in an Ar-filled glove box (O₂ and H₂O < 10 ppm) or a dry room (dew point < −40°C) to prevent side reactions of Li metal and the electrolytes with water. A schematic of the coin cell components is displayed in Figure 2.8. Circular discs of the electrode sheets (15 mm or 16 mm diameter) were
placed within the cathode case of a 2032-type coin cell (PI-KEM, Staffordshire, U.K.). A 20 mm diameter separator disc (Whatman or Celgard) was layered on top of the electrode, and electrolyte was added dropwise until the separator was saturated. This was followed by the anode (a 15 mm diameter Li metal disc, PI-KEM), a 15 mm stainless steel disc (0.5 mm thickness, PI-KEM) and a wave spring (PI-KEM). The wave spring and steel disc ensured the components of the cell were under compression and were in good physical contact. Finally, an anode case and gasket ring (PI-KEM) were placed on top of the cell, and sealed using a crimpler set to a pressure of 0.8 tons (MSK-160D, PI-KEM). A schematic of the assembly is shown below (Figure 2.8), and a demonstrational video of coin cell assembly performed by the author is available at reference 134.

2.1.5.3. Potentiostatic analysis

Potentiostatic analysis was employed throughout this thesis in the form of cyclic voltammetry (CV). The potential of the cell vs. Li/Li$^+$ is increased or decreased linearly as a function of time between two limits (Figure 2.9a), and the current measured and plotted against potential (Figure 2.9b). For a reversible redox process, there is a
positive and negative current peak centred on the equilibrium potential. Therefore, this technique reveals the potentials where an electrode is active (Faradaic reactions).

Figure 2.9 – a. A plot showing the standard testing regime of a potentiostatic test. The potential vs. Li/Li⁺ is varied linearly between two potential values (φ₁ and φ₂) as a function of time. b. A typical CV plot with the trace from multiple scan rates, indicating a Faradiac reaction, with the peak discharge current I_p indicated for the 0.2 mV s⁻¹ scan rate.

The Randles-Sevcik equation was used to estimate a Li⁺ diffusion coefficient within the sample crystal structure from the peak discharge currents (I_p) observed during cyclic voltammetry tests at different scan rates (v, Equation 2.5). For a diffusion-limited process, a plot of I_p vs v^{0.5} yields a straight line, where the lithium diffusion coefficient (D_Li) can be extracted from the gradient. The diffusion coefficients obtained are also dependent upon the mass loading and electrode architecture, so are used only for comparison between similar electrodes (which were prepared identically).

\[ I_p = (2.69 \times 10^5)C \cdot A \cdot D_Li^{1/2} \cdot n^{3/2} \cdot v^{1/2} \]

Equation 2.5 – The Randles-Sevcik equation, where I_p is the peak current (in Amperes), C is the initial concentration of Li⁺ in the sample (calculated from crystallography data, mol cm⁻³), A is the electrode area (cm²), D_Li is the diffusion coefficient (cm² s⁻¹), n is the number of electrons involved in the redox pair, and v is the potential scan rate (V s⁻¹).

2.1.5.4. Galvanostatic analysis

Two methods of galvanostatic analysis were conducted within this thesis. The first of these, constant-current tests, involved applying specific currents (current which is weighted to the active mass of the electrode) to charge and discharge the cell. A charge current was applied until the cell reached an upper potential limit, at which point a discharge current was applied until a lower potential limit was achieved (Figure 2.10a).
The voltage and capacity are recorded during testing (Figure 2.10b). Repeated charge/discharge was performed at different applied currents, and the capacities and voltage recorded. This reveals how well the electrode retains capacity with increasing current load.

![Figure 2.10](image.png)

**Figure 2.10** – A plot showing the standard testing regime of a constant current test. The current is varied between two values (i and −i), and switching occurs when specific potential limits are reached (in this specific case, the limits are 4.3 and 2 V).

The other galvanostatic methods employed were constant-current constant-voltage (CCCV) tests. This is also contained constant-current steps. However, when the upper voltage limit is reached, the voltage is held until the measured current drops below a certain value (typically 3% of the charge rate in this thesis). This test was employed for materials which were very kinetically limited, and required the voltage hold to achieve significant charge capacity.

It is important to discuss the unit “C-rate” which describes specific current throughout this thesis. A charge/discharge current of 1C is the current required to charge/discharge the electrode under test (assuming 100% theoretical capacity) in 1 hour. Therefore, a C-rate of C/2 and 2C will charge or discharge the electrode in 2 and 0.5 hours, respectively. The current required for a C-rate test is described by Equation 2.6, where Λ and m are the specific capacity and mass of the active material in the electrode, respectively:

$$I(mA) = C_{rate}(h^{-1}) \times \Lambda(mA \ h^{-1}) \times m(g)$$

**Equation 2.6** – The current required for a C-rate test, in terms of desired C-rate, theoretical capacity (Λ) and mass of active material (m).
C-rate tests are the most common method for comparing the relative performance of electrodes; because the current is mass-weighted, minor deviations in electrode masses have a negligible impact on observed performance.
3. Investigation of LiFePO$_4$ and Doped Variants as Li-ion Battery Cathode Materials

3.1. Aims

This chapter concerns the continuous hydrothermal synthesis of the LiFePO$_4$ cathode material, including an investigation into the effects of V and Nb dopants. A variety of precursor concentrations were employed to attempt to synthesise different stoichiometries of dopants within LiFePO$_4$. In addition, carbon coatings were generated by including a carbonaceous precursor.

3.2. Background

3.2.1. Discovery of LiFePO$_4$ as a cathode material

LiFePO$_4$ was initially developed by Padhi et al. in the late 1990s as the culmination of an investigation of Fe-based Li-ion cathodes.$^{91}$ The compound LiFeO$_2$ was the first potential candidate, and operated on the Fe$^{4+}$/Fe$^{3+}$ redox couple. However, Li did not deintercalate from the structure within the stable electrolyte window described in Section 1.2.2.2. Subsequently, compounds based on the Fe$^{3+}$/Fe$^{2+}$ redox couple were attempted, although they often had lower operating voltages vs. Li, which reduced their energy density and therefore their viability as a cathode. Incorporation of the PO$_4^{3-}$ polyanion increased the potential of the Fe$^{3+}$/Fe$^{2+}$ couple to 3.45 V vs. Li/Li$^+$. This was due to polarisation of the O$^{2-}$ anions by the S or P atoms, which reduced the Fe-O orbital interactions and raised the Fe valance orbital energy. This higher voltage ensured LiFePO$_4$ had a reasonable energy density compared to other cathode materials. Furthermore, LiFePO$_4$ has excellent cycle stability, high tolerance of abusive operating conditions and is non-toxic, meaning it is the cathode material of choice for applications where cost and stability are most important.

3.2.2. Structure

LiFePO$_4$ possesses the olivine structure ($Pnma$ space group, orthorhombic symmetry) where the Li and Fe atoms occupy octahedral sites and the P atoms occupy tetrahedral sites within a distorted hexagonal close-packed oxyanion array (Figure 3.1).$^{91}$ The LiO$_6$ octahedra (blue) form edge-sharing chains parallel to the $b$-axis, where each FeO$_6$
octahedron (orange) is joined to two LiO$_6$ octahedra, and each PO$_4$ tetrahedron (green) is joined to two LiO$_6$ octahedra and one FeO$_6$ octahedron.

When the structure is delithiated, the resulting FePO$_4$ phase retains the orthorhombic symmetry of the parent LiFePO$_4$ structure, albeit with distorted lattice parameters (Table 3.1). However, the degree of distortion is minor overall (6.6% volume change), and this is reflected in the similarity in bond lengths between structures. For example, the Fe-O bond lengths only change by a maximum of 0.28 Å. The relatively small volume change is partially responsible for the excellent cyclability of LiFePO$_4$ cathodes; firstly, the material is less prone to cracking during cycling (although this is still observed for large particles), and secondly, the volume contraction matches the corresponding expansion of graphite anodes (which are the most common Li-ion anode), avoiding pressure changes in the cell with cycling.
Table 3.1 – The lattice parameters and unit cell volume of LiFePO$_4$ and the delithiated FePO$_4$ structures.$^{136}$

<table>
<thead>
<tr>
<th></th>
<th>LiFePO$_4$</th>
<th>FePO$_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ / Å</td>
<td>10.3290(3)</td>
<td>9.8142(2)</td>
</tr>
<tr>
<td>$b$ / Å</td>
<td>6.0065(2)</td>
<td>5.7893(2)</td>
</tr>
<tr>
<td>$c$ / Å</td>
<td>4.6908(2)</td>
<td>4.7820(2)</td>
</tr>
<tr>
<td>$V$ / Å$^3$</td>
<td>291.02</td>
<td>271.70</td>
</tr>
</tbody>
</table>

The LiFePO$_4$ structure is very stable at elevated temperatures; it does not undergo significant exothermic reaction in a Li-ion cell until above 280 °C (compared to 150°C for LiCoO$_2$).$^{139}$ In addition, there are no detrimental side reactions of LiFePO$_4$ with the electrolyte below 85 °C, which is attributed to the strong P-O bonds preventing oxyanion reaction.$^{140}$

### 3.2.3. Reactivity

When LiFePO$_4$ is charged in an Li-ion cell, Li$^+$ is removed, and the remaining structure is FePO$_4$. There are two possible mechanisms for this reaction: a two-phase (Equation 3.1a) or solid-solution mechanism (Equation 3.1b). This reaction occurs in reverse when the cell is discharged, regenerating the original LiFePO$_4$ phase.

a) $\text{LiFePO}_4 \rightarrow x\text{FePO}_4 + (1-x)\text{LiFePO}_4 + x\text{Li}^+ + xe^-$

b) $\text{LiFePO}_4 \rightarrow \text{Li}_{(1-x)}\text{FePO}_4 + x\text{Li}^+ + xe^-$

Equation 3.1 – a) the two-phase delithiation mechanism b) the solid solution delithiation mechanism of a LiFePO$_4$ cathode. The reaction happens in reverse upon discharge.

The primary explanation of the delithiation/lithiation reaction mechanism was the “core-shell” model.$^{91}$ According to this theory, when LiFePO$_4$ is charged it converts to FePO$_4$ at the surface. This forms a shell of FePO$_4$, which grows inwardly as Li is removed further, and the core LiFePO$_4$ shrinks until the cell is charged. Similarly, a shell of LiFePO$_4$ forms on the FePO$_4$ surface and grows inward upon discharge. The “mosaic” model is an extension of this theory, where the key difference is that the new phase can nucleate in locations other than the particle surface.$^{141}$ These mechanisms account well for the incomplete reaction of these phases upon charge/discharge, as the “shell” phase can inhibit conversion of the “core” phase. However, they are not compatible with the anisotropic (1D) nature of Li$^+$ diffusion in LiFePO$_4$, as it would
be impossible for the core species to reduce uniformly. Therefore, the “new core-shell” model was developed to take this into account, whereby Li$^+$ moves in and out of the particles only through $b$-axis channels (described later in this section). In this model, the core phase is always FePO$_4$, which possesses a smaller unit cell and is therefore more stable (Figure 3.2).$^{142}$ This model has been experimentally validated, although the precise geometry of the phase boundary has been found to vary between samples.$^{142,143}$

![Figure 3.2 - The new core shell model$^{142-144}$, showing preferential growth of the FePO$_4$ phase as the core phase upon delithiation, with Li removed along the $b$ axis. The reverse occurs upon charging, i.e. Li is inserted along the $b$ axis to form a LiFePO$_4$ surface phase. Reprinted with permission from “Yuan, L.-X. et al. Development and challenges of LiFePO$_4$ cathode material for lithium-ion batteries. *Energy Environ. Sci.* 4, 269–284 (2011)”. Copyright 2011 Royal Society of Chemistry.$^{144}$](image)

A contrasting mechanism is the domino-cascade model, which assumes there is an Li concentration gradient at the interface between the LiFePO$_4$ and FePO$_4$ phases.$^{145}$ This would necessitate a large charge-carrier concentration at this interface, meaning it has a much higher ionic and electronic conductivity compared to the end-member phases. Therefore, the propagation of this boundary should be relatively rapid compared to the initial formation of a new phase within a specific particle, and individual particles will convert from one phase to another almost instantaneously. This means a partially charged LiFePO$_4$ cathode will contain distinct LiFePO$_4$ and FePO$_4$ particles, with no phase boundaries within particles observed.
A more nuanced description of the two-phase mechanism involves a specific combination of all of the mechanisms above, and is primarily supported with Raman spectroscopy data.\textsuperscript{146,147} \textit{In-situ} neutron powder diffraction was employed by Sharma \textit{et al.} to investigate the charge/discharge process, and they suggested a four-step process (Equation 3.2) where steps 2a and 2b occur concurrently.\textsuperscript{148} The discharge process is the reverse of Equation 3.2. Li\textsubscript{1-\beta}FePO\textsubscript{4} and Li\textsubscript{\alpha}FePO\textsubscript{4} are lithium-rich and lithium-poor solid-solution phases respectively, where the miscibility parameters \(\alpha\) and \(\beta\) are < 0.05 for most LiFePO\textsubscript{4} samples.\textsuperscript{149,150}

\[
\begin{align*}
\text{LiFePO}_4 & \rightarrow \text{Li}_{1-\beta}\text{FePO}_4 \\
2\text{a} & \rightarrow \text{Li}_{1-\beta'}\text{FePO}_4 \\
2\text{b} & \rightarrow \text{Li}_\alpha\text{FePO}_4 \\
2\text{c} & \rightarrow \text{FePO}_4
\end{align*}
\]

\textit{Equation 3.2} – A detailed description of the possible charge process, where \(\beta' \geq \beta\), involving the domino-cascade, solid-solution, new core-shell and solid-solution mechanisms.

Another possible reaction mechanism is achieving solid-solution diffusion across the entire lithiation range. This has numerous advantages; the higher concentration of lithium vacancies that are present in a solid solution enable faster diffusion. In addition, the electronic conductivity can increase as a result of the coexistence of Fe\textsuperscript{2+} and Fe\textsuperscript{3+} in the same phase. Finally, the operating voltage varies as a function of Li content during discharge (rather than remaining steady at 3.45 V vs. Li/Li\textsuperscript{+}). Therefore, the voltage is a simple indicator of the remaining capacity of the battery and can assist battery state-of-health calculations.\textsuperscript{148} The first evidence of the solid-solution mechanism was provided by Delacourt \textit{et al.}, which was observed exclusively above 300 °C (Figure 3.3).\textsuperscript{149,150} This mechanism can become dominant at room temperature by increasing miscibility factors \(\alpha\) and \(\beta\), which is achieved by either reducing particle size or introducing cationic disorder.\textsuperscript{151}
Figure 3.3 - The phase diagram of Li$_x$FePO$_4$, where α, β and ss are the lithium-poor, lithium-rich and solid-solution phases respectively. Adapted with permission from “Dodd, J. L., Yazami, R. & Fultz, B. Phase Diagram of Li$_x$FePO$_4$. Electrochem. Solid-State Lett. 9, 151–155 (2006)”. Copyright 2006 Electrochemical Society.$^{149}$

*In-situ* XRD analysis by Liu *et al.* of the lithiation/delithiation processes has recently provided further insights into the conversion mechanism.$^{152}$ A conventional two-phase reaction mechanism is observed during slow delithiation. However, the reaction proceeds *via* a metastable solid-solution mechanism during rapid delithiation. Finally, when the current is paused during charge/discharge, the particles “relax” back into an equilibrium configuration (separate LiFePO$_4$ and FePO$_4$ particles, Figure 3.4).
The conversion mechanism between LiFePO₄ and FePO₄. Reprinted with permission from Liu, H. et al. Capturing metastable structures during high-rate cycling of LiFePO₄ nanoparticle electrodes. *Science* **344**, 1480–1487 (2014). Copyright 2014 The American Association for the Advancement of Science.¹⁵²

The diffusion behaviour of Li⁺ within LiFePO₄ has been relatively difficult to investigate as Fick’s Law cannot be applied to the phase boundary. Computational methods have shed light on this process, and all suggest that Li⁺ diffuses parallel to the \( b \)-axis in one-dimensional channels.¹⁵³–¹⁵⁶ More recently, experimental verification of these results was provided by Nishimura et al.¹⁵⁷ The expected diffusion pathway was confirmed by anisotropic harmonic lithium vibrations from Rietveld analysis (Figure 3.5a). Maximum entropy methods were combined with neutron diffraction data for \( \text{Li}_{0.6}\text{FePO}_4 \) at 620 K to give Li⁺ nuclear density plots. Lithium diffusion is limited to 1D channels in the [0 1 0] direction (Figure 3.5b), with virtually no diffusion between channels (Figure 3.5c) (the colour blue denotes Li⁺ density).
The one-dimensional nature of Li$^+$ diffusion often reduces the experimentally measured diffusion coefficient in LFP; “antisite” defects, where Fe ions occupy Li sites, can block these channels. The phase boundary motion and Li$^+$ diffusion coefficient are lowered as a result, and the capacity of LiFePO$_4$ is also reduced if regions of the cathode are inaccessible. Therefore, interconversion between LiFePO$_4$ and FePO$_4$ is kinetically limited. The capacity of LFP is also limited at high discharge rates by its low electronic conductivity, as simultaneous electron transfer is required with Li$^+$ intercalation. Hence, the low ionic and electronic conductivity of LiFePO$_4$ limits its electrochemical performance.$^{140,158}$

3.2.4. Improving the performance of LiFePO$_4$

Given the poor electrochemical performance of bulk LiFePO$_4$, efforts have focussed on improving ionic and electronic conductivity. This has been achieved by such methods as carbon coating the LiFePO$_4$ particles, reducing the particle size, inclusion of dopants and particle morphology control.

3.2.4.1. Particle Size

Reducing LiFePO$_4$ particle size can significantly improve its achievable capacity; the average Li$^+$ diffusion distance is less in a smaller particle, and hence Li$^+$ can be more easily removed or inserted. Antisite defects, which effectively block the 1D Li$^+$ diffusion channels, are less likely to seal both ends of a channel in a smaller particle, resulting in higher attainable capacity. In addition, small particles are less prone to
cracking with the volume changes of phase transformation upon repeated cycling.\textsuperscript{137} Furthermore, reducing particle size increases the solid-solution regime behaviour of LiFePO\textsubscript{4}, which is more rapid than the two-phase mechanism.

However, there are negative attributes to the use of nanoparticles in electrodes. The greater surface area of nanoparticles has a threefold effect on electrochemical performance; firstly, nanoparticles are more susceptible to dissolution with cycling due to the relative instability of particle surfaces, which will increase capacity fade between cycles.\textsuperscript{159} Secondly, the defects present at particle surfaces are highly reactive and can react with the electrolyte to form a greater amount of SEI, increasing the active Li loss on the first cycle and possibly on subsequent cycles, which will also contribute to capacity fade.\textsuperscript{160} Finally, smaller particles generally pack less well than larger particles (with a greater proportional void volume) and therefore the electrode volumetric energy density is lowered for nanoparticles (assuming the same gravimetric energy density).

3.2.4.2. Carbon Coating

In contrast to particle size effects, the main effect of carbon coating is to improve electron transport across the particle surface. This has also been achieved by incorporating particulate metals (such as silver), however the cost of these metals prevents commercial application.\textsuperscript{161} Carbon has a similar effect, and is relatively inexpensive. The effect of carbon coating was originally investigated by Ravet \textit{et al.}, and has been a widely researched topic since.\textsuperscript{162} There are other beneficial effects of carbon coatings; the reducing conditions required to produce surface carbon can eliminate Fe(III) impurity phases.\textsuperscript{163} In addition, Li\textsuperscript{+}-conductive impurity phases such as Fe\textsubscript{2}P can be generated in these conditions, further improving performance.\textsuperscript{164} Carbon coating can also reduce the reactivity of the particle surface, limiting dissolution and SEI formation.\textsuperscript{165} It is important to note that carbon coating does reduce the energy density of the cathode, and therefore research has focussed on achieving efficient carbon coatings with minimum carbon content.

Optimisation of the carbon coating has been achieved by varying the continuity, the thickness and the degree of graphitisation. Wang \textit{et al.} demonstrated the beneficial effect of a complete coating of carbon, with excellent rate performance achieved.\textsuperscript{166}
There is also an optimal carbon coating thickness; if the coating is too thick, permeation of electrolyte to the particle surface is limited and impedes Li\(^+\) diffusion, whereas if it is too thin electron transfer is not sufficiently enhanced.\(^{167}\) Finally, the nature of the surface carbon is crucial; sp\(^2\) carbon demonstrates better electronic and ionic conductivities compared to sp\(^3\) carbon, and therefore increased graphitisation boosts performance.\(^{168}\)

Investigating particle size and carbon coating effects has raised the question: which effect is dominant? There has been considerable difficulty separating the effects, as carbon acts as a nucleating agent and often reduces particle size. A review of nine LiFePO\(_4\) samples from a range of publications suggested particle size had the greatest effect on electrochemical performance, implying phase transformation between LiFePO\(_4\) and FePO\(_4\) was limited by Li\(^+\) diffusion.\(^{169}\) However, a survey of a wider array of 42 publications found the reverse; below 400 nm, carbon coating the particles had the greatest impact on performance, suggesting that the transfer of electrons to and from the LiFePO\(_4\) particles is the most kinetically limiting factor upon charge/discharge.\(^{170}\) This conclusion, drawn from a larger sample, may better describe their relative effects.

3.2.4.3. Particle Morphology

As mentioned in Section 3.2.3, Li\(^+\) is inserted/removed along the \(b\)-axis of the LiFePO\(_4\) structure. Therefore, particle width across this axis affects the ease of insertion and removal of Li\(^+\). Fortuitously, a common morphology for LiFePO\(_4\) particles are platelets, with the plate normal parallel to the \(b\)-axis, so micron-sized particles can attain reasonable performance with this morphology.\(^{42}\) Another consideration is the particle packing properties, as spherical particles pack more efficiently in the electrode structure compared to other morphologies. Therefore, spherical morphology is generally desired for nanoparticles, as nanoparticles pack less efficiently than their micron-sized counterparts.

3.2.4.4. Doping of LiFePO\(_4\)

There are two categories of metal-ion doping in LiFePO\(_4\): isovalent doping and aliovalent doping. The former is where both the metal ion and its substituent ion possess the same oxidation state, whereas the latter is where they differ. In the latter
case, the difference in charge is balanced with metal ion vacancies and/or electrons. Isovalent doping has been well researched and understood, whereas aliovalent doping is still a source of some disagreement.\(^{154}\)

Isovalent doping can increase the energy density of LiFePO\(_4\) by replacing Fe\(^{2+}\) with another divalent metal ion, thereby exploiting a different electrochemical couple. Mn\(^{2+}\) is one of the most promising isovalent dopants, as the Mn\(^{2+}/\)Mn\(^{3+}\) potential is greater than the Fe\(^{2+}/\)Fe\(^{3+}\) couple (4.1 compared to 3.45 V vs. Li/Li\(^+\), Figure 3.6) whilst residing in the electrolyte stability window.\(^{171}\) In contrast, the Co\(^{2+}/\)Co\(^{3+}\) and Ni\(^{2+}/\)Ni\(^{3+}\) couples exceed this window. This is discussed in greater detail in Chapter 6, which concerns LiMnPO\(_4\).

![Figure 3.6 - The cycling performance of Mn-doped LiFePO\(_4\). Reprinted from “Yamada, A. et al. Olivine-type cathodes: Achievements and problems. J. Power Sources 119–121, 232–238 (2003)”, Copyright 2003, with permission from Elsevier.\(^{171}\)](image)

Chung et al. first reported aliovalent doping of Mg\(^{2+}\), Al\(^{3+}\), Zr\(^{4+}\), Ti\(^{4+}\), Nb\(^{5+}\) and W\(^{6+}\) in LiFePO\(_4\), where they postulated the ions replaced Li\(^+\) within the material.\(^{172}\) This generated vacancies in the material according to formula a (Equation 3.3), resulting in a compound with chemical formula b.\(^{173}\) These dopants therefore stabilise solid-solutions of Li,FePO\(_4\) and increase ionic conductivity, whilst also generating electrons associated with those vacancies, potentially increasing electrical conductivity. Moreover, the inclusion of these dopants has also been shown to increase unit cell
volume and reduce lithium diffusion activation barriers, thereby improving rate performance.

\[ [V'_{Li}] = (n - 1)[M^{(n-1)^+}] \quad \text{a)} \quad \text{Li}_{1-n}M_y^{n+}FePO_4 \]

Equation 3.3 – a) The mechanism of lithium vacancy generation \( V'_{Li} \) with inclusion of metal ion M with oxidation state \( n \) in Kröger-Vink notation. b) The resultant compound with an addition of \( y \) M\(^{n+} \) dopant ions.\(^{173} \)

However, this claim has been disputed, with other researchers suggesting that trace carbon was responsible for the improved extra conductivity.\(^{174} \) It has also been postulated that doping LiFePO\(_4\) with aliovalent ions is energetically unfavourable, and should not therefore be possible.\(^{154} \) Despite this, over 10% aliovalent substitution has been achieved within LiFePO\(_4\),\(^{175} \) although the improved conductivity could be attributed to highly conductive surface impurity phases in some cases.\(^{175} \) Hence there is still much debate about the source of the effects of dopants.

It should be noted that any beneficial effect of dopants by this method is intrinsically limited, as the cathode contains fewer Li\(^+\) cations as a result. Moreover, the dopant ion will block Li\(^+\) diffusion channels if they are immobile. This can be avoided if the dopant replaces a different ion in the structure, i.e. Fe\(^{2+}\) or PO\(_4^{3-}\). Fe-site dopants include Mg\(^{2+}\),\(^{176} \) Al\(^{3+}\),\(^{176} \) and a number of oxidation states of V,\(^{177, 178} \) whereas anions such as F\(^-\) and Cl\(^-\) replace PO\(_4^{3-}\).\(^{179} \) Fe-site dopants have been found to improve Li\(^+\) mobility by widening the 1D diffusion channels,\(^{180} \) but can also increase electronic conductivity by reducing the Li\(_2\)FePO\(_4\) band gap.\(^{181} \)

### 3.2.5. Mechanism and Effects of Vanadium Doping

Vanadium has been extensively investigated as a dopant in the LiFePO\(_4\) structure, although there is still no clear consensus on the precise mechanism of substitution. The vast majority of publications claim substitution on the iron site.\(^{177, 178, 180-189} \) This was claimed often with no explanation of the compensating vacancy mechanism, even when the V oxidation state was 3+ or 4+. The most convincing description of Fe-site substitution is provided by Omenya \textit{et al.}, where an XRD study showed V\(^{3+}\) replaced Fe\(^{2+}\), generating Fe vacancies.\(^{177} \) A separate DFT study supports V occupation of the Fe site on energetic grounds.\(^{181} \) In a later report, the same authors found attempted substitution of V on Li sites in fact generated the structure Li\(_{1-3y}\)Fe\(_y\)[Fe\(_{1-y}\)\(V_y\)]PO\(_4\),
where V occupies Fe sites, and Fe is displaced onto an Li site. P-site substitution has also been reported,\textsuperscript{183} although attempts by the authors to reproduce this result were unsuccessful.\textsuperscript{177}

Generally, incorporation of vanadium has produced an improved electrochemical performance in LiFePO$_4$, although there is still some debate regarding the mechanism responsible. Optimal performance of V-doped LiFePO$_4$ when impurity phases such as Li$_3$V$_2$(PO$_4$)$_3$ or VO$_2$ are present has been observed by several authors.\textsuperscript{177,178,186,187} It is thought that the increased ionic or electronic conductivity of these phases gave increased performance. In contrast, others claim that the impurity phases inhibits performance, and only vanadium successfully incorporated in the lattice has the desired effect.\textsuperscript{180} Computational studies suggest that vanadium incorporation reduces the band gap in LiFePO$_4$, and improves Li$^+$ diffusion kinetics by volume expansion of the diffusion channels.\textsuperscript{181}

### 3.2.6. Effects of Niobium Doping

In a similar manner to vanadium, niobium has been suggested to occupy multiple sites in the LiFePO$_4$ structure. The first mechanism found is substitution on the Li site, with Li vacancies generated.\textsuperscript{173,190} Meethong \textit{et al.} found the primary effect of Li site occupation was an increase in the lithium miscibility of the Li$_x$FePO$_4$ and Li$_{1-x}$FePO$_4$ phases, which could increase the utilisation of the faster solid-solution diffusion mechanism.\textsuperscript{173} Substitution on the iron site gave reduced charge transfer resistance and increased crystal lattice volume, boosting ionic and electronic conductivity.\textsuperscript{191} Modelling studies supported this, showing that Nb$^{5+}$ on an Fe$^{3+}$ site (generating Li vacancies) is the most stable doping mechanism.\textsuperscript{192}

### 3.2.7. Previous Continuous Hydrothermal Synthesis Efforts

Xu \textit{et al.} employed CHFS to produce phase-pure LiFePO$_4$ using a precursor ratio of 1:1:3 FeSO$_4$:H$_3$PO$_4$:LiOH, in subcritical and supercritical conditions.\textsuperscript{193} They found larger particles were produced in the supercritical case (productivity rate of 0.3 g h$^{-1}$ assuming 100% yield). Hong \textit{et al.}, on the other hand, found supercritical water solvent (100 nm, variable morphology) gave smaller particles than subcritical water solvent (> 1 µm, rhomboid morphology).\textsuperscript{194} The size and morphology observed varied
significantly with synthesis conditions (productivity rate of 0.5 g h\(^{-1}\) assuming 100% yield), and a 40 s residence time was necessary to achieve pure LiFePO\(_4\). A relatively short residence time (12 s) was required by Aimable \textit{et al.} using a 1:1:3.75 Fe:P:Li ratio.\(^{195}\) The electrochemical performance of these materials was generally poor, however, with the best high-rate performance (\textit{ca.} 88 m A h g\(^{-1}\) at 10C) recorded by Hong \textit{et al.}\(^{196}\) There is also commercial research ongoing by Hanwha Corporation, Korea.\(^{197}\)

Within the CMTG at UCL, there has been a preliminary investigation into the continuous hydrothermal synthesis of LiFePO\(_4\).\(^{198}\) An optimal Fe:P:Li ratio of 1:1:3.45 was used to produce pure LiFePO\(_4\), and degassing the precursor solutions prevented ferric impurities (as the dissolved O\(_2\) was removed). Incorporating fructose and using a Fe:P:Li ratio of 1:1.5:3.45 generated phase-pure LiFePO\(_4\) with a thin carbon coating (Figure 3.7a). The crystallites had rounded morphology, and formed fused agglomerates (Figure 3.7b).

An optimal carbon coating of about 8 wt% C was observed, although the electrochemical performance was not exceptional at low C-rate (150 mA h g\(^{-1}\) at C/10). The capacity at high discharge rates was substantial (120 mA h g\(^{-1}\)); however, the tests were conducted with a constant charge rate of C/5 for all discharge rates, which will improve high-rate performance (Figure 3.8).
Figure 3.8 - Electrochemical tests of LiFePO$_4$/C with the C-rates, charge capacity (black squares) and discharge capacity (red circles) indicated. The electrode formulation ratio was 74:14:12 (active material:carbon:binder). Reproduced with permission from O. Y. Wu’s PhD thesis.

3.3. Experimental

This section describes the reactor configuration and conditions used to produce the pure and doped LiFePO$_4$ products. There is also a brief discussion regarding post-sample processing and analysis.

Pilot-scale synthesis was conducted using a single configuration as described in Figure 3.9, giving a reaction temperature of 335 °C and a residence time of 6.5 s. The fructose (99%, Alfa Aesar, Heysham, UK), iron sulfate (99+%, Alfa Aesar, Heysham, UK), vanadyl sulfate (17-23% V, Acros Organics, Loughborough, UK), ammonium niobate(V) oxalate pentahydrate (C$_4$H$_4$NNbO$_9$·5H$_2$O, 99.99%, Sigma-Aldrich Ltd., Dorset, UK) and phosphoric acid (85-88% wt%, Sigma Aldrich, Steinheim, Germany) were pumped using P2, and LiOH (99+%, Fisher Scientific, Loughborough, UK) using P3.
Figure 3.9 – A schematic of the Pilot-Scale apparatus including the precursors used to generate the LiFePO₄-based products.

The slurry was allowed to settle (1 h) and the supernatant siphoned off. Centrifugation (4500 rpm for 5 minutes) further concentrated the slurry to a wet paste. This paste was repeatedly centrifuged (3 × 4500 rpm for 10 minutes) after redispersion in D.I. water to remove aqueous impurities. The cleaned paste was further concentrated with centrifugation (4500 rpm over 30 minutes) and freeze-dried by slowly heating from 60 °C to 25 °C, over 24 h under vacuum of < 13 Pa as further described in Section 2.1.3.3. The freeze-dried powder was subsequently heat-treated from ambient temperature up to 700 °C with a heating rate of 5 °C min⁻¹, and held for at this temperature for 3 h under a flow of Ar gas.

Powder XRD patterns of the as-prepared and heat-treated samples in Section 3.4.1 were obtained on set-up a in Section 2.1.4.1, using Cu-Kα radiation (λ = 1.54 Å) in the 2θ range 5 to 60° with a step size of 0.05° in 2θ and a count time of 4 s. Additionally, higher-quality XRD patterns of heat-treated samples in Section 3.4.1 were collected using set-up c in Section 2.1.4.1, using Mo-Kα radiation (λ = 0.71 Å) over the 2θ range 2–60° with a step size of 0.5° and step time of 87 s. Rietveld analysis was performed using MAUD software.¹³²
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Powder XRD patterns of the as-prepared and heat-treated samples in Section 3.4.2 were obtained on set-up b in Section 2.1.4.1, using Mo-Kα radiation (λ = 0.71 Å) over the 2θ range 2 – 40° with a step size of 0.5° and step time of 10 s. Rietveld analysis was performed using MAUD software.¹³²

ICP-AES analysis was conducted using the set-up described in Section 2.1.4.9. Briefly, 0.1 g of as-prepared sample was dissolved in 3 mL of gently heated 69% HNO₃ overnight. The resulting solution was diluted with 10 mL 1% HNO₃, and 1 ml of the resultant solution was diluted into 100 mL of 1% HNO₃, and diluted again by a factor of 2 (with 1% HNO₃). This heavily diluted solution was analysed using the ICP-AES apparatus. Li, Fe, V and P standard solutions were provided by the ICP technician.

Electrodes of the active material were fabricated by ball-milling 80 wt% heat-treated sample, 10 wt% carbon (carbon black, Super P™, Alfa Aesar, Heysham, UK) and 10 wt% PVDF (PI-KEM, Staffordshire, UK) in NMP solvent for 1 h. The PVDF was dissolved in NMP (Sigma Aldrich, St. Louis, USA) by stirring at room temperature prior to ball-milling. The resultant ink was cast on aluminium foil using a doctor blade (PI-KEM, Staffordshire, UK), and subsequently dried in an oven set to 80 °C. 16 mm diameter circular electrodes were cut from the sheet and pressed (1.5 tons cm⁻² pressure). The active mass loadings of these electrodes were 2.1-3.7 mg cm⁻² for the V-doped LiFePO₄ tests, aside from those which were used to calculate diffusion coefficient, which were ca. 3 mg cm⁻². For the Nb-LiFePO₄ tests, all electrodes were in the range 2.8 – 4.0 mg cm⁻².

CVs and C-rate tests (Section 2.1.5) were performed at different scan rates/currents within this chapter. For the CVs, scan-rates of 0.05, 0.1, 0.2, 0.5, 1 and 2 mV s⁻¹ were used. For C-rate testing, generally C-rates of 0.5C, 1C, 2C, 5C and 10C were employed (where 1C = 170 mA g⁻¹) between voltage limits of 4.2 V and 2.0 V, unless otherwise indicated.
3.4. Results and Discussion

3.4.1. Vanadium-Doped LiFePO$_4$

3.4.1.1. Aims

As mentioned previously, vanadium doping has been shown to dramatically improve the performance of LiFePO$_4$. An array of vanadium-doped LiFePO$_4$ samples were prepared in an attempt to find an optimal dopant concentration, and to achieve high rate performance by combining doping with nanosizing and carbon coating. The reactivity and site occupation of the V dopant was also explored.

3.4.1.2. Physical Characterisation

LiFePO$_4$/C (pure and V-doped) samples were successfully synthesised as grey powders, and are given the following nomenclature: LFP1 and LFP2 are pure LiFePO$_4$/C, LFVP($x$) [$x = 2.5, 5, 10, \text{ and } 20$] are vanadium-doped samples, where $x$ is the nominal vanadium at% (as a proportion of total transition metal content). The concentrations of precursors were varied according to Table 3.2, to give the desired molar ratios of Fe:V while keeping overall transition metal concentration at 0.25 M. The LiOH and H$_3$PO$_4$ concentrations were held constant at 0.8625 M and 0.375 M, respectively. Heat-treatment of these powders produced black powders, and are named ΔLFP1, ΔLFP2 and ΔLFVP($x$), respectively. Molar yields of these samples were in the range 50 – 70 mol%.
Table 3.2 – The concentration of precursors used to generate the pure LiFePO$_4$ and V-doped LiFePO$_4$ samples. Carbon loadings were calculated using CHN analysis.

<table>
<thead>
<tr>
<th>Sample</th>
<th>[FeSO$_4$] / M</th>
<th>[VOSO$_4$] / M</th>
<th>at% V</th>
<th>[Fructose] / M</th>
<th>As-prepared carbon loading / wt%</th>
<th>Heat-treated carbon loading / wt%</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFP1</td>
<td>0.25</td>
<td>0</td>
<td>0</td>
<td>0.75</td>
<td>11.2</td>
<td>9.1</td>
</tr>
<tr>
<td>LFP2</td>
<td>0.25</td>
<td>0</td>
<td>0</td>
<td>0.875</td>
<td>17.5</td>
<td>12.7</td>
</tr>
<tr>
<td>LFVP(2.5)</td>
<td>0.24375</td>
<td>0.00625</td>
<td>2.5</td>
<td>0.65</td>
<td>4.3</td>
<td>3.7</td>
</tr>
<tr>
<td>LFVP(5)</td>
<td>0.2375</td>
<td>0.0125</td>
<td>5</td>
<td>0.65</td>
<td>5.1</td>
<td>3.7</td>
</tr>
<tr>
<td>LFVP(10)</td>
<td>0.225</td>
<td>0.025</td>
<td>10</td>
<td>0.65</td>
<td>4.4</td>
<td>3.9</td>
</tr>
<tr>
<td>LFVP(20)</td>
<td>0.20</td>
<td>0.05</td>
<td>20</td>
<td>0.65</td>
<td>4.7</td>
<td>3.2</td>
</tr>
</tbody>
</table>

The nature of the as-prepared and heat-treated carbon coatings was investigated with Raman spectroscopy. As-prepared sample LFVP(10) displayed very broad disordered carbon (D) and graphitic carbon modes (G) (Figure 3.10a). In contrast, the heat-treated sample ΔLFVP(10) displayed clear features due to the surface carbon, with sharper disordered carbon (D) and graphitic carbon modes (G) (Figure 3.10b). This indicated the heat-treated carbon coating should be reasonably conductive due to the significant proportion of graphitic carbon.
The LiFePO$_4$ olivine structure was observed exclusively in all as-prepared samples from XRD patterns (PDF Card No. 01-070-6684, Figure 3.11). Significant peak broadening and shift to higher 2θ values was observed with increased vanadium incorporation, indicating a distortion of lattice parameters and increased crystallographic strain was induced by the presence of the dopant.
Figure 3.11 – XRD patterns (Cu-Kα radiation) of an LiFePO₄ reference (PDF Card No. 01-070-6684), the pure LiFePO₄ samples LFP1 and LFP2, and the vanadium-doped LiFePO₄ samples prior to heat-treatment. Reprinted from reference 199.

Rietveld refinement of these diffraction patterns confirmed a reduction in unit cell volume with increasing V dopant (Table 3.3, Figure 3.12 d), and an approximately linear change in lattice parameters (consistent with Vegard’s Law, Table 3.3, Figure 3.12a-c) which matched those previously observed in V-doped LiFePO₄, i.e. decreasing $a$ and $b$ lattice parameters and increasing $c$ lattice parameter. The goodness-of-fit parameter $R_{wp}$ was very high for these refinements due to the relatively poor quality of the diffraction data, so these parameters should only be used to qualitatively compare these samples. Plots of the fits are included in Chapter 11 Appendix I.
Table 3.3 – The lattice parameters and goodness-of-fit parameters of the as-prepared samples found from Rietveld analysis. Adapted from reference 199.

<table>
<thead>
<tr>
<th>Sample</th>
<th>(a) / Å</th>
<th>(b) / Å</th>
<th>(c) / Å</th>
<th>(V) / Å(^3)</th>
<th>(R_{wp})</th>
<th>(\chi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFP(1)</td>
<td>10.3181(10)</td>
<td>6.0000(6)</td>
<td>4.6926(5)</td>
<td>290.51(9)</td>
<td>22.6</td>
<td>1.25</td>
</tr>
<tr>
<td>LFP(2)</td>
<td>10.3221(11)</td>
<td>6.0015(6)</td>
<td>4.6945(6)</td>
<td>290.82(9)</td>
<td>24.5</td>
<td>1.39</td>
</tr>
<tr>
<td>LFVP(2.5)</td>
<td>10.3142(10)</td>
<td>5.9937(6)</td>
<td>4.6945(6)</td>
<td>290.29(9)</td>
<td>21.0</td>
<td>1.11</td>
</tr>
<tr>
<td>LFVP(5)</td>
<td>10.3090(11)</td>
<td>5.9901(7)</td>
<td>4.6991(6)</td>
<td>289.99(10)</td>
<td>22.5</td>
<td>1.20</td>
</tr>
<tr>
<td>LFVP(10)</td>
<td>10.3019(11)</td>
<td>5.9807(7)</td>
<td>4.6991(6)</td>
<td>289.52(10)</td>
<td>22.6</td>
<td>1.21</td>
</tr>
<tr>
<td>LFVP(20)</td>
<td>10.2771(13)</td>
<td>5.9569(8)</td>
<td>4.7014(7)</td>
<td>287.82(12)</td>
<td>24.3</td>
<td>1.34</td>
</tr>
</tbody>
</table>

Figure 3.12 – The effect of vanadium concentration (in at%) on a) the \(a\) lattice parameter (in Å), b) the \(b\) lattice parameter (in Å), c) the \(c\) lattice parameter (in Å) and d) the unit cell volume \(V\) (in Å\(^3\)) of the as-prepared samples. Errors calculated from the fit are included as error bars.

After heat-treatment, the pure olivine phase (PDF Card No. 01-070-6684) was observed exclusively in all cases by XRD aside from \(\Delta\text{LFVP}(10)\) and \(\Delta\text{LFVP}(20)\), where a minor \(\text{LiV}(P_2O_7)\) phase (PDF Card No. 01-085-2381) was observed (Figure 3.14). Pyrophosphates are commonly formed from reaction of phosphates in reducing conditions, so it was unsurprising that the impurity phase contained this ion. The relative ratios of the elements contained were confirmed using ICP-AES (discussed later, Figure 3.18c), and showed the degree of V incorporation matched that of the precursors. The high V doping degree (ca. 20 at%) in the as-prepared material matches the maximum achieved using low-temperature LiFePO\(_4\) synthesis. The segregation
observed after heat-treatment suggested the heavily doped phases were metastable, and were only accessible due to the low synthesis temperature employed (335 °C). This was consistent with a study on the solubility of V in LiFePO₄ with reaction temperature.¹⁸⁹ The ability to make metastable solid solutions via CHFS with solubilities above the expected values has been observed in the Ce-Zr-Y-O and Ce-Zn-O fluorite structure phase diagrams previously.¹²⁸,²⁰¹

Figure 3.13 – XRD patterns (Cu-Kα radiation) of an LiFePO₄ reference (PDF Card No. 01-070-6684), the pure LiFePO₄ samples ΔLFP1 and ΔLFP2, and the vanadium-doped LiFePO₄ samples after heat-treatment. Reprinted from reference 199.
Rietveld refinement was employed to extract lattice parameters and particle diameters (D) of the heat-treated samples from X-Ray diffraction patterns (Fits shown in Chapter 11, Appendix I, and parameters displayed in Table 3.4) collected using conditions described in Section 2.1.4.1.
Table 3.4 – The lattice parameters, particle diameter D and goodness-of-fit parameters of the heat-treated samples found from Rietveld analysis. Adapted from reference 199.

<table>
<thead>
<tr>
<th>Sample</th>
<th>a / Å</th>
<th>b / Å</th>
<th>c / Å</th>
<th>V / Å³</th>
<th>D / nm</th>
<th>R_wp</th>
<th>χ²</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔLFP(1)</td>
<td>10.32407(14)</td>
<td>6.00399(9)</td>
<td>4.69447(7)</td>
<td>290.990(13)</td>
<td>200</td>
<td>4.48</td>
<td>1.34</td>
</tr>
<tr>
<td>ΔLFVP(2.5)</td>
<td>10.32274(16)</td>
<td>6.00371(10)</td>
<td>4.69564(8)</td>
<td>291.011(14)</td>
<td>205</td>
<td>4.87</td>
<td>1.40</td>
</tr>
<tr>
<td>ΔLFVP(5)</td>
<td>10.32068(15)</td>
<td>6.00194(9)</td>
<td>4.69686(7)</td>
<td>290.943(13)</td>
<td>187</td>
<td>4.75</td>
<td>1.33</td>
</tr>
<tr>
<td>ΔLFVP(10)</td>
<td>10.32383(12)</td>
<td>6.00127(7)</td>
<td>4.69766(6)</td>
<td>291.049(10)</td>
<td>242</td>
<td>4.24</td>
<td>1.18</td>
</tr>
<tr>
<td>ΔLFVP(20)</td>
<td>10.30233(33)</td>
<td>5.9763(2)</td>
<td>4.70006(16)</td>
<td>289.381(29)</td>
<td>240</td>
<td>7.45</td>
<td>1.98</td>
</tr>
</tbody>
</table>

Figure 3.15 – The effect of vanadium concentration (in at%) on a) the a lattice parameter, b) the b lattice parameter, c) the c lattice parameter and d) the unit cell volume V of the heat-treated samples. Errors calculated from the fit are included as error bars. Reprinted from reference 199.

The particle sizes extracted from Rietveld refinement suggested an average particle size of ~200 nm for most of the heat-treated samples, although this increased to ~240 nm for ΔLFVP(10) and ΔLFVP(20), and suggested the vanadium dopant increased particle size. The lattice parameters of the heat-treated samples varied systematically with vanadium dopant (in a similar manner to the as-prepared samples); however, the magnitude of variation was decreased compared to before heat-treatment, and implied some of the structural discrepancies were due to defects which were reduced with annealing. The variation in lattice parameters implied successful incorporation of vanadium in the LiFePO₄ lattice. This was supported by energy-dispersive X-Ray spectroscopy (EDS) analysis, which indicated a consistent dispersion of V atoms through the lattice.
within particles of sample ΔLFVP(5). In contrast, ΔLFVP(10) displayed the slight phase-separation observed previously with XRD analysis with the growth of a V-rich phase on the particle surface. This impurity phase had an approximate V:P elemental ratio of 1:2, consistent with the postulated LiV(P₂O₇) phase.

While XRD and EDS analysis suggested homogenous doping in the olivine structure, it did not provide the location of V in the olivine structure. It was important, therefore, to ascertain the nature of the coordination environment of V, and to relate that to possible occupation sites in the LiFePO₄ lattice. ΔLFVP(2.5) was analysed using extended X-ray absorption spectroscopy (EXAFS) data (V K-edge) to provide insights into local V coordination environment.²⁰² The presence of defects in the sample caused a breakdown in the fitting of the second and third coordination shells, so the analysis was limited to the first coordination shell. This revealed two distinct V-O bond lengths present in the sample; 49 ± 5 % of V-O bonds were of length 1.68 ± 0.012 Å, and 50 ± 8 % of V-O bonds were of length 2.01 ± 0.016 Å (Figure 3.17, Table 3.5). XAS data reduction and EXAFS modelling were performed on Horae Athena and Excurve 9.273, respectively, by Glen Smales and Husn Islam (UCL).²⁰²,²⁰³

Figure 3.16 – EDS analysis of V-doped LiFePO₄ samples. a) A darkfield image of sample ΔLFVP(5) with b) the Fe-Kα (blue) and c) V-Kα (purple) signals from the same sample area. d) A darkfield image of sample ΔLFVP(10) with e) the Fe-Kα (blue), f) the P-Kα (green) and g) V-Kα signals (purple) from the same sample area. Adapted from reference 199.
Figure 3.17 – The a) EXAFS and b) Fourier Transform analysis of ΔLFVP(2.5) at the vanadium K-edge (ca. 5465 eV) performed at the B18 beamline, Diamond Light Source using ion chambers to measure incident and transmitted beams. Reprinted from reference 199.

Table 3.5 – The results of EXAFS analysis, revealing V-O bond lengths and their errors, their relative abundance and their errors, the Debye-Waller factor and the goodness-of-fit parameter (Rex). Adapted from reference 199.

<table>
<thead>
<tr>
<th>R / Å</th>
<th>Relative Composition / %</th>
<th>2σ²</th>
<th>Rex</th>
</tr>
</thead>
<tbody>
<tr>
<td>V-O</td>
<td>1.68 ± 0.012</td>
<td>49.27 ± 5.4</td>
<td>0.00625 ± 0.00133</td>
</tr>
<tr>
<td>bonds</td>
<td>2.01 ± 0.016</td>
<td>50.73 ± 7.6</td>
<td></td>
</tr>
</tbody>
</table>

In isolation, the bond lengths are not enough to suggest which sites V occupies within the LiFePO₄ lattice. Density functional theory (DFT) analysis was employed by Prof. F. Cora and R. Dedigama (UCL) to explore different substitution mechanisms of V using hybrid-exchange functionals with periodic boundary conditions. The details of the computation were identical to those utilised within a study of V-doped aluminophosphates. Vanadium oxidation states of 2 and 3 in the Li sites, 2, 3, 4 and 5 in the Fe site and 4 and 5 in the P sites were considered as possibilities in either LiFePO₄ or FePO₄. Full geometry optimisations were performed where possible for these configurations, and supercells of different sizes (4 and 16 LFP formula units) were considered to investigate the effect of V dopant concentration.

With respect to vacancy compensation mechanisms, isovalent defects (V²⁺/Fe²⁺ in LiFePO₄, V³⁺/Fe³⁺ in FePO₄, V⁵⁺/P⁵⁺ in FePO₄ and LiFePO₄) did not need an additional compensating defect. In contrast, added defects were required to charge-balance aliovalent replacements: V⁴⁺ and V⁵⁺ in the Fe site by Li⁺/Fe³⁺ or Li and Fe vacancies; V/Li⁺ by Fe vacancies and V⁴⁺/P⁵⁺ in LiFePO₄ by converting a Fe²⁺ to Fe³⁺.
Some V oxidation states were not stable and underwent internal redox transformations; $V^{4+}/P^{5+}$ with a $Fe^{3+}$ defect in LiFePO$_4$ converted to the isovalent arrangement of $V^{5+}$ and $Fe^{2+}$. Replacing $Fe^{3+}$ with $V^{5+}$ oxidised an $O^{2-}$ ion to an $O^{1-}$ radical adjacent to the charge-balancing defect ($Fe$ vacancy or $Li^{+}/Fe^{3+}$) and $V^{5+}$ reduced to $V^{4+}$. Vanadium was not stable on an Li site in any oxidation state or compensation mechanism. Equilibrium V-O bond distances for all stable configurations are shown in Table 3.6.
Table 3.6 – V-O bond distances calculated by DFT for different V oxidation states, modes of incorporation and concentrations of V ions in LFP. This includes a) V in LiMnPO₄ for comparison; b) Li in Fe site compensating defect; c) interstitial Li and Fe vacancy compensating defect. Adapted from reference 199.

<table>
<thead>
<tr>
<th>Oxidation state of V</th>
<th>Site</th>
<th>Conc. (%)</th>
<th>Supercell Formula</th>
<th>&lt;V-O&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>2+</td>
<td>Fe</td>
<td>12.5</td>
<td>LiₓFeᵧVPₓO₃₂</td>
<td>2.1593</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.5</td>
<td>Li₁FeᵥVPᵥO₃₂</td>
<td>2.1543</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>LiₓVₘPₘO₁₆</td>
<td>2.1570</td>
</tr>
<tr>
<td>3+</td>
<td>Fe</td>
<td>12.5</td>
<td>FeᵥVPᵥO₃₂</td>
<td>2.0514</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(a) 12.5</td>
<td>MnᵧVPᵧO₃₂</td>
<td>2.0426</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>VᵥPᵥO₁₆</td>
<td>2.0467</td>
</tr>
<tr>
<td>4+</td>
<td>Fe (b)</td>
<td>12.5</td>
<td>Li₁FeₜVPₜO₃₂</td>
<td>1.9542</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(c) 12.5</td>
<td>Li₁FeₜVPₜO₃₂</td>
<td>1.9552</td>
</tr>
<tr>
<td>5+</td>
<td>P</td>
<td>12.5</td>
<td>FeₘPₘVO₃₂</td>
<td>1.7060</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.25</td>
<td>Fe₁₆P₁₅VO₆₄</td>
<td>1.7045</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.5</td>
<td>LiₘFeₜPₜVO₃₂</td>
<td>1.7075</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>Fe₁₄V₄O₁₄</td>
<td>1.7115</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>Li₁Fe₄V₄O₁₆</td>
<td>1.7123</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>EXAFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The calculated V-O bond lengths appeared to be little affected by concentration or the compensating defect; only oxidation state appeared to have a noticeable effect. Therefore, the bond lengths observed were diagnostic of both oxidation state and site occupation. Only two local environments described in Table 3.6 corresponded to the measured bond lengths from the EXAFS analysis; V³⁺/Fe³⁺ and V⁵⁺/P⁵⁺. According to the quantification of these bond lengths from EXAFS, V³⁺ in octahedral Fe sites and V⁵⁺ in tetrahedral P sites were present in a ratio of ca. 40:60. It is worth noting that the impurity phase LiVP₂O₇ also had an average V-O bond length close to 2.01 Å (2.00
Å), so this phase may also have been responsible for the observed bond lengths (although it was not observed by XRD for this sample).

ICP-AES was used to determine the effect of vanadium content on the other constituents of LiFePO$_4$. There appeared to be a slight deficiency of phosphorus in all compounds (due to the > 1 molar ratio of Li/P and Fe/P observed in the pure LiFePO$_4$ compound, Table 3.7). The elemental ratios of sample LFVP(2.5) agreed with the suggestion of V ions on Fe and P sites, as phosphorous was deficient, and there was a corresponding decrease in Fe content with the addition of V compared to the pure LFP sample. However, increasing the dopant concentration further led to an equal reduction in Fe, and implied compensatory Li vacancy formation with Fe substitution (Figure 3.18a-c). This has also been suggested for other highly vanadium-substituted samples.

Table 3.7 – Elemental ratios of the pure LiFePO$_4$ and V-doped LiFePO$_4$ samples found from ICP-AES analysis (normalised to phosphorous). Adapted from reference 199.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Li/P</th>
<th>Fe/P</th>
<th>V/P</th>
<th>P/P</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFP1</td>
<td>1.05</td>
<td>1.04</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>LFVP(2.5)</td>
<td>1.01</td>
<td>1.00</td>
<td>0.03</td>
<td>1.00</td>
</tr>
<tr>
<td>LFVP(5)</td>
<td>0.97</td>
<td>0.96</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>LFVP(10)</td>
<td>1.01</td>
<td>0.94</td>
<td>0.09</td>
<td>1.00</td>
</tr>
<tr>
<td>LFVP(20)</td>
<td>0.92</td>
<td>0.85</td>
<td>0.19</td>
<td>1.00</td>
</tr>
</tbody>
</table>
Figure 3.18 – Ratios of elements found from ICP-AES analysis normalised to phosphorous for the V-doped LiFePO₄ samples, displaying: a) Li, b) Fe and c) V, plotted against nominal V content in at%.
TEM (Figure 3.19a-e) and FE-SEM images (Figure 3.20) of the heat-treated samples showed the particles all formed agglomerated networks of crystallites. The fused nature of the crystallites made particle size distributions impossible for these samples; however, it was generally observed that the longest axis of the particles was between 100 – 300 nm for all samples, with a minor population of particles above 0.5 μm in size. This is consistent with the average particle sizes estimated from Rietveld refinement (Table 3.4). It can be seen that when the vanadium content was increased to 10 and 20 at%, there was a general shift towards larger platelet morphology (Figure 3.19a-e, Table 3.4), which was further evidenced from the relative transparency of these plates observed in SEM (Figure 3.20) for sample ΔLFVP(20). The presence of carbon in the samples was confirmed by CHN analysis (Table 3.2), and a consistent carbon coating (approximately 1.7 nm thick) was observed in high-resolution TEM analysis (Figure 3.19f).

Figure 3.19 – TEM micrographs of a) ΔLFP2, (b) ΔLFVP(2.5), (c) ΔLFVP(5), (d) ΔLFVP(10) and (e) ΔLFVP(20). (f) The continuous carbon coating on sample ΔLFVP(20) (the amorphous-type layer on the surface of the particle) which is approximately 1.7 nm thick. Reprinted from reference 199.
3.4.1.3. Electrochemical Characterisation

CV tests were employed to understand the reversible and irreversible electrochemical processes occurring upon charge/discharge. The $\text{Fe}^{2+}/\text{Fe}^{3+}$ couple at 3.45 V was observed in all samples (Figure 3.21), and no additional electrochemistry could be specifically ascribed to the LiV(P$_2$O$_7$) impurity, although the electrochemical activity of the LiV(P$_2$O$_7$) phase is beyond the testing voltage window (4.2 – 4.8 V). For sample ΔLFVP(10) an additional irreversible charge process was observed at 2.15 V (Figure 3.21), but was not observed in subsequent cycles. The peak discharge current increased with increasing vanadium doping from ΔLFP2 (−520 mA) to 2.5 and 5 at% V (−650 mA), but then decreased for higher V-dopant levels. As the peak discharge current is a crude indicator of the kinetics of the lithiation reaction, this implied that ΔLFVP(2.5) and ΔLFVP(5) possessed optimal kinetics within these samples.
In an attempt to quantify the improvement in charge/discharge kinetics within samples ΔLFP2, ΔLFVP(2.5) and ΔLFVP(5), the CV data was analysed using the Randles-Sevcik equation (Equation 2.5, Section 2.1.5.3). The current at potential scan rates of 0.05, 0.1, 0.2, 0.5, 1 and 2 mV s⁻¹ was measured, and the peak discharge currents plotted against \( v^{1/2} \) (the square root of scan rate, Figure 3.22). The gradients can be related to Li⁺ diffusion coefficients within the electrodes, which were \( 1.0 \times 10^{-10} \), \( 1.6 \times 10^{-10} \) and \( 2.1 \times 10^{-10} \) cm² s⁻¹ for ΔLFP2, ΔLFVP(2.5) and ΔLFVP(5) respectively. These results were not “true” diffusion coefficients, but allowed comparisons to be made between electrodes of similar composition and mass loading. Therefore, enhanced Li⁺ diffusion kinetics were observed with increased V doping up to 5 at%.

Figure 3.21 – Cyclic Voltammetry of the pure LiFePO₄ and heat-treated V-doped samples (scan rate 0.5 mV s⁻¹) between 2 – 4 V.
Within C-rate testing, a sharp decline in discharge capacity with dopant concentration was observed at low C-rates above 2.5 at% V-doping (Figure 3.23a). As the V-dopant did not appear to be active, and the active Fe$^{2+}$ species decreased with V-doping, the maximum capacity was reduced significantly for the highly V-doped compounds. This has been observed previously by other authors.\textsuperscript{188} The high-rate performance displayed a different trend; increasing the V-dopant to 5 at% gave a significant increase in discharge capacity, and any further substitution resulted in a decrease in performance. The lack of additional electrochemistry was verified from first cycle charge/discharge plots, where only the Fe$^{2+}$/Fe$^{3+}$ plateau at 3.45 V was evident (Figure 3.23b, Figure 3.24, Figure 3.25). Furthermore, the influence of the V dopant could be most clearly seen in the overpotentials of charge and discharge; they decreased from $\Delta$LFP2 to $\Delta$LFVP(5), then increased again for sample $\Delta$LFVP(20) (Figure 3.23b, Figure 3.24, Figure 3.25). It is suggested that the appearance of the impurity phase had a deleterious influence on high-rate cathode performance, and was responsible for the reduced performance above 5 at% V. It is important to note that there was carbon present in all samples, and therefore the trends in performance could be unambiguously attributed to the V dopant. The highest capacity observed at 10C (130 mA h g$^{-1}$) for the 5 at% V sample compares extremely favourably with a performance review of other LiFePO$_4$...
electrodes in literature (Figure 3.26), where the only electrodes which surpass ΔLFVP(5) for the 10C discharge capacity contain significantly more carbon (17 and 30 wt%, respectively).

Figure 3.23 – a) C-rate testing of the pure LiFePO₄ and V-doped LiFePO₄ compounds, with the charge/discharge rate indicated above the discharge capacities. b) The first cycle of charge discharge at C/2 (solid line) and 5C (dotted line) for sample ΔLFP2.
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Figure 3.24 – a) The first cycle of charge discharge at C/2 (solid line) and 5C (dotted line) for sample ΔLFVP(2.5). b) The first cycle of charge discharge at C/2 (solid line) and 5C (dotted line) for sample ΔLFVP(5).
Figure 3.25 – a) The first cycle of charge discharge at C/2 (solid line) and 5C (dotted line) for sample ΔLFVP(10). b) The first cycle of charge discharge at C/2 (solid line) and 5C (dotted line) for sample ΔLFVP(20).
In order to assess the stability of the electrodes, long-term cycle stability tests were performed (1000 cycles at 0.88C) for the best sample, ΔLFVP(5). It displayed excellent capacity retention of >96% over 200 cycles and >70% over 1000 cycles (Figure 3.27).
Figure 3.27 – Long-term stability test of ΔLFVP(5) at 0.88 C for 1000 cycles, where the capacity was normalised to the first discharge capacity. Adapted from reference 199.

3.4.1.4. Conclusions

A high-performance, carbon-coated vanadium-doped LiFePO$_4$ cathode was successfully synthesised via a continuous hydrothermal pilot-scale process. The synergistic combination of nano-sizing, carbon-coating and doping dramatically improved the cathode rate capability, with ΔLFVP(5) achieving a high discharge capacity of 130 mA h g$^{-1}$ at a 10C discharge rate, which matches or indeed surpasses the highest performances achieved in the literature for LiFePO$_4$-based materials.$^{170}$ Moreover, as these samples were produced at a scale of a 6 kg per day, this holds promise for future development of large-scale cells and is discussed in Chapter 4.

A combination of experimental and computational techniques suggested the vanadium dopant was found on both Fe and P sites within the structure. This had numerous effects, including distorting the lattice parameters and possibly introducing Li$^+$ vacancies within the structure. It is suggested that the shorter diffusion distance (determined by the b lattice parameter) and/or Li$^+$ vacancy inclusion is responsible for the increase in performance, although further analysis such as EXAFS, neutron diffraction and muon spectroscopy are necessary to determine the V dopant and location effect. Muon spectroscopy is discussed in Chapter 5.
3.4.2. Nb-doped LiFePO\(_4\) investigation

3.4.2.1. Aims

Following the success of the V-doping study, it was important to determine if similar effects could be seen with other dopants. As Nb-doping had also been shown to improve discharge capacity at high rates in LiFePO\(_4\),\(^{172}\) and possesses similar chemistry to V as they share the same periodic table group, it was a natural candidate for investigation. The Nb-doped materials were made as nanoparticles and carbon-coated in an analogous manner to the previous section. The samples were centrifuged and cleaned by a masters’ student, (Ekaterina Blagovidova), and all electrodes and cells were fabricated and tested by the same student.

3.4.2.2. Physical Characterisation

Nb-doped LiFePO\(_4\) samples were successfully synthesised using the Pilot-Scale CHFS process as grey powders at a production scale of 0.25 kg h\(^{-1}\). In an analogous manner to the V-doped LiFePO\(_4\) experiments in Section 3.4.1, the concentrations of precursors were varied according to Table 3.8 to generate doped compounds of the nominal formula Li\(_{1-x}\)Fe\(_x\)\(_{1-x}\)NB\(_x\)PO\(_4\). The LiOH, H\(_3\)PO\(_4\) and fructose concentrations were 0.8625 M, 0.375 M, and 0.65 M, respectively. These samples were given the nomenclature LFNP(\(x\)), where \(x\) is the Nb at\% relative to total transition metal content (Fe + Nb) in the precursor solution. Heat-treatments produced black powders, which were analogously named \(\Delta\)LFNP(\(x\)), and the carbon contents were calculated using CHN analysis (Table 3.8). Molar yields were in the range 50 – 70 mol%.

Table 3.8 – The molar concentrations of the Fe and Nb precursors used to generate the samples. The carbon coating wt\% was calculated using CHN analysis. Adapted from reference 208.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>FeSO(_4)(_7)H(_2)O / mM</th>
<th>C(_4)H(_4)NNbO(_9)(_5)H(_2)O / mM</th>
<th>C / wt.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta)LFNP(0.01)</td>
<td>249.975</td>
<td>0.025</td>
<td>4.8</td>
</tr>
<tr>
<td>(\Delta)LFNP(0.1)</td>
<td>249.750</td>
<td>0.250</td>
<td>5.5</td>
</tr>
<tr>
<td>(\Delta)LFNP(0.5)</td>
<td>248.750</td>
<td>1.250</td>
<td>7.3</td>
</tr>
<tr>
<td>(\Delta)LFNP(1.0)</td>
<td>247.500</td>
<td>2.500</td>
<td>2.9</td>
</tr>
<tr>
<td>(\Delta)LFNP(1.5)</td>
<td>246.250</td>
<td>3.750</td>
<td>4.3</td>
</tr>
<tr>
<td>(\Delta)LFNP(2.0)</td>
<td>245.000</td>
<td>5.000</td>
<td>2.5</td>
</tr>
</tbody>
</table>

ICP-AES was employed to measure the concentrations of Li, Fe and P within the Nb-doped samples, where sample LFP1 was included in the data set from the previous section for comparison. Unfortunately, Nb was not measurable by ICP-AES as it did not produce a stable signal in the plasma; however, all other elements could readily be
measured. Similar to the V-doped LiFePO$_4$, there was a slight deficiency of P within all samples, and both the Li and Fe content decreased uniformly with increasing Nb content. Sample LFNP(0.5) had Li/P and Fe/P ratios of 0.89 and 0.9, respectively, and was considered an anomalous result. In general, the molar ratios of both Li and Fe decreased by an approximately equal amount to the Nb added in the reagents, which suggested it could occupy either site. A combined EXAFS and DFT study on these materials would be suitable future methods for discerning the doping mechanism of Nb in LiFePO$_4$, i.e. which site it occupies in the lattice.

![Graph a) Ratio Li/P vs. Nominal Nb content](image)

![Graph b) Ratio Fe/P vs. Nominal Nb content](image)

Figure 3.28 – The elemental ratios a) Li/P and b) Fe/P as a function of nominal Nb dopant content from ICP-AES analysis.

XRD patterns of the heat-treated samples all closely resembled the pure LiFePO$_4$ olivine structure (PDF Card No. 01-070-6684, Figure 3.29a), although a very minor impurity peak was present in some samples, indicated by an asterisk. A high-quality XRD pattern of sample ΔLFNP(1.0) (using set-up c, Section 2.1.4.1) revealed this peak more clearly (Figure 3.29b). This was tentatively suggested to be Fe$_2$P$_2$O$_7$ (similar to PDF Card No. 00-076-1672), and may reflect the overall lithium deficiency observed in these compounds. This was also observed in Chapter 6 and is discussed in
further detail there. Rietveld refinement revealed the variation of lattice parameters (and unit cell volume) was almost identical between samples, i.e. uniform expansion and contraction (Table 3.9, Figure 3.30, Chapter 11 - Appendix I). There was no overall shift in lattice parameters with composition, implying the differences in parameters observed may be random variance, perhaps caused by the inevitable inhomogeneity of the heating zone in the tube furnace. This was in direct contrast to the claims of Ma et al., where they observed an expansion of the (1 0 1) interplanar distance with increased Nb incorporation. However, it must be noted that they did not perform Rietveld refinement, instead relying on the 2θ shift of the (1 0 1) peak, so their observed variance could easily be due to 2θ error rather than a shift in lattice parameters.
Figure 3.29 – a) XRD patterns (Mo-Kα radiation) of the Nb-doped LiFePO₄ samples, including an LiFePO₄ reference pattern (PDF Card No. 01-070-6684). b) A high-quality XRD pattern (Mo-Kα radiation, capillary mode) of the ΔLFNP(1.0) sample with a truncated y-axis, showing the presence of a minor impurity peak (indicated by an asterisk), and the suggested impurity phase Fe₂P₂O₇ (PDF Card No. 00-076-1672). Adapted from reference 208.
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Table 3.9 – The lattice parameters of the heat-treated Nb-doped samples calculated from Rietveld refinement. Sample ΔLFP1 is included as a reference. Adapted from reference 208.

<table>
<thead>
<tr>
<th>Sample</th>
<th>a / Å</th>
<th>b / Å</th>
<th>c / Å</th>
<th>V / Å³</th>
<th>Rwp</th>
<th>χ²</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔLFP1</td>
<td>10.32413(13)</td>
<td>6.00392(8)</td>
<td>4.69445(7)</td>
<td>290.897(12)</td>
<td>4.02</td>
<td>1.21</td>
</tr>
<tr>
<td>ΔLFNP(0.01)</td>
<td>10.3283(4)</td>
<td>6.0066(3)</td>
<td>4.6974(2)</td>
<td>291.42(4)</td>
<td>17.2</td>
<td>1.14</td>
</tr>
<tr>
<td>ΔLFNP(0.1)</td>
<td>10.3303(5)</td>
<td>6.0082(3)</td>
<td>4.6976(2)</td>
<td>291.57(4)</td>
<td>17.6</td>
<td>1.23</td>
</tr>
<tr>
<td>ΔLFNP(0.5)</td>
<td>10.3290(5)</td>
<td>6.0070(3)</td>
<td>4.6969(2)</td>
<td>291.43(4)</td>
<td>17.1</td>
<td>1.03</td>
</tr>
<tr>
<td>ΔLFNP(1.0)</td>
<td>10.3137(4)</td>
<td>5.9971(2)</td>
<td>4.6899(2)</td>
<td>290.08(4)</td>
<td>15.5</td>
<td>1.05</td>
</tr>
<tr>
<td>ΔLFNP(1.5)</td>
<td>10.3251(4)</td>
<td>6.0026(2)</td>
<td>4.6951(2)</td>
<td>290.99(4)</td>
<td>16.3</td>
<td>1.10</td>
</tr>
<tr>
<td>ΔLFNP(2.0)</td>
<td>10.3329(4)</td>
<td>6.0074(2)</td>
<td>4.6691(2)</td>
<td>291.69(4)</td>
<td>15.6</td>
<td>1.09</td>
</tr>
</tbody>
</table>

Figure 3.30 – The effect of Nb concentration (in at%) on a) the a lattice parameter, b) the b lattice parameter, c) the c lattice parameter and d) the unit cell volume V of the heat-treated samples. Errors calculated from the fit are included as error bars.

In a similar manner to the EDS investigation of V-doped LiFePO₄ in Section 3.4.1, a uniform dispersion of Nb within the particles was observed from EDS analysis of sample ΔLFNP(2.0), with no obvious Nb-rich phases (Figure 3.31). This is consistent with homogeneous doping, although techniques such as EXAFS would be required to add further weight to this suggestion.
Figure 3.31 – EDS imaging of sample LFNP(2.0), displaying a) the darkfield image, b) the Nb-Kα signals (yellow), c) the Fe-Kα signals (red), d) the O-Kα signals (green) and e) the P-Kα signals (blue). Adapted from reference 208.

FE-SEM analysis indicated the Nb-doped LiFePO₄ exhibited similar particle size and morphology to those observed for pure LiFePO₄ in the previous section (Section 3.4.1.2), adopting a fused crystallite morphology. The majority of particles possessed long axis lengths between 100 – 300 nm, with a minority of particles > 0.5 μm. Therefore, Nb-doping did not appear to significantly affect crystallite size or morphology.
Figure 3.32 – FE-SEM images of samples a) ΔLFNP(0.01); b) ΔLFNP(0.1); c) ΔLFNP(0.5); d) ΔLFNP(1.0); e) ΔLFNP(1.5); f) ΔLFNP(2.0). Adapted from reference 208.

The heat-treated samples ΔLFNP(x) showed a more varied carbon coating degree compared to the V-doped study (in the range 2.5 to 7.3 wt%) (Table 3.8). TEM images of ΔLFNP(1.0) revealed a continuous coating approximately 3.5 nm thick (Figure 3.33a), which is thicker than the coating observed in the V-doped LFP study, and reflects the higher carbon content of ΔLFNP(1.0). Raman spectroscopy analysis of the heat-treated samples consistently showed D-bands (1350 cm$^{-1}$) and G-bands (1600 cm$^{-1}$), Figure 3.33b), which implied successful graphitisation.
Cyclic voltammetry showed the reversible Fe$^{2+}$/Fe$^{3+}$ redox couple at 3.45 V (Figure 3.34a), and no additional activity with the inclusion of Nb. The peak discharge currents were generally higher for the more highly doped samples 1.5 at%, which demonstrated improved delithiation kinetics with Nb addition. A CV profile for pure LiFePO$_4$, ΔLFP(1), was included for reference; although it displayed greater peak discharge current compared to ΔLFNP(0.01)-ΔLFNP(0.5), it did also have a thicker carbon coating (9.1 wt% vs. a range of 2.5 – 7.3 wt%). To clarify the improvement in charge/discharge kinetics, the Randles-Sevcik equation (Equation 1.15, Section 2.1.5.3) was used to compare samples ΔLFNP(1.0), ΔLFNP(1.5), and ΔLFNP(2.0) (Figure 3.34b). In a similar manner to the V-doped LiFePO$_4$ section, the diffusion coefficients obtained depend on the mass loading and electrode architecture. Therefore, these values are only used to compare the diffusion kinetics of samples within this study, which were all made in the same way. The calculated diffusion coefficients of the doped samples were very similar; $2.0 \times 10^{-10}$, $2.2 \times 10^{-10}$, and $1.9 \times 10^{-10}$ cm$^2$ s$^{-1}$ for ΔLFNP(1.0), ΔLFNP(1.5), and ΔLFNP(2.0), respectively. This displayed an increase in the diffusion coefficients compared to the pure LFP sample from Section 3.4.1.3 (ΔLFP2, $1.0 \times 10^{-10}$ cm$^2$ s$^{-1}$), but suggested that further Nb-doping of LiFePO$_4$ beyond 1 at% did not significantly improve performance.
Figure 3.34 – CV results at 0.05 mV s\(^{-1}\) scan rate for all heat-treated samples, including ΔLFP(1) sample from previous work; b) linear fits obtained from the peak discharge current (I\(_P\)) versus square root of scan rate (\(\nu^{1/2}\)) for samples ΔLFNP(1.0), ΔLFNP(1.5), and ΔLFNP(2.0) (sample:carbon:binder wt% ratio 80:10:10). Adapted from reference 208.

Constant current tests of these electrodes revealed that Nb-doping improved rate capability up to 1 at% Nb, and made little difference with further substitution, which was consistent with the Randles-Sevcik analysis. The best performing sample ΔLFNP(1.0) displayed a capacity of 110 mA h g\(^{-1}\) at 10C (Figure 3.35a), which surpassed capacities generally obtained for LiFePO\(_4\) made via continuous hydrothermal methods,\(^{193–195}\) although it was inferior to the V-doped LiFePO\(_4\) discussed in Section 3.4.1.3. Electrodes with higher added carbon content (sample:carbon:binder wt% ratio 75:15:10) were fabricated to examine the impact on
overall performance. Interestingly, a reduced variation in performance with Nb content was observed (Figure 3.35b). In this case, the lowest dopant concentration (ΔLFNP(0.01)) was the best of these samples, which implied the additional electrode conductivity provided by the increased carbon nullified the effect of the Nb dopant.

![Figure 3.35 - C-rate tests for all electrodes with sample:carbon:binder wt% ratios of a) 80:10:10 (including ΔLFP(1) from Section 3.4.1) and b) 75:15:10. Adapted from reference 208.](image)

The charge/discharge profile of ΔLFNP(1.0) at 0.5C and 10C only showed activity due to the Fe$^{2+}$/Fe$^{3+}$ couple, and was consistent with the CV analysis (Figure 3.36a). The capacity retention of all samples supported the limited benefit of additional Nb substitution beyond 1 at% Nb for the 80:10:10 sample:carbon:binder ratio electrodes, where the retention of ΔLFNP(1.0), ΔLFNP(1.5), and ΔLFNP(2.0) was approximately equal (Figure 3.36b). In contrast, the electrodes with higher carbon loadings generally displayed higher capacity retentions with increasing C-rate, and a narrower variation between electrodes (Figure 3.36c). Excellent capacity retention (range 96 to 98 %) was also observed in long term stability testing at a 1C charge/discharge rate (range of 100 to 200 cycles) for the 80:10:10 electrodes (Figure 3.36d). This suggested that Nb-doped LiFePO$_4$ is suitable for long-life, high power applications.
Figure 3.36 - a) A voltage vs. capacity plot of $\Delta$LFNP(1.0) (80:10:10 electrode) at 0.5C and 10C. Capacity retention test data for all electrodes with S:C:B wt% ratios of: b) 80:10:10 and c) 75:15:10. 100% capacity was the capacity of each electrode at 0.5 C. d) Capacity retention at a charge and discharge rate of 1C for 80:10:10 electrodes of $\Delta$LFNP(0.01), $\Delta$LFNP(0.1), and $\Delta$LFNP(0.5) for 100 cycles and $\Delta$LFNP(1.0), $\Delta$LFNP(1.5), and $\Delta$LFNP(2.0) for 200 cycles. The capacity retention was relative to the highest capacity recorded during these cycles. Adapted from reference 208.

3.5. Conclusions and Further Work

Nb-doping was found to have a similar effect to V-doping within LiFePO$_4$; increasing the high-rate performance of the material. Results from EDS analysis and XRD were consistent with homogenous doping of Nb within the LiFePO$_4$ structure. An optimal dopant concentration of 1 at% Nb was found; no significant benefit was observed by increasing it above this value. Experiments conducted with additional carbon in the electrode removed the benefit of the Nb dopant, and it is tentatively suggested that the its main influence is to increase the electronic conductivity of the LiFePO$_4$ phase, the effect of which is masked by added carbon.

While this was an interesting case study and proved that dopant systems in LiFePO$_4$ can be made via CHFS, the performance of V-doped LiFePO$_4$ was superior to Nb-doped LiFePO$_4$. Therefore, the best-performing V-doped LiFePO$_4$ sample was chosen.
for scaled-up synthesis and potential fabrication at the pouch-cell level, and is discussed in the next section.

Possible future work concerning doped LiFePO$_4$ species made via CHFS could include looking at a much wider array of dopants (specifically aliovalent dopants). This could identify other substituents which may surpass the performance observed with the V-doped LiFePO$_4$. Furthermore, a large combined synchrotron XRD and EXAFS study could be performed on these materials, and could better establish the doping mechanisms operating in LiFePO$_4$. Combined with the electrochemical characterisation, a much greater understanding of the effects of dopants in the LiFePO$_4$ system could be achieved.
4. Scale-up and Full-Cell development of V-doped LiFePO₄

4.1. Aims

This section aims to develop the optimal cathode material from the previous chapter, 5 at% V-doped LiFePO₄, and produce a great enough quantity of nanomaterial for testing at pouch-cell level, which typically requires 100 g minimum of active cathode material for preliminary testing. This includes full-cell testing of the material against a silicon anode, which presents additional challenges compared to standard half-cell testing.

4.2. Background

In order to make a functioning cell for a device, full-cell testing is necessary. Rather than charging and discharging the material vs. Li metal (half-cell testing), a suitable complimentary anode/cathode must be paired with the cathode/anode in question. This is in large part due to safety concerns regarding the use of an Li anode, which forms dendrites upon repeated cycling and can cause a short circuit. This effectively renders the cell useless, but can also cause fires and explosions. Therefore, alternative anodes (such as graphite) have been developed, which safely intercalate or alloy with Li⁺ to prevent dangerous dendrite growth. However, the specific capacity of graphite (372 mA h g⁻¹) is far lower than that of Li metal (3860 mA h g⁻¹), so higher-capacity alternatives are being pursued to enhance the overall storage capability of the cell.

One such example is the Si anode, which possesses a high theoretical capacity of 3579 mA h g⁻¹. Such a high capacity is achieved as 3.75 equivalents of Li alloys into the Si anode according to the reaction below:

\[ 4 [3.75 \text{ Li} + \text{ Si}] \rightarrow \text{Li}_{15}\text{Si}_4 \]

Equation 4.1 – The alloying reaction of Li with Si during lithiation.

However, there are numerous problems observed with this anode with electrochemical cycling. Firstly, there is a very large expansion/contraction with lithiation/delithiation (280 vol%), which can cause microstructural fracturing of the Si particles. This can result in reduced capacity with cycling due to the formation of “dead zones” of inactive Si, and Li isolation within Si particles. In addition, this expansion causes irreversible
lithium loss due to continuous solid-electrolyte interphase (SEI) formation during cycling.\textsuperscript{102}

Continuous formation of SEI or oxidation of electrolyte within a full cell will directly lead to loss of capacity.\textsuperscript{216,217} This is due to the finite amount of active Li\textsuperscript{+} or electrolyte within the cell, which, if it is consumed by such side-reactions, will steadily reduce to the point where the total charge/discharge capacity is affected. These problems can be somewhat overcome by a variety of strategies; water scavengers,\textsuperscript{218} electrolyte additives,\textsuperscript{219} and electrode coatings can reduce SEI formation and side reactions, thereby extending the lifetime of the full cell. Such additives were employed in this chapter within V-doped LiFePO\textsubscript{4} cathode / Si anode full cells.

4.3. Experimental

4.3.1. Synthesis conditions

A large-scale repeat of the 5 at\% V-doped sample from Section 3.4.1 was performed, keeping the precursor concentrations and pump flow-rates identical. In precursor pump 2, 0.2375 M FeSO\textsubscript{4}, 0.0125 M VOSO\textsubscript{4}, 0.375 M H\textsubscript{3}PO\textsubscript{4} and 0.65 M Fructose were fed into the CJM at 200 mL min\textsuperscript{-1}. Likewise, pump 3 provided 0.8625 M LiOH.

![Figure 4.1 – A schematic of the reaction conditions for the scaled-up ΔLFVP(5) synthesis.](image-url)
4.3.2. Sample Processing and Physical Characterisation

Approximately 90 L of product slurry was obtained from the reaction conditions, which was allowed to settle overnight and the supernatant discarded. The remaining concentrated sludge was concentrated via centrifuge (4500 rpm for 10 minutes) into 8 800 mL centrifuge pots, centrifuged, and dispersed in D.I. water 5 times. At this point, significant quantities of product did not settle, so the sample was freeze-dried according to Section 2.1.3.3. The supernatant conductivity was approximately 600 \( \mu \)S m\(^{-1}\). The mass yield of product was 0.50 kg, which corresponded to a molar yield of approximately 50%. The powder was heat-treated according to the procedure in Section 2.1.3.4, producing a black powder. CHN analysis of this powder revealed a carbon-coating of 6.7 wt%.

The heat-treatment carbonisation step produced very large sintered agglomerates which proved difficult to break down. The material was lightly ball milled for 1 h in NMP solvent (sample:solvent mass ratio 1:1) at 400 rpm using a Retsch planetary ball mill (PM-200), which successfully reduced the particle size (\( D_{90} \)) from 650 \( \mu \)m to 22 \( \mu \)m.

XRD patterns of the heat-treated, scaled-up sample was collected using set-up c in Section 2.1.4.1, using Mo-K\( \alpha \) radiation (\( \lambda = 0.709 \) Å) over the 2\( \theta \) range 2 – 60° with a step size of 0.5° and step time of 100 s. Rietveld analysis was performed using MAUD software.\(^\text{132} \)

4.3.3. Electrode processing

4.3.3.1. Composite anode formulation

The Si-based anodes were prepared according to the following steps. Micron-sized Si (> 99%, Elkem Bremanger) was combined with the binder polyacrylic acid (PAA, Sigma Aldrich) molecular weight = 450 k, \( y \geq 99.5\%) \) and acetylene black (Alfa Aesar, 99.9\%) and few-layer graphene (FLG, XG Sciences M Grade, > 99.9\%).

Firstly, PAA (24 g) was mixed with 176 g of D.I. water (giving a 12 wt% PAA solution) in a 500 mL Nalgene\(^\text{®} \) beaker. This slurry was mixed with a Primix Homodisper (Model 2.5, 500 rpm, 120 mins), and was subsequently stirred (Primix
medium shear impeller blade, 250 rpm, 120 mins) to give a clear solution. Na₂CO₃ was added to the solution (12.4 g, Fisher Chemical, > 99.5 %) and hand-stirred to dissolve. Na⁺ partially neutralised the PAA carboxyl groups to elongate the polymer configuration and improve the binding interaction. The resultant Na-PAA solution was allowed to rest overnight to produce a clear solution.

A mixture of conductive carbons was generated by mixing FLG (10.0 g), acetylene black (5.0 g), and D.I water (136.4 g). The suspension was stirred using the Primix Homodisperser (500 rpm), and was subsequently ultrasonicated using a Hielscher sonic probe (Model UP400S), employing 0.5 s sonication cycles, 60% amplitude for two 7 min periods.

Si powder (20.0 g) was combined with the carbon mix described above (46.45 g) and stirred using the Primix Homodisperser (1000 rpm for 30 minutes followed by 500 rpm for 30 minutes). This slurry was ultrasonicated to break down agglomerates, and subsequently 33.33 g of partially neutralized Na-PAA solution (described above) was added to form a composite slurry. This slurry was dispersed (Primix Homodisper Model 2.5, 30 mins) and 30 mL aliquots were further dispersed according to the following protocol: two slower dispersions (10 m s⁻¹, 30 s) followed by a more intense one (25 m s⁻¹, 30 s) in a Filmix mixing vessel.

The dispersed slurry was degassed in a glove-box antechamber under vacuum, and cast onto 10 μm thick Cu foil (Oak Mitsui), using a doctor blade on an RK Instruments K Coating Proofer. The resultant spread was dried on a hot plate set to 80 °C, and was vacuum dried (7 mBar, 12 h, 70 °C). Electrodes were therefore generated with compositional ratio 70:14:16 (Silicon: Na-PAA: carbon additives). The anodes were fabricated by Dr. Melanie Loveridge (WMG).

4.3.3.2. Cathode Formulation

The cathode was formulated with a 80:10:10 wt % ratio of V-LFP:PVDF:Carbon from the scaled-up ΔLFVP(5) sample with acetylene black (99.9%, Timcal C65) and PVDF (Grade 5130, Solvay) dissolved in NMP (Sigma Aldrich). The cathode was formulated thus:
144 g ΔLFVP(5) and 16.6 g acetylene black were first mixed in a HIVIS high torque mixer (10 rpm, 10 mins). Meanwhile, to produce 8 wt% binder solution, 80 g PVDF powder was dissolved in 920 g NMP with T2F Turbula mixing apparatus (WAB, Germany) for 12 hours. 208.1 g of the PDVF solution was added to the combined powders, which was mixed further (15 rpm, 30 mins). A further 50 g of NMP was added to decrease the solution viscosity, and was mixed further (15 rpm, 35 mins and 100 rpm, 30 mins). 70 g NMP was added and stirred under vacuum (100 rpm, 90 mins). The resultant slurry was high-shear mixed (8 m s\(^{-1}\), 30 s, FilmixTM Model 56–50 Disperser), which had an overall solid content of 35 wt%.

The slurry was cast on Al foil using a reel-to-reel coater (MEGTEC) with increasing comma bar blade gaps in the range 50–240 μm. The coating production rate was 0.75 m min\(^{-1}\), and the coating was dried using a three-zone heater with temperatures of 100, 120 and 110 °C. This produced coating densities in the range 24 – 95 g m\(^{-2}\).

4.3.4. Coin Cell Preparation and Electrochemical Characterisation

4.3.4.1. Two-electrode cells

V-doped LiFePO\(_4\) half-cell tests were performed in 2032-type coin cells as described in Section 2.1.5.2. Specific current tests in the range 0.05 and 9 A g\(^{-1}\) were performed between voltage limits of 4.3 V to 2.0 V vs. Li/Li\(^+\), and a C-rate test (C/2) was performed on selected half-cells using a GAMRY battery tester (INTERFACE1000, GAMRY, Scientific & Medical Products Ltd., Cheshire, UK).

4.3.4.2. Three-electrode Cells

Stainless steel Swagelok\(^{\text{®}}\) hardware and perfluoroalkoxy (PFA) ferrules were assembled to form the three-electrode cells. A ½" T-piece union with a plastic insert (MicroPlas Mouldings Ltd) was used as the cell body (Figure 4.2). Two 0.5" stainless steel plungers were employed as anode and cathode supports, which were orientated to face each other. The Si anode, V-doped LiFePO\(_4\) cathode and separators (Whatman GFA) were cut into 12 mm diameter discs using a punch (MicroPlas Mouldings Ltd). The discs were selected so that the capacity of the anode was in ~10% excess of the cathode capacity. The anode/cathode discs were placed on the ends of the opposing supports and aligned in the centre of the T-union. 60 μL of electrolyte was dispensed
with a precision micropipette into the body of the T-union. The electrolyte employed was LP30, 1 M LiPF₆ in 1:1 ethylene carbonate (EC): dimethyl carbonate (DMC), with 10 wt% fluoroethylene carbonate (FEC) and 5 wt% vinylidene carbonate (VC) additives. Li foil (12 mm) and an additional separator disc were attached to the end of the top plunger, and inserted until in contact with the separator between the anode/cathode. All nuts and ferrules were fitted and hand tightened. These 3-electrode cells were assembled and tested by Dr. Melanie Loveridge (Warwick Manufacturing Group, WMG).

4.3.4.3. Cycling procedure

A Biologic VMP3 multi-potentiostat unit was connected to the 3-electrode cell and used to make electrochemical measurements. The 3-electrode cell was charged at a C-rate of C/20 (relative to Si content), and was subsequently cycled at C/5. The charge limit was a cathodic potential 3.95 V vs. Li/Li⁺, and the discharge limit was an anodic potential of 1.50 V vs. Li/Li⁺.

4.4. Results and Discussion

XRD analysis confirmed the large-scale V-doped LiFePO₄ sample possessed the pure olivine structure (Figure 4.3), with no additional peaks present. An overlay of the large-scale product with the initial product (Section 3.4.1.2) diffraction pattern shows good consistency between samples, and is reflected in the relatively similar lattice parameters found from Rietveld refinement (Table 4.1).
Figure 4.3 – Comparison of the XRD patterns (Mo-Kα radiation) of the small-scale and large-scale ΔLFVP(5) sample.

Table 4.1 – Comparison of the lattice parameters for the small-scale and large-scale ΔLFVP(5) samples from Rietveld refinement.

<table>
<thead>
<tr>
<th>Sample</th>
<th>a / Å</th>
<th>b / Å</th>
<th>c / Å</th>
<th>V / Å³</th>
<th>Rwp</th>
<th>χ²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small-scale</td>
<td>10.32068(15)</td>
<td>6.00194(9)</td>
<td>4.69686(7)</td>
<td>290.943(13)</td>
<td>4.75</td>
<td>1.33</td>
</tr>
<tr>
<td>Large-scale</td>
<td>10.32766(10)</td>
<td>6.00442(6)</td>
<td>4.69633(5)</td>
<td>291.227(9)</td>
<td>3.75</td>
<td>2.17</td>
</tr>
</tbody>
</table>

A combination of CHN analysis and TEM also confirmed a carbon coating was present (6.64 wt%) where the carbon was found as a surface layer approximately 5 nm thick (Figure 4.4), although there was some evidence of additional small carbonaceous particles.
FE-SEM micrographs of the large-scale sample were used to compare particle size and morphology with the original small sample, and indeed they tended to form agglomerated networks of approximately 100 – 300 nm size particles as was observed previously (Figure 4.5 and Section 3.4.1.2). Again, there was significant variation of size and morphology within the sample, with some evidence of larger, μm-scale particles.
Figure 4.5 – An SEM images of the large-scale ΔLFVP(5) (which had been heat-treated at 700 °C for 3 hours). Adapted from reference 220.

The rate performance of the scaled-up ΔLFVP(5) sample was assessed using half-cell C-rate tests (Figure 4.6). The variable coating thickness provided by the reel-to-reel coater enabled the comparison of electrodes of different mass loading, ranging from 1.65 g cm\(^{-2}\) to 5.9 g cm\(^{-2}\). The capacities observed for the electrodes decreased with increasing active material loading, and was more pronounced as the C-rates increased. This was most likely a result of diffusion-limited mass transfer of Li\(^+\) ions within the electrode, which would limit performance with thicker electrodes. As observed previously, the discharge capacity of the cells fell from 158 mA h g\(^{-1}\) to < 130 mA h g\(^{-1}\) for C-rates in the range 0.3C to 8.8C. Extremely high capacity retention was observed, with the best performing electrode still delivering 125 mA h g\(^{-1}\) at a high C-rate of 8.8C, which is similar to the best performance seen in Section 3.4.1.3 (130 mA h g\(^{-1}\) at 10C), and suggests the beneficial electrochemical effect of the vanadium dopant is reproducible.
However, in a full cell, the coulombic efficiency (C.E) of the charge/discharge reaction should be as close to 100% as possible. To achieve >65% capacity retention over 1000 charge and discharge cycles, a C.E. of >99.96% is required, and therefore C.E. is an important metric in full cell assessment. In a half cell, a C.E. < 100% does not impact cell performance as the oversized Li anode provides replacement lithium. A GAMRY battery tester (which provides a more accurate measure of C.E.) was employed to cycle a half-cell of the large-scale ΔLFVP(5) electrode (Figure 4.7). It can be seen that the C.E. is significantly below 100%, and only asymptotes to ~98.5% after multiple cycles. The effect of coulombic efficiency was observed in the full cell tests (Figure 4.8); the cell capacity substantially decreased (20% capacity retention over 50 cycles). Full cells were assembled and tested by Dr. Melanie Loveridge (WMG). To achieve good full-cell performance, the coulombic efficiency of the ΔLFVP(5) material must be increased.
4.5. Conclusions and Further Work

The synthesis of ΔLFVP(5) was successfully reproduced, and displayed almost identical half-cell electrochemical performance after scaled-up electrode manufacture.
However, full-cell assessment of large-scale ΔLFVP(5) revealed rapid capacity decay. The most likely reason for the observed loss in capacity was the inferior cathodic coulombic efficiency, and may be a result of side-reactions occurring on the cathode surface. It is suggested that the nanoparticulate nature of the sample was responsible for the electrolyte consumption (due to the higher surface area of the cathode), or possibly incomplete decomposition of the carbon coating, resulting in active species on the particle surface which degraded the electrolyte. Therefore, it is suggested that further surface modifications should be explored for nanosized LiFePO₄, i.e. changing the nature of the surface carbon coating, to provide a stable electrode surface which prevents side reactions. This could be achieved by heat-treatments at higher temperatures, or using longer heat-treatment times, to achieve a less reactive carbon coating. Another method for generating a different carbon coating could be to use a different carbonaceous precursor, such as sucrose.

It is also suggested that further exploration of electrolyte additives may improve this coulombic efficiency by minimising detrimental side-reactions during cycling. This would be crucial for enabling full-cells of other nanosized electrode materials made via CHFS, where low coulombic efficiencies are commonly observed.²²¹,²²² If this can be achieved, V-doped LiFePO₄ made via CHFS could be scaled-up into pouch cells, and therefore this should be the focus of future research.
5. **Investigating Li\textsuperscript{+} Diffusion in Doped LiFePO\textsubscript{4} with Muon Spectroscopy**

In Chapter 3, the beneficial impact of V- and Nb-doping within LiFePO\textsubscript{4} was established. However, beyond observing an increase in delithiation/lithiation kinetics, the data obtained was insufficient to unambiguously determine how the dopant improved performance. The two most probable possibilities are generation of Li\textsuperscript{+} vacancies (and stabilisation of the Li\textsubscript{x},FePO\textsubscript{4} solid-solution), and increased electronic conductivity. Muon Spectroscopy was performed in this chapter to investigate the intrinsic Li\textsuperscript{+} diffusion within the pure and doped LiFePO\textsubscript{4} materials to elucidate the improved performance.

5.1. **Background**

Muons are elementary particles (belonging to the lepton family) which are in many ways analogous to electrons; they possess a charge of \( -1 \) \( e \) and spin \( \frac{1}{2} \). However, they are much heavier than electrons (~207\( m_e \)),\textsuperscript{223} and are unstable; they undergo radioactive decay to form an electron, a muon neutrino and an electron antineutrino (Equation 5.1), where the muon has a mean lifetime of 22 \( \mu s \).\textsuperscript{224} In an analogous manner, antimuons decay to form positrons with an electron neutrino and an antimuon neutrino.\textsuperscript{225}

\[
\begin{align*}
\text{a.} & \quad \mu^- & \rightarrow & \ e^- + \ \bar{\nu}_e + \ \nu_\mu \\
\text{b.} & \quad \bar{\mu}^+ & \rightarrow & \ e^+ + \ \bar{\nu}_\mu + \ \nu_e
\end{align*}
\]

Equation 5.1 – a) Muon decay and b) antimuon decay.

Within muon spectroscopy, the spin and short life-time of the muon is exploited to investigate numerous properties of solid-state materials. When an antimuon beam interacts with a sample, the antimuons are preferentially implanted on sites of high electronegativity, i.e. they typically form a formal bond with oxyanions (\( \mu^+\cdot O^2^- \)), which prevents \( \mu^+ \) diffusion.\textsuperscript{226,227} This effectively “embeds” the antimuons in the sample, where their nuclear spin interacts with local magnetic moments until they decay. N.B.: “Antimuons” are referred to as “muons” throughout the rest of this chapter in line with the convention in this area. Because the muon decays into three particles, the direction of emission of the daughter positron is the same as the nuclear spin direction of the parent muon at the time of decay. Therefore, the positron emission
(which can be easily detected) can be used to infer muon spin. When the muons are implanted in the sample, their spin is polarised antiparallel to the direction of the muon beam, which is a direct result of the method of generation. If their spins are not affected by the sample, they will decay to form positrons which are primarily detected by the back detector, B (Figure 5.1a) according to the expected angular distribution of emitted positrons given the initial muon spin (Figure 5.1b).

![Diagram](image)

**Figure 5.1** – a) A schematic of muon implantation in a sample, with the spin antiparallel to the direction of insertion, and b) the angular distribution of emitted positrons, with the muon spin direction indicated with the largest arrow. Adapted with permission from “Blundell, S. J. Spin-polarized muons in condensed matter physics. *Contemp. Phys.* 40, 175–192 (1999).” Copyright 2010 Taylor & Francis.

However, the local nuclear magnetic fields contained within the sample (e.g. the unpaired electrons of Fe$^{2+}$ in LiFePO$_4$) cause the muon spins to precess. If the internal magnetic field (B) is assumed constant (and transverse), the relative proportion of positrons detected by the forwards and backwards detectors follows a sinusoidal relationship as a function of time (Figure 5.2b, known as the asymmetry function). The decay rate of muons into positrons is exponential with time, therefore the number of positrons detected by forwards, N$_F$(t), and backwards, N$_B$(t), detectors varies according to Figure 5.2a.
However, in a typical inorganic solid the magnetic field is rarely homogenous. Indeed, there is likely to be a range of local field strengths and directions, and in a powder sample the individual crystallites will be randomly orientated with respect to the initial muon spin direction (assuming no preferred orientation effects). If a muon implants in a site with magnetic field $B$ and angle $\theta$ between its spin and the field, the normalised positron decay asymmetry $G(t)$ (Equation 5.2a) will vary according to Equation 5.2b. If the orientation of the magnetic field is random, the average of this over all directions yields Equation 5.2c. Finally, if the local magnetic field strength distribution is assumed to be Gaussian with a mean of zero and a standard deviation of $\Delta/\gamma_\mu$, where $\Delta$ is the local field distribution and $\gamma_\mu$ is the gyromagnetic ratio of the muon, this yields Equation 5.2d. Finally, the average of this function over the multiple magnetic field strengths present in the sample (Figure 5.3a) yields the Kubo-Toyabe function, which has a characteristic form shown in Figure 5.3b.
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\[ a) \ G(t) = \frac{A(t)}{A_{\text{max}}} \]
\[ b) \ G(t) = \cos^2 \theta + \sin^2 \theta \cos(\gamma \mu B t) \]
\[ c) \ G(t) = \frac{1}{3} + \frac{2}{3} \cos(\gamma \mu B t) \]
\[ d) \ G(t) = \frac{1}{3} + \frac{2}{3} e^{-\Delta^2 t^2/2} (1 - \Delta^2 t^2) \]

Equation 5.2 – a) the normalised asymmetry function in terms of the asymmetry function \( A(t) \) and the maximum observed asymmetry \( A_{\text{max}} \), b) the normalised positron asymmetry function, \( G(t) \), c) \( G(t) \) averaged over all directions and d) \( G(t) \) assuming a Gaussian distribution of local fields.
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Figure 5.3 – a) The asymmetry function \( G(t) \) as a function of time for different values of local magnetic field, \( B \), and b) the averaging of the terms from a) to yield the Kubo-Toyabe function.


However, in a sample where diffusion is possible (such as Li\(^+\) diffusion or \( \mu^+ \) diffusion), this will cause similar dephasing which can also be described by the dynamic Kubo-Toyabe function. By applying various external longitudinal fields, this modifies the overall Kubo-Toyabe function as shown in Figure 5.4, and allows the static internal magnetic field and the dynamic diffusion effects to be separated, as their respective Kubo-Toyabe functions possess very different behaviours under an applied field.\(^{228}\)
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Figure 5.4 – The Kubo-Toyabe function with different applied longitudinal magnetic fields. Adapted with permission from “Blundell, S. J. Spin-polarized muons in condensed matter physics. Contemp. Phys. 40, 175–192 (1999).”. Copyright 2010 Taylor & Francis.

Therefore, Li+ diffusion adjacent to an embedded muon will perturb its spin which can be described by the dynamic Kubo-Toyabe function. In practice, Keren’s analytic generalization of the Abragam function (which combines the dynamic Kubo-Toyabe function with an additional relaxation term) provides a better fit to experimentally measured LiFePO4 samples, and is used within this chapter. This function is therefore able to decouple the effect of the local nuclear environment from those caused by Li+ or µ+ diffusion by comparing depolarisation at multiple longitudinal fields, and the Li+ hopping rate can be extracted (assuming localisation of µ+ on oxyanions). This method has successfully calculated the Li-ion diffusion coefficients in LiCoO2,226 bulk LiFePO4,229–231 and nano-LiFePO4,232

Indeed, muon spectroscopy (µSR) is particularly useful for investigating Li+ diffusion within LiFePO4. Sugiyama et al. established that Muon Spectroscopy probes the self-diffusion of Li+ within the host lattices of the battery materials – there are inevitably defects in the material (e.g. Schottkey defects) which will give a concentration of Li+ vacancies, which adjacent Li+ can diffuse into, even within a “fully lithiated” material.230 No applied potential driving force is required in such a case, which is in contrast to other techniques, such as impedance spectroscopy.

The diffusion coefficient $D_{Li}$ has been difficult to measure experimentally due to the two-phase lithiation/reaction mechanism in LiFePO4. Experimental values range from $10^{-16}$ to $10^{-7}$ cm$^2$ s$^{-1}$,147,164,233–236 whereas computational studies are in much closer
agreement ($E_a$ values of 270-550 meV).\textsuperscript{153,154} Muon spectroscopy has successfully obtained consistent $D_L$ values which reside within the experimental range, but are also closely match the computed values ($3.6 \times 10^{-10} – 6.3 \times 10^{-10}$ cm$^2$ s$^{-1}$, corresponding to $E_a \sim 100$ meV).

5.2. Experimental Details of Muon Spectroscopy

The $\mu$SR experiments were conducted at the ISIS pulsed muon and neutron source on the EMU instrument.\textsuperscript{237} The data were analysed using the Windows Muon Data Analysis (WIMDA) program.\textsuperscript{238} Sample $\Delta$LFP1 was selected as a control sample, and doped samples $\Delta$LFVP(5) and $\Delta$LFNP(1.0) were selected for analysis, as they were the optimal samples within each doping study. These samples were prepared for analysis by transferring approximately 1 g into Ti cavities with a Ti foil window. Ti was chosen as a sample holder material as Ti interacted very weakly with muons, and therefore gave a simple background feature which could be easily subtracted in the analysis.

Spin-polarised positive muons were implanted into the $\Delta$LFP1, $\Delta$LFNP(1.0) and $\Delta$LFVP(5) samples, where they occupied interstitial sites for a mean lifetime of 2.2 $\mu$s before decay. The muon spin direction was affected by the local magnetic field in the implantation site. The asymmetry in the count rate of the positrons, $A(t)$, was measured in two arrays of detectors on opposite sides of the sample. In order to probe the lithium diffusion behaviour in the three samples, measurements were collected in 20 K steps in the temperature ranges 100 – 140 K and 220 – 400 K, and in 10 K steps in the temperature range 150 – 210 K for all samples. At each temperature, multiple magnetic field measurements were made. The Li$^+$ diffusion was investigated in this study with $\mu$SR with zero applied field (ZF) and varying strengths of applied longitudinal field (LF) at 5, 10 and 20 G. Representative muon decay asymmetry spectra at 290 K for sample LFP at 0 and 20 G are shown in Figure 5.5.
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Figure 5.5 – Representative muon decay asymmetry, showing the raw data with the fit overlaid, as a function of time at various magnetic fields.

The spectra arose from a combination of a rapid interaction with the paramagnetic iron moments, and a slower interaction with the ⁶Li, ⁷Li and ³¹P nuclear magnetic moments. This allowed Li⁺ diffusion to be extracted in a similar manner to previous µSR studies of LiFePO₄.²³¹,²³² The data sets were fitted using four different parameters. Firstly, an exponential relaxing function, accounting for the rapid interaction with iron electronic magnetic moments. Secondly, a baseline asymmetry, accounting for weak interactions with Ti and C present in the sample holder and sample, respectively. Thirdly, Keren’s analytic generalization of the Abragam function was applied, which has previously been altered to describe fluctuations due to Li⁺ or µ⁺ diffusion (assuming a Gaussian distribution of local fields).²³¹ This function was chosen due to the increased relative speed of computation of the Keren function compared to the Kubo-Toyabe function used in previous studies.²²⁹ Finally, an additional exponentially decaying function was added, to account for interactions with minor ferric impurities. By fitting with these parameters, the muon fluctuation rate ($v_{Li}$) due to Li⁺ diffusion and the local field distribution ($Δ$), could be extracted. Errors in the values extracted were also estimated by the fitting software.
5.3. Results and Discussion

The behaviour of $\Delta$ was similar to that reported previously for LiFePO$_4$, i.e. a steady decrease with increasing temperature, although the values for $\Delta$ were consistently lower for the doped samples (Figure 5.6). The reduction in $\Delta$ seen in the doped samples cannot be definitively attributed, but could originate from an altered occupation of muon stopping sites or increased Li vacancies.

![Figure 5.6](image)

Figure 5.6 – The local field distribution (with error bars) as a function of temperature for samples $\Delta$LFP1, $\Delta$LFNP(1.0) and $\Delta$LFVP(5).

All samples showed a characteristic increase and then decrease in $v_{Li}$ with temperature, although the magnitude of $v_{Li}$ was about 10% of that reported in the literature for LiFePO$_4$ samples previously (Figure 4).$^{230-232}$ This may have been due to the significant embedding of muons in the carbon shell, which would have detracted from the overall measured diffusion rate but would not contribute to the observed fluctuation rate. For $\Delta$LFP1 and $\Delta$LFNP(1.0), an increase in $v_{Li}$ with increasing $T$ in the range $ca.$ 180 – 250 K and a decrease thereafter was observed (Figure 4a-b). However, $\Delta$LFVP(5) exhibited a marked difference in behaviour; a rapid increase of $v_{Li}$ in the range 170-210 K, followed by a rapid decay above 210 K to a lower value of $v_{Li}$ (0.03 MHz, Figure 4c). This implied Li$^+$ diffusion was too rapid to affect the muon lifetime above this temperature, as has been previously noted.$^{231}$
As Li\textsuperscript{+} diffusion in LiFePO\textsubscript{4} has been shown to occur exclusively along the b-axis,\textsuperscript{157} the hopping length is approximately $b/2$. $D_{Li}$ can be estimated from $b^2 v_{Li}/4$, and extrapolating $v_{Li}$ against $1/T$ afforded a value for the Li-ion diffusion coefficient at room temperature (Figure 5.8). Diffusion coefficients of $1.5 \times 10^{-10}$, $2.1 \times 10^{-10}$ and $2.3 \times 10^{-10} \text{ cm}^2 \text{ s}^{-1}$ were estimated for $\Delta$LFP1, $\Delta$LFNP(1) and $\Delta$LFVP(5), respectively (Table 5.1). However, the error in this estimation was high due to the weak overall signal, such that $\mu$SR could not differentiate the room temperature diffusion coefficients of these samples, although the diffusion coefficient values were consistent with those obtained by $\mu$SR for LiFePO\textsubscript{4} previously.\textsuperscript{229,231,232} The activation energies of Li\textsuperscript{+} diffusion (calculated from the gradient of diffusion coefficient against $1/T$) were also consistent with previous analyses; $E_a$ was in the range $70 - 100$ meV for all samples.\textsuperscript{229,231,232} However, the relative errors were too large quantitatively to differentiate the three samples.

Table 5.1 – The calculated diffusion coefficients and gradients from $\mu$SR.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$D_{Li}$ @ 300 K / cm$^2$ s$^{-1}$</th>
<th>$E_a$ / meV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$LFP1</td>
<td>$1.8 \pm 2 \times 10^{-10}$</td>
<td>$70 \pm 10$</td>
</tr>
<tr>
<td>$\Delta$LFNP(1)</td>
<td>$2.1 \pm 20 \times 10^{-10}$</td>
<td>$100 \pm 18$</td>
</tr>
<tr>
<td>$\Delta$LFVP(5)</td>
<td>$2.3 \pm 6 \times 10^{-10}$</td>
<td>$100 \pm 30$</td>
</tr>
</tbody>
</table>
Figure 5.7 – Plots of muon fluctuation rates $\nu_{Li}$ vs Temperature for a) $\Delta$LFP1, b) $\Delta$LFNP(1.0) and c) $\Delta$LFVP(5).
Figure 5.8 – Extrapolations of the muon fluctuation rate $v_L$ to room temperature on a log plot (indicated by the dotted line) for a) ΔLFP1, b) ΔLFNP(1.0) and c) ΔLFVP(5).
5.4. Conclusions and Further Work

Li\textsuperscript{+} diffusion within carbon-coated LiFePO\textsubscript{4} and the doped analogues discussed in Chapter 3 have been characterised with muon spectroscopy for the first time. While the diffusion coefficients and activation energies obtained were in-keeping with previous muon studies, the errors in the analysis were too great to differentiate between the pure and doped samples. It is suspected that a significant proportion of muons embedded in the carbon coating, reducing the signal-to-noise ratio and leading to corresponding errors in the Li\textsuperscript{+} hopping rate. Normally an effective way to reduce the errors in the data points is to repeat the experiment and collect more data at each temperature. However, this is impractical given each sample already required 24 h for analysis, and longer periods of time are not available on muon beamlines.

Encouragingly, there were indications that the V-doped sample may have enhanced diffusion kinetics; the sudden reduction in the \textit{v}_{\text{Li}} signal observed above 210 K implied rapid Li\textsuperscript{+} diffusion, although this is inconclusive evidence in isolation. It is suggested that further muon studies on doped samples without carbon coatings would give better signal-to-noise ratio, and allow accurate comparison between samples. This may be difficult to achieve \textit{via} CHFS given the presence of carbon in the synthesis is necessary to reduce \textit{V}^{4+} to \textit{V}^{3+} (Section 3.4.1), but could be achieved by other, well-established solution-based routes, such as microwave synthesis.\textsuperscript{189}
6. A Combinatorial Co-doping study of Fe and V in LiMnPO₄

6.1. Aims

LiMnPO₄ is a high energy density cathode material (due to its relatively high operating voltage of 4.1 V), but typically suffers from poor electrochemical performance due to its low electronic conductivity, and large structural distortions upon charge/discharge. Given that V-doping in LiFePO₄ produced a significant improvement in electrochemical performance in Chapter 3, the effect of V within the isostructural LiMnPO₄ material was investigated. It is suggested that the V dopant could increase the Li-diffusion coefficient and the electronic conductivity of LiMnPO₄. Furthermore, it is hypothesised the co-inclusion of an isovalent dopant (Fe²⁺) with the V³⁺ aliovalent dopant may bring separate benefits to the performance of LiMnPO₄, which could combine synergistically in a manner hitherto previously unseen. Therefore, to assess the relative merits of each dopant (both separately and together), a 17-sample array of Fe-doped, V-doped and V, Fe-codoped LiMnPO₄ was synthesised and characterised.

6.2. Background

6.2.1. Structure, Stability and Properties

After the successful reversible Li extraction from LiFePO₄, Padhi et al. attempted to replicate these results with LiMnPO₄. They were unable to see any Li extraction, and this observation was repeated by Okada et al., even with a high charge voltage of 5.2 V. It was found that substitution with Fe was required to achieve extraction, with a voltage plateau observed at 4.1 V vs. Li/Li⁺. Yamada et al. suggested that > 20% replacement of Mn with Fe was required to observe any cycling behaviour in LiMn₁₋ₓFeₓPO₄, due to large polarisation (i.e. high overpotentials) caused by the transition between Mn²⁺ and the Jahn-Teller distorted Mn³⁺ ion, and the reduced conductivity of the LiMnPO₄ phase. The LiMnPO₄ band gap is 2 eV compared to 0.3 eV for LiFePO₄, corresponding to observed electronic conductivities of 10⁻¹⁰ S cm⁻¹ and a range of 10⁻⁷ – 10⁻¹⁰ S cm⁻¹ respectively. Furthermore, DFT calculations suggest the vacancy formation energy in LiMnPO₄ is 0.19 eV greater than LiFePO₄, resulting in reduced Li⁺ diffusion kinetics.
LiMnPO₄ possesses the same crystal symmetry as LiFePO₄ and a very similar unit cell, albeit with differing lattice parameters (Table 6.1). However, when LiMnPO₄ is delithiated a greater volume change is observed compared to LiFePO₄ (due to the Jahn-Teller distortion observed when Mn²⁺ converts to Mn³⁺). This greater volume expansion/contraction (~10%) is partially responsible for the sluggish lithiation/delithiation kinetics (and greater overpotentials of the charge/discharge reaction) due to the reduced coherence at the LiMnPO₄/MnPO₄ boundary.

Table 6.1 – The lattice parameters of LiMnPO₄ and the delithiated MnPO₄ phase adapted from reference 240. The lattice parameters of the delithiated phase were estimated by extrapolation from delithiated Mn₁ₓFeₓPO₄ phases.

<table>
<thead>
<tr>
<th>Material</th>
<th>Lattice Parameter a/Å</th>
<th>Lattice Parameter b/Å</th>
<th>Lattice Parameter c/Å</th>
<th>Unit Cell Volume V/Å³</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiMnPO₄</td>
<td>6.13</td>
<td>10.45</td>
<td>4.75</td>
<td>304</td>
</tr>
<tr>
<td>MnPO₄ (predicted)</td>
<td>5.92</td>
<td>9.625</td>
<td>4.78</td>
<td>273</td>
</tr>
</tbody>
</table>

In a similar manner to LiFePO₄, the strong P-O bonds prevent oxygen evolution reaction of the LiMnPO₄ structure at elevated temperature (290 J g⁻¹), as evidenced by comparatively low heat evolution in comparison to alternative cathode materials LiCoO₂ (1000 J g⁻¹) and LiNiO₂ (1600 J g⁻¹). However, the delithiated phase of LiMnPO₄ (Li₁₋ₓMnPO₄) has been shown to be thermally unstable. This is because Li₁₋ₓMnPO₄ exists as two phases (LiMnPO₄ and MnPO₄) at room temperature, and at elevated temperatures MnPO₄ decomposes according to Equation 6.1. The presence of Mn may influence this, as it is thought to catalyse the decomposition of P₂O₇ to PO₄.

\[ 2MnPO₄ \rightarrow Mn₂P₂O₇ + \frac{1}{2} O₂ \]

Equation 6.1 – The decomposition of MnPO₄ to form Mn₂P₂O₇.

6.2.2. Reactivity and Performance

Since the initial experiments, Li has been successfully removed and re-inserted into the pure LiMnPO₄ structure, which is thought to diffuse along the b-axis to enter/exit the structure in an analogous manner to LiFePO₄. Typically, this has been achieved by similar strategies that proved successful for LiFePO₄; nanosizing, carbon coating, and doping. However, the performance of LiMnPO₄ is still very much limited, and typically only achieves significant capacity with very small particles (< 50 nm) and/or a high proportion of carbon in the electrode (typically > 20%, Table 6.2).
additional carbon will reduce the volumetric capacity of the electrode and prevents LiMnPO$_4$ from becoming a viable alternative to other candidate materials. Table 6.2 summarises recent efforts towards pure LiMnPO$_4$ cathode materials, including particle sizes and carbon loadings within the electrode.

Table 6.2 – A summary of electrode carbon content, particle sizes and specific capacities achieved for LiMnPO$_4$ from a selection of literature reports.

<table>
<thead>
<tr>
<th>Electrode carbon loading / wt%</th>
<th>Particle Size/ nm</th>
<th>Specific Capacity / mA h g$^{-1}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>39</td>
<td>100 – 200</td>
<td>89 at C/20</td>
<td>244</td>
</tr>
<tr>
<td>25</td>
<td>17</td>
<td>153 at C/100, 62 at C/2</td>
<td>245</td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>145 at C/20, 113 at 1C</td>
<td>246</td>
</tr>
<tr>
<td>22.8</td>
<td>200 × 20 sheets</td>
<td>160 at C/10, 80 at 5C</td>
<td>247</td>
</tr>
<tr>
<td>26</td>
<td>200 × 20 sheets</td>
<td>170 at C/10, 122 at 5C</td>
<td>248</td>
</tr>
<tr>
<td>10</td>
<td>10 - 20</td>
<td>165 at C/40, 66 at 1C</td>
<td>249</td>
</tr>
</tbody>
</table>

6.2.3. The role of dopants in LiMnPO$_4$

6.2.3.1. Isovalent dopants

A wide variety of dopants within the LiMnPO$_4$ system have been attempted; these include isovalent substitution of Mn$^{2+}$ with divalent Mg,$^{246,250-254}$ Fe,$^{246,252,255,256}$ Co,$^{252,253,257}$ and Ni,$^{246,253}$ among others. These were generally found to reduce the polarisation (overpotentials) of charge/discharge and enable greater capacities with doping degrees typically $< 20$ at%. The main effects of these dopants were to stabilise the discharged MnPO$_4$ structure, as the substituent ions effectively buffered the Jahn-Teller distorted Mn$^{3+}$ ions. This reduced the structural rearrangement on charge/discharge, but additionally improved the coherence of the LiMnPO$_4$/MnPO$_4$ boundary, which furthermore improved the lithiation/delithiation kinetics. Divalent Fe, Co and Ni had the additional advantage of redox activity when doped into the LiMnPO$_4$ system, with redox potentials of 3.45, 4.8 and 5.2 V vs. Li/Li$^+$ respectively. However, exploiting the potentials at $> 4.5$ V typically incurred significant electrolyte decomposition, so it is not practical to utilise the redox capability of Co and Ni with current commercial electrolytes. Therefore, substitution of Co, Ni and inert dopants (such as Mg) will inevitably reduce the maximum obtainable capacity of the host LiMnPO$_4$, which suggests Fe may be the ideal candidate for divalent doping. Indeed, Fe was proposed as the best divalent dopant among Fe, Mg, Ni and Zn by Wang et al. at the 10 at% doping level (Figure 6.1).$^{246}$
Figure 6.1 – The discharge capacities of various LiMnPO₄ based samples investigating the effect of isovalent Fe²⁺ substitution. Reprinted with permission from “Wang, D. et al. Improving the Electrochemical Activity of LiMnPO₄ Via Mn-Site Substitution. J. Electrochem. Soc. 157, A225” (2010). Copyright 2010 Electrochemical Society.

For this reason, significant research efforts have concentrated on Fe-doped LiMnPO₄ (LiMn₁₋ₓFeₓPO₄). As previously stated, initial studies found that > 20 at% substitution with Fe (x > 0.2) was required to obtain any measurable Li extraction from LiMn₁₋ₓFeₓPO₄. This has been radically improved in recent years, with efforts focussing at approximate doping values of x ~ 0.2. For example, Martha et al. developed LiMn₀.₈Fe₀.₂PO₄/C composite cathodes which attained 162 mA h g⁻¹ at C/10 and > 90 mA h g⁻¹ at 10C. Dai et al. synthesised LiMn₀.₇₅Fe₀.₂₅PO₄/graphene composites with capacities of 155 mA h g⁻¹ at 0.5C, and 65 mA h g⁻¹ at an extremely high rate of 100C, and represents the best high-rate performance of these materials in literature, although the cathode contained 36 wt% C and would have a correspondingly low volumetric capacity. In contrast, Oh et al. developed micron-sized LiMn₀.₈₅Fe₀.₁₅PO₄, and while it did not obtain such impressive specific capacities, it did achieve a high volumetric capacity of 370 mA h cm⁻³ and is more likely to be suitable for a practical device.
6.2.3.2. Aliovalent doping

Within LiMnPO$_4$, aliovalent dopants such as Cr,$^{261}$ Zr,$^{250,251}$ V,$^{252,262-264}$ and Gd,$^{252,263}$ have all been attempted to improve the electrochemical performance. The results were not consistent between authors; for example, Lee et al. found a positive benefit to Zr$^{4+}$ inclusion, in contrast to Shiratsuchi et al.$^{250,251}$ However, it has been generally found that these dopants also increase electrochemical performance. In the case of Zr and Cr, this was attributed to a reduction in polarisation, although no further analysis was undertaken to ascertain why this was the case. In contrast, V and Gd were shown to improve performance by distorting the LiMnPO$_4$ structure to lengthen and weaken the Li-O bonds, which resulted in higher ionic conductivity.$^{263}$ Furthermore, the V-dopant was shown to increase the electronic conductivity of both the electrode and V-doped LiMnPO$_4$ material compared to pure LiMnPO$_4$.$^{264}$

Similar to LiFePO$_4$, vanadium has been found to substitute on both the Mn and P sites within the LiMnPO$_4$ structure.$^{265,266}$ Gutierrez et al. established that V$^{3+}$ occupies Mn sites using a combined EXAFS and XRD study. Mn vacancies were generated as a charge-balancing mechanism, and gave the structural formula LiMn$_{1-3x/2}$V$_x$□$_{x/2}$PO$_4$ (where □ represents a Mn vacancy) according to Equation 6.2.

$$Mn^{x}_{Mn} \rightarrow V^{+}_{Mn} + \frac{1}{2} □^{''}_{Mn}$$

Equation 6.2 – The doping mechanism of V into LiMnPO$_4$ according to Gutierrez et al. in Kröger-Vink notation. $Mn^{x}_{Mn}$ represents a Mn atom occupying a Mn site with zero net charge. $V^{+}_{Mn}$ represents a V atom occupying a Mn site with a single positive charge. $□^{''}_{Mn}$ represents a Mn vacancy with a double negative charge.

It was found that up to 20 at% V could be incorporated in the LiMnPO$_4$ lattice by using low-temperature, microwave-assisted synthesis (300 °C), without generating impurity phases, although heating above 525 °C generated the Li$_3$V$_2$(PO$_4$)$_3$ LISICON phase and LiVP$_2$O$_7$ (as observed in Section 3.4.1.2 in V-doped LiFePO$_4$). Testing of these samples resulted in significant increases in discharge capacity deriving from the 4.1 V Mn$^{3+}$/Mn$^{2+}$ couple (100 vs. 8 mA h g$^{-1}$ for the 20 at% V-doped and pure samples respectively at C/20 charge/discharge rate). Moreover, heat-treating the 20 at% doped sample to 525 °C (i.e. keeping olivine phase purity) improved this capacity to 150 mA h g$^{-1}$, which was very close to the theoretical capacity (assuming the V$^{3+}$/V$^{4+}$ couple...
was active). The researchers suggested in their report that the main benefit of the V-dopant was to increase the covalency of the Mn-O bonds, improving the kinetics of the Mn$^{2+}$/Mn$^{3+}$ transition. 265 In contrast, the work of Clemens et al. found that V$^{5+}$ can substitute on the P site, generating the compound LiMn(PO$_4$)$_{1-x}$(VO$_4$)$_x$ from another combined EXAFS and XRD study. 266 This effectively shrank all lattice parameters (and the unit cell volume), and increased the electronic conductivity by 1 – 2 orders of magnitude within the samples tested (between $0 < x < 0.2$), although unfortunately no Li-ion testing was performed on these materials.

Aside from the work of Gutierrez et al., more highly doped compounds (typically > 5 at% V) often contained a highly electronically and ionically conductive Li$_3$V$_2$(PO$_4$)$_3$ impurity phase. The presence of this phase usually increased performance, and has been manually added to LiMnPO$_4$ to form LiMnPO$_4$:Li$_3$V$_2$(PO$_4$)$_3$ composite cathodes for this purpose. 264,267,268 This idea was extended to make “core-shell” structures by Zhang et al., with a shell of Li$_3$V$_2$(PO$_4$)$_3$ on the surface of LiMnPO$_4$, which significantly reduced the polarisation of the LiMnPO$_4$ phase, although there was a significant excess of the shell phase (LiMnPO$_4$:Li$_3$V$_2$(PO$_4$)$_3$ = 27:73 weight ratio). 268

6.2.3.3. Co-doping studies within LiMnPO$_4$

There are relatively few reports of 2 or more dopants within LiMnPO$_4$, although all those reported generally show benefit compared to singly-doped compounds. In the case of purely isovalent substitution, it has been found that a combination of Fe and Mg dopants (either 1 at% or 5 at%) improved electrochemical performance more than Fe on its own (10 at%). 269,270 In an Mg$^{2+}$/Zr$^{4+}$ co-doping study, it was found a combination of Mg and Zr (10 and 2 at% respectively) gave the lowest polarisation (and greatest capacity) compared to simple binary compounds. 251

6.3. Experimental Details of the Synthesis of Doped LiMnPO$_4$ compounds

Amorphous carbon-coated iron- and vanadium-doped lithium manganese phosphate samples were synthesised using the Pilot-Scale CHFS reactor set-up described in Section 2.1.1.1, and a schematic (including precursors) is provided in Figure 6.2. The first precursor solution (fed in via P2) consisted of: MnSO$_4$·H$_2$O (99+%, Sigma Aldrich, Steinheim, Germany), FeSO$_4$·7H$_2$O (99+%, Alfa Aesar, Heysham, UK),
VOSO$_4$·5H$_2$O (17-23% V, Acros Organics, Loughborough, UK), 0.375 M H$_3$PO$_4$ (85-88 wt%, Sigma Aldrich, Steinheim, Germany) and fructose (99%, Alfa Aesar, Heysham, UK) in D.I. water. The composition of this solution was varied such that the sum of [Mn], [Fe] and [V] was 0.25 M and the concentration of fructose was fixed throughout at 0.65 M (described in full in Table 6.3). The second solution, fed in via P3, was 0.8625 M LiOH·H$_2$O (99+, Fisher Scientific, Loughborough, UK) in D.I. water for all experiments.

Figure 6.2 – A schematic of the Pilot-Scale CHFS process and reaction conditions used to make the doped LiMnPO$_4$ array of samples.
Table 6.3 – The concentration of metal salt precursors used to generate the sample array, and the carbon content of the heat-treated samples measured by CHN analysis.

<table>
<thead>
<tr>
<th>Sample</th>
<th>[MnSO₄]</th>
<th>[FeSO₄]</th>
<th>[VOSO₄]</th>
<th>Carbon content after heat-treatment / wt%</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔLMFP(0,2.5)</td>
<td>0.24375</td>
<td>0</td>
<td>0.0063</td>
<td>5.77</td>
</tr>
<tr>
<td>ΔLMFP(0,5)</td>
<td>0.2375</td>
<td>0</td>
<td>0.0125</td>
<td>5.01</td>
</tr>
<tr>
<td>ΔLMFP(0,10)</td>
<td>0.225</td>
<td>0</td>
<td>0.025</td>
<td>4.44</td>
</tr>
<tr>
<td>ΔLMFP(0,15)</td>
<td>0.2125</td>
<td>0</td>
<td>0.0375</td>
<td>6.27</td>
</tr>
<tr>
<td>ΔLMFP(0,20)</td>
<td>0.2</td>
<td>0</td>
<td>0.05</td>
<td>5.89</td>
</tr>
<tr>
<td>ΔLMFP(5,15)</td>
<td>0.2</td>
<td>0.0125</td>
<td>0.0375</td>
<td>1.55</td>
</tr>
<tr>
<td>ΔLMFP(10,10)</td>
<td>0.2</td>
<td>0.025</td>
<td>0.025</td>
<td>5.04</td>
</tr>
<tr>
<td>ΔLMFP(15,5)</td>
<td>0.2</td>
<td>0.0375</td>
<td>0.0125</td>
<td>3.03</td>
</tr>
<tr>
<td>ΔLMFP(2,5,0)</td>
<td>0.24375</td>
<td>0.00625</td>
<td>0</td>
<td>4.84</td>
</tr>
<tr>
<td>ΔLMFP(5,0)</td>
<td>0.2375</td>
<td>0.0125</td>
<td>0</td>
<td>3.21</td>
</tr>
<tr>
<td>ΔLMFP(10,0)</td>
<td>0.225</td>
<td>0.025</td>
<td>0</td>
<td>3.30</td>
</tr>
<tr>
<td>ΔLMFP(15,0)</td>
<td>0.2125</td>
<td>0.0375</td>
<td>0</td>
<td>3.86</td>
</tr>
<tr>
<td>ΔLMFP(20,0)</td>
<td>0.2</td>
<td>0.05</td>
<td>0</td>
<td>3.72</td>
</tr>
<tr>
<td>ΔLMFP(1.25,1.25)</td>
<td>0.24375</td>
<td>0.00313</td>
<td>0.00313</td>
<td>3.01</td>
</tr>
<tr>
<td>ΔLMFP(2.5,2.5)</td>
<td>0.2375</td>
<td>0.00625</td>
<td>0.00625</td>
<td>3.78</td>
</tr>
<tr>
<td>ΔLMFP(5.5)</td>
<td>0.225</td>
<td>0.0125</td>
<td>0.0125</td>
<td>5.06</td>
</tr>
</tbody>
</table>

Both the metal salt and LiOH solutions were pumped to meet with supercritical water at 450 °C as described in Section 2.1.1.1 (Pilot-Scale reactor). The reaction temperature was ca. 335 °C with a residence time of ca. 6.5 s, and the product slurry was collected in a plastic container open to the atmosphere at a production rate of 800 mL min⁻¹.

The slurry was allowed to settle (1 h) and the supernatant siphoned off. Centrifugation (1500 rpm for 5 minutes) further concentrated the slurry to a wet paste, which was dialysed in D.I. water until the conductivity of the paste was reduced below 150 µS m⁻¹. The cleaned paste was further concentrated with centrifugation (4500 rpm over 30 minutes) and freeze-dried by slowly heating from −60 °C to 25 °C, over 24 h under vacuum of < 13 Pa as further described in Section 2.1.3.3. The freeze-dried powder was subsequently heat-treated from ambient temperature up to 700 °C with a heating rate of 5 °C min⁻¹, and held for at this temperature for 3 h under a flow of Ar gas.

Powder XRD patterns of the as-prepared and heat-treated samples were obtained using set-up a (Section 2.1.4.1) using Cu-Kα radiation (λ = 1.54 Å) in the 20 range 5 to 60° with a step size of 0.05° in 20 and a count time of 4 s. Rietveld analysis was performed using MAUD software. The Fe₂P₂O₇ impurity phase was identified using set-up b.
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(Section 2.1.4.1) Mo-Kα radiation (\(\lambda = 0.709 \text{ Å}\)) over the 2θ range 10 - 18° with a step size of 0.5° and step time of 20 s.

ICP-AES analysis was conducted using the set-up described in Section 2.1.4.9. 50 mg of the as-prepared samples were dissolved in 1.5 mL of conc. HCl (analytical grade, 36.5-38.0%, Sigma-Aldrich, Dorset, UK), and the resultant solution diluted with 12.5 mL 1% HNO₃. 1 mL of the resulting solution was further diluted into 100 mL of 1% HNO₃ to produce the solutions analysed by ICP-AES. Standards were prepared by dissolving Li, Mn, Fe, V, and PO₄ precursors in 100 ml of 1% HNO₃ to give a stock solution with concentrations of 800, 4000, 4000, 800 and 8000 ppm of the respective elements. This stock solution was diluted further into 100 ml 1% HNO₃ to give standard solutions (Table 6.4). The effect of HCl in the analysed solutions was considered negligible due to the heavy dilution (0.04 % HCl). The precursors used were: LiOH·7H₂O (99+, Fisher Scientific, Loughborough, UK), Mn(CH₃COO)₂·4H₂O (≥ 99%, Aldrich, Dorset, UK), FeSO₄·7H₂O (99+, Alfa Aesar, Heysham, UK), NH₄VO₃ (99%, Sigma-Aldrich, Dorset, UK) and (NH₄)₃PO₄ (≥ 99.0%, Fluka, Dorset, UK).

Table 6.4 – The concentrations (in ppm) of the various chemical species used to make the ICP-AES standards

<table>
<thead>
<tr>
<th>Chemical Species</th>
<th>Blank / ppm</th>
<th>Standard 1 / ppm</th>
<th>Standard 2 / ppm</th>
<th>Standard 3 / ppm</th>
<th>Standard 4 / ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Mn</td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>Fe</td>
<td>0</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>V</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>PO₄</td>
<td>0</td>
<td>20</td>
<td>40</td>
<td>60</td>
<td>80</td>
</tr>
</tbody>
</table>

The Li-ion battery cathodes were prepared by mixing each heat-treated sample with conductive agent with Super P™ carbon and PVDF to give an active material:carbon:binder mass ratio of 75:15:10 for all electrodes. This included the surface carbon coating, which was between 2.5 to 6.3 wt% across all samples (Table 6.3). The PVDF was stirred in NMP for at least 1 h at room temperature until it was fully dissolved. This solution was combined with the sample and carbon, and ball-milled for 1 h; the product slurry was cast on Al foil and dried in an oven set to 70 °C. 16 mm diameter circular electrodes were punched out of the dried sheet, and pressed
(1.5 tons cm$^{-2}$). The mass loadings of all electrodes were in the range 2.2 – 2.7 mg cm$^{-2}$.

For rapid assessment across the compositional range, standard 2032 coin cells (referred to as Batch 1 cells, Hohsen, Japan) were assembled in a dry room with a dew point of $<-40$ °C. Li discs were employed as anodes (PI-KEM, Staffordshire, UK), and the separator (Celgard) was saturated with 1 M LiPF$_6$ in 1:1 ethylene carbonate/ethyl methyl carbonate, with 1 wt% vinylidene carbonate additive, supplied by BASF, Ludwigshafen, Germany. Subsequent cell assembly of key electrodes (referred to as Batch 2 cells) was conducted in the standard manner described in Section 2.1.5.2.

Electrochemical measurements were performed using an Arbin Instruments battery tester at 20 °C as described in Section 2.1.5. The areas of electrochemical activity were investigated by cyclic voltammetry in the range 2.0 to 4.5 V vs. Li/Li$^+$ at a 0.05 mV s$^{-1}$ scan rate. The Batch 1 cells were subjected to a constant current, constant voltage (CCCV) test regime, with voltage limits of 2.0 and 4.5 V vs. Li/Li$^+$. This meant C-rates of C/2, 1C, 2C and 5C were applied on charge and discharge (where 1C value was calculated with an assumed specific capacity of 170 mA h g$^{-1}$), but an additional holding voltage of 4.5 V was employed at the end of the charge step. This voltage was held until the measured current dropped below 3% of the charge rate. The specific current and specific capacity was calculated based on the mass of active material (i.e. pure or doped LiMnPO$_4$) for each printed electrode. Long-term cycling tests were performed subsequently at C/10, using the same holding voltage regime. Additional slower CCCV rates (with the same holding voltage protocol) were performed on the Batch 2 cells at charge/discharge C-rates of C/10, C/5, C/2, 1C, 2C, 5C.

6.4. Results and Discussion

6.4.1. Physical Characterisation

Given the separate beneficial effects previously observed in LiMnPO$_4$ by the inclusion of Fe and V dopants separately, the relative merits of these dopants were assessed with a range of binary and tertiary compounds. LiMnPO$_4$ and the Fe and V codoped derivatives LiMn$_{1-x-y}$Fe$_x$V$_y$PO$_4$ were synthesised, where $x$ and $y$ are the nominal
percentages of iron and vanadium, respectively. The metal at% was assumed to be identical to those present in the precursor, which were normalised to total transition metal content. The pure LiMnPO$_4$ sample was named LMP, and the iron/vanadium doped samples were named LMFVP(x,y). Firstly, binary compounds were compared to explore the separate effects of the dopants in the system (where either x or y is equal to zero). The possible synergistic effect of both dopants employed together in the ternary system (x and y are both non-zero) was also evaluated. Given the large amount of interest in the high theoretical energy density possible with high Mn content, the compositions attempted were limited to the Mn-rich portion of phase diagram (as highlighted in Figure 6.3a). 17 samples with nominal compositions as shown in Figure 6.3b were all synthesized with an amorphous carbon coating generated in process by the decomposition of fructose as previously described in Chapter 3. Molar yields of the products were in the range 45 – 60 mol%. It was hoped that the analysis of this large array would allow the identification and exploration of hitherto unseen trends in crystal structure and performance.

The as-prepared samples were heat-treated in argon to give the corresponding samples named ΔLMP and ΔLMFVP(x,y), which converted the amorphous surface carbon to graphitic carbon, which was confirmed with Raman spectroscopy (Figure 6.4 and Figure 6.5). In the as-prepared samples, a very weak G band was evident, but the spectrum was dominated by a very broad feature across the entire range of analysis.

Figure 6.3 – a) The Mn-Fe-V olivine phase diagram, indicating the specific region of interest for high-energy cathode materials. b) The compositions of the doped samples attempted within the region of interest. Adapted from reference 271.
This implied a great degree of disorder in the amorphous carbon shell. Heat-treatment did produce clear D and G modes, which are indicators of graphitic carbon. The symmetric stretching vibration of PO$_4$ at 950 cm$^{-1}$ was also observed. The as-prepared samples were grey-blue or grey-pink powders, and heat-treatment produced black powders.

Figure 6.4 – The Raman spectrum of the as-prepared LiMnPO$_4$ sample, displaying the PO$_4$ band (*) and the graphitic carbon band (G). Adapted from reference 271.

Figure 6.5 – The Raman spectrum of the heat-treated samples ΔLMP, ΔLMFVP(0,20), ΔLMFVP(10,10) and ΔLMFVP(20,0), showing the PO$_4$ band (*), the graphitic carbon band (G) and the disordered carbon band (D). Adapted from reference 271.
XRD patterns (Cu-Kα radiation, set-up a in Section 2.1.4.1) of the as-prepared samples could all be matched exclusively to the pure olivine LiMnPO₄ structure (PDF Card No. 01-074-0375, Figure 6.7a, Figure 6.8a, Figure 6.9a). The peaks broadened and shifted with increasing vanadium content (Figure 6.7b) in the Mn-V binary compounds, which indicated increasing distortion of the lattice parameters and lattice strain. As discussed later in this section, the likely oxidation state of V within this compound is V³⁺, and therefore these crystallographic changes could be induced by local distortion in the olivine lattice by the smaller ionic radius of V³⁺ compared to Mn²⁺ (0.64 Å vs. 0.83 Å respectively), leading to shorter average Me-O bond lengths and a contraction in unit cell volume. Furthermore, the defects associated with V³⁺ inclusion on an Fe²⁺ site (suggested to be Li⁺ vacancies from the ICP-AES data discussed later in this chapter) will also contribute to lattice parameter shifts and crystallographic distortion. EDS mapping confirmed that V was included homogenously into the structure in the most heavily V-doped as-prepared sample LMFVP(0,20) (Figure 6.6), with no secondary phases evident. In contrast, the Fe dopant caused comparatively reduced shift with no broadening (Figure 6.8b) in the Mn-Fe binary compounds, which reflects the greater similarity of Fe²⁺ and Mn²⁺ ionic radii (0.78 vs 0.83 Å respectively) and the absence of charge-compensating defects with Fe substitution. The ternary (Fe and V co-doped) samples exhibited behaviours entirely in-keeping with those suggested by the binary solutions, i.e. small 2θ shifts with the Fe dopant, and larger 2θ shifts with peak broadening from the V dopant (Figure 6.9b). These consistent shifts implied that the two dopants had uniform effects on the crystal structure, and achieved homogenous doping throughout the structure. The obvious distortion of the unit cell suggested the lattice parameters of these samples should be explored with Rietveld refinement.
Figure 6.6 – EDS mapping of sample LMFVP(0.20), showing a) the darkfield image, b) the V-Kα signals (yellow), c) the Mn-Kα signals (blue), d) the O-Kα signals (red) and e) the P-Kα signals (green).
Figure 6.7 – a) X-ray diffraction patterns of the V-doped LiMnPO$_4$ samples, including a reference LiMnPO$_4$ diffraction pattern (PDF Card. No. 01-074-0375), and samples LMP, LMFVP(0,2.5), LFMVP(0,5), LMFVP(0,10), LMFVP(0,15) and LMPVP(0,20). b) A magnification of the diffraction plots in the 2θ range 24 – 28°, showing shifts in the peaks. Adapted from reference 271.
Figure 6.8 – a) X-ray diffraction patterns of the Fe-doped LiMnPO₄ samples, including a reference LiMnPO₄ diffraction pattern (PDF Card. No. 01-074-0375), and samples LMP, LMFVP(2.5,0), LFMVP(5.0), LMFVP(10.0), LMFVP(15.0) and LMFVP(20.0). b) A magnification of the diffraction plots in the 2θ range 24 – 28°, showing shifts in the diffraction peaks. Adapted from reference 271.
Figure 6.9 – a) X-ray diffraction patterns of the V and Fe co-doped LiMnPO$_4$ samples, including a reference LiMnPO$_4$ diffraction pattern (PDF Card. No. 01-074-0375), and samples LMP, LMFVP(1.25,1.25), LFMVP(2.5,2.5), LMFVP(5,5), LMFVP(10,10) and LMFVP(5,15). b) A magnification of the diffraction plots in the 2$\theta$ range 24 – 28°, showing shifts in the diffraction peaks. Adapted from reference 271.
Rietveld refinement revealed consistent trends in the relationship between lattice parameters and sample composition (Figure 6.10a-d, Table 6.5). Plots of the fits are included in Chapter 11 - Appendix I. Increasing incorporation of both Fe and V dopant gave a smooth reduction of the $a$ and $b$ lattice parameters across the entire range of samples. However, increasing V incorporation increased the $c$ parameter, whereas Fe incorporation decreased it. This was consistent with the change in lattice parameters observed in the LiMn$_{1-x}$Fe$_x$PO$_4$ solid solution reported previously, but also the shifts reported by Gutierrez et al. in V-doped LiMnPO$_4$. Moreover, this effect mirrored the changes observed in Section 3.4.1.2 when V was incorporated into LiFePO$_4$. It is suggested, therefore, that V mainly substituted on the Fe site, as opposed to the P site, in these samples (which gave a reduction in $c$ parameter with increased V doping). However, EXAFS analysis of these samples is required to fully confirm this hypothesis.

Figure 6.10 – A 2D contour plot of the lattice parameters extracted from Rietveld analysis, showing a) the $a$ lattice parameter, b) the $b$ lattice parameter, c) the $c$ lattice parameter and d) the unit cell volume $V$ as a function of composition. Coloured circles are included to show the value of the individual data points which were used to create the contour plots. Adapted from reference 271.
Table 6.5 – The lattice parameters and unit cell volume (with errors in parentheses) derived from Rietveld refinement, including the figures of merit, for the array of doped samples. Adapted from reference 271.

<table>
<thead>
<tr>
<th>Sample</th>
<th>a / Å</th>
<th>b / Å</th>
<th>c / Å</th>
<th>V / Å³</th>
<th>Rwp</th>
<th>χ²</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMP</td>
<td>6.1044(7)</td>
<td>10.449(1)</td>
<td>4.7473(6)</td>
<td>302.8(1)</td>
<td>21.97</td>
<td>1.07</td>
</tr>
<tr>
<td>LMFVP(0,2.5)</td>
<td>6.0941(6)</td>
<td>10.439(1)</td>
<td>4.7439(5)</td>
<td>301.79(9)</td>
<td>20.27</td>
<td>1.07</td>
</tr>
<tr>
<td>LMFVP(0,5)</td>
<td>6.0914(7)</td>
<td>10.438(1)</td>
<td>4.7452(6)</td>
<td>301.7(1)</td>
<td>21.13</td>
<td>1.06</td>
</tr>
<tr>
<td>LMFVP(0,10)</td>
<td>6.0814(8)</td>
<td>10.427(1)</td>
<td>4.7448(7)</td>
<td>300.9(1)</td>
<td>22.11</td>
<td>1.15</td>
</tr>
<tr>
<td>LMFVP(0,15)</td>
<td>6.067(1)</td>
<td>10.405(2)</td>
<td>4.748(1)</td>
<td>299.7(2)</td>
<td>21.68</td>
<td>1.11</td>
</tr>
<tr>
<td>LMFVP(0,20)</td>
<td>6.044(1)</td>
<td>10.383(2)</td>
<td>4.744(1)</td>
<td>297.7(2)</td>
<td>20.15</td>
<td>1.02</td>
</tr>
<tr>
<td>LMFVP(5,15)</td>
<td>6.046(1)</td>
<td>10.367(2)</td>
<td>4.748(1)</td>
<td>297.6(2)</td>
<td>21.97</td>
<td>1.10</td>
</tr>
<tr>
<td>LMFVP(10,10)</td>
<td>6.052(1)</td>
<td>10.376(2)</td>
<td>4.746(9)</td>
<td>298.1(2)</td>
<td>23.09</td>
<td>1.10</td>
</tr>
<tr>
<td>LMFVP(15,5)</td>
<td>6.0618(7)</td>
<td>10.393(1)</td>
<td>4.7402(6)</td>
<td>298.6(1)</td>
<td>20.43</td>
<td>1.06</td>
</tr>
<tr>
<td>LMFVP(2.5,0)</td>
<td>6.0950(7)</td>
<td>10.435(1)</td>
<td>4.7419(7)</td>
<td>301.6(1)</td>
<td>23.00</td>
<td>1.11</td>
</tr>
<tr>
<td>LMFVP(5,0)</td>
<td>6.0928(6)</td>
<td>10.431(1)</td>
<td>4.7424(5)</td>
<td>301.4(1)</td>
<td>20.92</td>
<td>1.05</td>
</tr>
<tr>
<td>LMFVP(10,0)</td>
<td>6.0877(6)</td>
<td>10.426(1)</td>
<td>4.738(6)</td>
<td>300.8(1)</td>
<td>23.49</td>
<td>1.18</td>
</tr>
<tr>
<td>LMFVP(15,0)</td>
<td>6.0810(6)</td>
<td>10.417(1)</td>
<td>4.737(6)</td>
<td>300.08(9)</td>
<td>21.40</td>
<td>1.07</td>
</tr>
<tr>
<td>LMFVP(20,0)</td>
<td>6.0759(6)</td>
<td>10.410(1)</td>
<td>4.7345(5)</td>
<td>299.45(9)</td>
<td>21.24</td>
<td>1.10</td>
</tr>
<tr>
<td>LMFVP(1.25,1.25)</td>
<td>6.0938(6)</td>
<td>10.435(1)</td>
<td>4.7431(6)</td>
<td>301.6(1)</td>
<td>20.85</td>
<td>1.06</td>
</tr>
<tr>
<td>LMFVP(2.5,2.5)</td>
<td>6.0899(5)</td>
<td>10.430(1)</td>
<td>4.7425(5)</td>
<td>301.22(9)</td>
<td>19.99</td>
<td>1.06</td>
</tr>
<tr>
<td>LMFVP(5,5)</td>
<td>6.0811(6)</td>
<td>10.420(1)</td>
<td>4.7435(6)</td>
<td>300.6(1)</td>
<td>21.34</td>
<td>1.09</td>
</tr>
</tbody>
</table>

As stated previously, the heat-treatment of the samples was necessary to graphitize the surface carbon. However, upon heat-treatment, the same limitation in vanadium solubility previously observed in LiFePO₄ and LiMnPO₄ was encountered. A Li₃V₂(PO₄)₃ impurity phase was found in the heat-treated samples ΔLMFVP(0,15) and ΔLMFVP(0,20) (match to PDF Card No. 01-072-7074), which was not observed in the as-prepared compounds (Figure 6.11). An additional broad feature at ~ 31° 2θ was also observed in samples with 5 – 15 at% V, and may correspond to a pyrophosphate phase (discussed in detail later in this chapter). The Fe dopant was stable in the LiMnPO₄ olivine structure in the range explored, consistent with previous literature reports, as no impurity peaks were observed upon heat-treatment. EDS analysis of sample ΔLMFVP(0,20) confirmed the segregation of a V-rich phase (Figure 6.12).
Chapter 6 - A Combinatorial Co-doping study of Fe and V in LiMnPO₄

Figure 6.11 – XRD patterns of a) the heat-treated V-doped LiMnPO₄ samples (including the pure LMP sample), b) the heat-treated Fe-doped LiMnPO₄ samples (including the pure LMP sample) and c) a magnified plot of ΔLMFVP(0,20) with ΔLMP and a Li₃V₂(PO₄)₃ reference, with the Li₃V₂(PO₄)₃ impurity phase peaks indicated with asterisks. An additional impurity phase is marked with ●. The LiMnPO₄ reference used was PDF card No. 01-074-0375. Adapted from reference 271.
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Figure 6.12 – EDS mapping of sample ΔLMFVP(0,20), showing a) the darkfield image, b) the V-Kα signals (yellow), c) the Mn-Kα signals (blue), d) the O-Kα signals (red) and e) the P-Kα signals (green). A pink dashed circle is added to highlight the presence of a V-rich phase. Adapted from reference 271.

For samples with a mixture of Fe and V dopants, broad diffraction peaks for samples ΔLMFVP(5,5), ΔLMFVP(10,10) and ΔLMFVP(15,5) indicated the potential presence of a pyrophosphate phase (M₂P₂O₇, where M = Fe or Mn) phase (Figure 6.17b). This was revealed with greater clarity using Mo-Kα radiation using set-up b in Section 2.1.4.1 (Figure 6.17b, matches to PDF Card. No. 01-076-1762 and 01-077-1423). The impurity peaks were very similar to those observed in Section 3.4.2.2, and suggested a Fe₂P₂O₇ impurity phase. It may be possible that some form of solid solution (Fe₂₋ₓMnₓP₂O₇) has been generated for these samples. Indeed, the relative similarities of crystal structures of both pyrophosphates (Figure 6.13 - Figure 6.15) suggest a solid solution may be possible. Both form layers of P₂O₇³⁻ ions separated by metal ion layers along the (0 0 1) plane, and the orientation of the pyrophosphate ions is identical between the structures (Figure 6.13 and Figure 6.14). The main difference between the two phases is within the metal ion layer; in Mn₂P₂O₇, the Mn-ions are coordinated to six oxyanions in distorted octahedron geometry, and each octahedron edge-shares with three other octahedra (Figure 6.15 and Figure 6.16). In Fe₂P₂O₇, the structure distorts to effectively break one of the edge-sharing connections on each metal ion polyhedra (broken along the [-1 1 0] direction, Figure 6.16). This reduced oxyanion sharing lowers the coordination of the Fe-ions to FeO₅ in a distorted square-based pyramid geometry. Therefore, it is conceivable that a solid solution exists between these two materials, with increasing disconnection between metal polyhedra as Fe replaces Mn.
As mentioned, Mn$_2$P$_2$O$_7$ has been observed to segregate from Li-deficient LiMnPO$_4$ previously, so elemental analysis should reveal if the co-doped samples are Li deficient.

Figure 6.13 – The crystal structure of Mn$_2$P$_2$O$_7$ with the [-1 1 0] direction normal to the page, with P$_2$O$_7$ polyhedra in grey and MnO$_6$ octahedra in purple. The image was created using VESTA software from PDF Card. No. 01-077-1423.90

Figure 6.14 – The crystal structure of Fe$_2$P$_2$O$_7$ with the [-1 1 0] direction normal to the page, with P$_2$O$_7$ polyhedra in grey and FeO$_5$ polyhedra in brown. The image was created using VESTA software from PDF Card. No. 01-076-1762.90
Figure 6.15 – The crystal structure of Mn₂P₂O₇ with the [0 0 1] direction normal to the page, with P₂O₇ polyhedra in grey and MnO₆ octahedra in purple. The image was created using VESTA software from PDF Card. No. 01-077-1423.⁹⁰

Figure 6.16 – The crystal structure of Fe₂P₂O₇ with the [0 0 1] direction normal to the page, with P₂O₇ polyhedra in grey and FeO₆ polyhedra in brown. The image was created using VESTA software from PDF Card. No. 01-076-1762.⁹⁰
Figure 6.17 – a) XRD patterns of the V and Fe co-doped, heat-treated LiMnPO₄ samples, with PDF Card No. 01-074-0375 used as a reference. The Li₃V₂(PO₄)₃ impurity phase peaks are marked with asterisks, and the pyrophosphate impurity phase with a circle. b) High-quality XRD patterns of the pure, heat-treated LiMnPO₄ phase with the ΔLMFVP(10,10) sample, showing matches to pyrophosphate impurity phases. Adapted from reference 271.
ICP analysis was utilised to determine the elemental ratios of the elements contained within the samples. All samples appeared to be phosphorous deficient, and this was reasonably invariant as a function as composition. Therefore, a P content of 0.9 was assumed for all samples for the purpose of normalisation. The elemental composition of the 16 samples analysed was in broad agreement with the ratios employed as precursors (Table 6.6). There was a small discrepancy between the predicted and calculated Mn:V ratios for the V-doped samples; the Mn content and V contents were lower and higher than expected, respectively. This suggested partial Mn vacancy generation (as observed by Gutierrez et al.) as a defect compensation mechanism, which would explain the deficit. In addition, the Li content decreased uniformly with increasing V concentration (Table 6.6, Figure 6.18), in an analogous manner observed in Section 3.4.1.2 with the V-doped LiFePO$_4$ samples, whereas Li content was essentially invariant with Fe content. This is in contrast to the report of Gutierrez et al., who found the Li content was invariant with vanadium dopant concentration, and suggested that Li$^+$ vacancy generation is the dominant charge balancing mechanism within these samples. However, further structural analysis such as EXAFS is required to better understand the doping effect of V within this system.
Table 6.6 – The elemental composition of the sample array found from ICP-AES. The relative compositions were normalised to phosphorous, assuming a constant phosphorous deficiency of 10 at%.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Li/P</th>
<th>Mn/P</th>
<th>Fe/P</th>
<th>V/P</th>
<th>P/P</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMP</td>
<td>0.91</td>
<td>0.98</td>
<td>0.00</td>
<td>0.00</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(0.5)</td>
<td>0.91</td>
<td>0.94</td>
<td>0.00</td>
<td>0.05</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(0.10)</td>
<td>0.87</td>
<td>0.90</td>
<td>0.00</td>
<td>0.10</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(0.15)</td>
<td>0.77</td>
<td>0.86</td>
<td>0.00</td>
<td>0.17</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(0.20)</td>
<td>0.74</td>
<td>0.76</td>
<td>0.00</td>
<td>0.24</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(5.15)</td>
<td>0.77</td>
<td>0.77</td>
<td>0.04</td>
<td>0.20</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(10.10)</td>
<td>0.83</td>
<td>0.78</td>
<td>0.09</td>
<td>0.13</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(15.5)</td>
<td>0.87</td>
<td>0.83</td>
<td>0.14</td>
<td>0.07</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(2.5,0)</td>
<td>0.92</td>
<td>1.04</td>
<td>0.03</td>
<td>0.00</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(5.0)</td>
<td>0.93</td>
<td>0.99</td>
<td>0.05</td>
<td>0.00</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(10.0)</td>
<td>0.91</td>
<td>0.94</td>
<td>0.10</td>
<td>0.00</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(15.0)</td>
<td>0.91</td>
<td>0.89</td>
<td>0.14</td>
<td>0.00</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(20.0)</td>
<td>0.92</td>
<td>0.86</td>
<td>0.19</td>
<td>0.00</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(1.25,1.25)</td>
<td>0.92</td>
<td>1.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(2.5,2.5)</td>
<td>0.93</td>
<td>1.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.90</td>
</tr>
<tr>
<td>LMFVP(5.5)</td>
<td>0.85</td>
<td>0.92</td>
<td>0.05</td>
<td>0.05</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Figure 6.18 – The Li/P ratios of the sample array found from ICP-AES, plotted against nominal composition. The individual data points are marked with circles, with the value of the data point indicated by the colour of the circle.
For the samples with low dopant concentrations, $\Delta$LMFVP(1.25,1.25) and $\Delta$LMFVP(2.5,2.5), no impurity phases were obvious. In contrast, sample $\Delta$LMFVP(5,15), which possessed the highest vanadium content of the doped samples, contained the $\text{Li}_3\text{V}_2(\text{PO}_4)_3$ impurity observed in the Mn-V binary system. This clearly demonstrated a consistent phase behaviour across the phase-space upon heat treatment; the Mn-V binary compositions and high V-content tertiary compounds gave $\text{Li}_3\text{V}_2(\text{PO}_4)_3$ impurities, whereas low V-content phases formed a pyrophosphate impurity phase.

FE-SEM analysis was used to ascertain changes in particle size and/or morphology with composition. All samples appeared to be formed of agglomerated particles approximately 100 – 300 nm across the long axis, with occasional larger agglomerates > 0.5 $\mu$m. In contrast to the V-doped LiFePO$_4$, no noticeable morphological change was observed with V-doping. However, Fe-doping appeared to increase the faceting of the particles (Figure 6.19b) whereby sample $\Delta$LMFVP(20,0) appeared more cuboid-like, and therefore doping possibly altered the relative surface energies of the olivine samples. In addition, TEM analysis was employed to confirm the presence of a carbon coating ca. 1 – 1.5 nm thick on the LiMnPO$_4$ surface (Figure 6.20b). Analysis of the lattice planes evident within the particles revealed a d-spacing of 2.36 Å, which was consistent with the (0 0 2) lattice planes ($d = 2.37$ Å).
Figure 6.19 – SEM micrographs of a) ΔLMP, b) ΔLMFVP(20,0), c) ΔLMFVP(0,20) and d) ΔLMFVP(10,10). Adapted from reference 271.

Figure 6.20 – TEM images of sample ΔLMP, where a) displays a representative cluster of particles and b) is a higher magnification image of the particle surface, with a carbon coating and lattice planes clearly visible. Adapted from reference 271.
6.4.2. Electrochemical Characterisation

All 17 heat-treated samples were processed into electrodes as described in Section 2.1.5.1 and made into Li-ion half-cells. Cyclic voltammetry (CV) tests were first conducted (scan rate 0.05 mV s\(^{-1}\)) to establish the redox processes occurring within the electrodes. The expected Mn\(^{2+}/\)Mn\(^{3+}\) redox couple was observed in all samples at 4.1 V vs. Li/Li\(^+\) (Figure 6.21), with a sharper discharge peak compared to charge peak in all samples. This is in agreement with the relative kinetics previously observed in LiMnPO\(_4\), i.e. the charge process is typically slower than the discharge process due to the effects of Jahn-Teller distorted Mn\(^{3+}\) ions. All samples within the Mn-Fe binary system, i.e. from sample ΔLMP to sample ΔLMFVP(20,0), showed the gradual emergence and growth of the Fe\(^{2+}/\)Fe\(^{3+}\) couple as the iron content increased beyond 5 at\% (Figure 6.21a-f). Despite the reduced amount of active Mn species, the Mn\(^{2+}/\)Mn\(^{3+}\) redox couple peak discharge current increased with iron dopant (from \(ca.\) 50 mA g\(^{-1}\) to 100 mA g\(^{-1}\)) up to 10 at\% Fe doping, and suggested that the inclusion of iron improved delithiation kinetics and/or increased the maximum Li extraction possible from the LiMn\(_{1-x}\)Fe\(_x\)PO\(_4\) solid solution.
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Figure 6.21 – Cyclic voltammograms of samples a) ΔLMP, b) ΔLMFVP(2.5,0), c) ΔLMFVP(5,0), d) ΔLMFVP(10,0), e) ΔLMFVP(15,0) and f) ΔLMFVP(20,0) at a scan-rate of 0.05 mV s⁻¹. Identical y axis scales were employed to facilitate comparison of peak discharge current. Adapted from reference 271.

The samples with high vanadium content (and with the minor Li₃V₂(PO₄)₃ impurity phase identified by XRD) displayed minor redox couples at 3.6, 3.7 and 4.1 V, which was consistent with the electrochemistry of the impurity phase (Figure 6.22 e-f).²⁶⁸ The current peak intensities of the Mn²⁺/Mn³⁺ couple were almost invariant with V content, which implied it had a smaller effect on Li⁺ diffusion dynamics compared to Fe doping (Figure 6.22), and/or that the maximum delithiation capability did not change as a
function of V content. The samples which possibly contained minor pyrophosphate impurity phase, $\Delta$LMFVP(5,0) and $\Delta$LMFVP(10,0), did not display any additional electrochemical features.

Figure 6.22 – Cyclic voltammograms of samples a) $\Delta$LMP, b) $\Delta$LMFVP(0,2.5), c) $\Delta$LMFVP(0,5), d) $\Delta$LMFVP(0,10), e) $\Delta$LMFVP(0,15) and f) $\Delta$LMFVP(0,20) at a scan-rate of 0.05 mV s$^{-1}$. Additional redox activity due to the Li$_3$V$_2$(PO$_4$)$_3$ phase is marked with asterisks. Identical y axis scales were employed to facilitate comparison of peak discharge current. Adapted from reference 271.

The minor pyrophosphate phase did not display any electrochemical activity in the co-doped samples where it was present (samples $\Delta$LMFVP(5,5), $\Delta$LMFVP(10,10) and $\Delta$LMFVP(15,5), Figure 6.23d,f,g), consistent with $\Delta$LMFVP(0,5) and $\Delta$LMFVP(0,10). Within the co-doped samples, the electrochemistry observed
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reflected the composition of the precursors. Characteristic redox peaks of Li₃V₂(PO₄)₃ were evident in the CV of the V-rich sample ΔLMFVP(5,15) (Figure 6.23e), whereas the Fe²⁺/Fe³⁺ couple was observed in samples ΔLMFVP(10,10) and ΔLMFVP(15,5) (Figure 6.23f-g). The peak discharge currents appeared to be largely invariant with composition, aside from the larger current observed in sample ΔLMFVP(15,5) (Figure 6.23g). An anomalous feature was observed at ~4 V for ΔLMFVP(5,5) (Figure 6.23d), but was not observed on subsequent cycles and was assumed to be an electrolyte impurity side-reaction.
Figure 6.23 – Cyclic voltammograms of samples a) ΔLMP, b) ΔLMFVP(1.25,1.25), c) ΔLMFVP(2.5,2.5), d) ΔLMFVP(5,5), e) ΔLMFVP(5,15), f) ΔLMFVP(10,10) and g) ΔLMFVP(15,5) at a scan-rate of 0.05 mV s⁻¹. Variable y-axis scales were employed within these plots. Adapted from reference 271.
Constant current, constant voltage tests were employed to determine the ability of the samples to respond to current load. The nature of the testing employed relatively rapid charge/discharge currents to quickly determine the samples of greatest interest (i.e. C/2 and higher), with slower testing reserved for these samples (i.e. C/10 and C/5). The discharge capacities at C/2, 1C, 2C and 5C were all plotted as a function of composition as a heat map (Figure 6.24a-d). It can be seen that uniform variation in capacity was observed as a function of composition for all four C-rates, where inclusion of the Fe dopant gave the most significant increase in discharge capacity (compared to the pure LiMnPO$_4$ sample). In contrast, V-doping gave little improvement to discharge capacity.

However, inspecting the charge/discharge curves of key samples ΔLMP, ΔLMFVP(0,20), ΔLMFVP(10,10) and ΔLMFVP(20,0) revealed a more nuanced picture (Figure 6.25 – Figure 6.28). While the capacities of the iron-doped samples were greater than the V-doped samples, especially at a low C-rate testing of C/10 (Figure 6.29), they experienced greater polarisation with increasing charge/discharge rates, i.e. the overpotentials were increased relative to those observed in the ΔLMFVP(20,0). This is in agreement with the findings of Gutierrez et al. and Wang et al. who also observed decreased overpotentials with V-doping and the presence of Li$_3$V$_2$(PO$_4$)$_3$. The effects of this can clearly be seen when considering energy density as a function of discharge rate (Figure 6.30). The difference between the energy densities at low C-rates was stark, and clearly showed that the iron dopant makes the greatest positive impact. However, when the C-rate increased, the V-doped samples, ΔLMFVP(10,10) and ΔLMFVP(0,20), retained a greater proportion of energy density than of ΔLMFVP(20,0). This suggested that the Fe dopant enabled greater maximum extraction of Li from the LiMnPO$_4$ structure, and hence improved low rate performance. The V dopant and Li$_3$V$_2$(PO$_4$)$_3$ impurity, in contrast, reduced the overpotential of the Mn$^{2+}$/Mn$^{3+}$ conversion to give greater capacity retention with increasing charge/discharge rate (Figure 6.29). As hypothesised, the two dopants provided separate beneficial effects to improve the performance of the LiMnPO$_4$ cathode materials.
Figure 6.24 – The discharge capacities observed for all samples plotted as a function of composition at discharge rates of a) C/2, b) 1C, c) 2C and d) 5C. The capacities for each composition were indicated by the colour of the circles. The impure samples were indicated with a dark border. Adapted from reference 271.
Figure 6.25 – The charge/discharge curves for sample ΔLMP at rates of C/10 (first cycle), C/2 (fifth cycle) and 5C (fifth cycle).

Figure 6.26 – The charge/discharge curves for sample ΔLMFVP(20,0) at rates of C/10 (first cycle), C/2 (fifth cycle) and 5C (fifth cycle).
Figure 6.27 – The charge/discharge curves for sample ΔLMFVP(10,10) at rates of C/10 (first cycle), C/2 (fifth cycle) and 5C (fifth cycle).

Figure 6.28 – The charge/discharge curves for sample ΔLMFVP(0,20) at rates of C/10 (first cycle), C/2 (fifth cycle) and 5C (fifth cycle).
The best performing sample within the range explored (LiMn$_{0.8}$Fe$_{0.2}$PO$_4$) achieved a discharge capacity of 153 mA h g$^{-1}$ at C/10 discharge rate, and between 80 – 85 mA h
g$^{-1}$ at 5C discharge rate (between the two batches). A stable coulombic efficiency of ~98% was also observed, which is similar to that observed for $\Delta$LFVP(5) (Figure 6.21, Chapter 4). While a commercial electrode would typically require a lower carbon content than those employed in this study (15 vs. 5 wt%), this was still comparatively low compared to similar LiMnPO$_4$ materials reported previously. A long-term cycling test at C/10 for 200 cycles for $\Delta$LMFVP(20,0) showed 70% capacity retention (Figure 6.32), which would have to be improved if $\Delta$LMFVP(20,0) is to be employed in a commercial device.

![Discharge Capacity and Coulombic Efficiency](image)

Figure 6.31 – The discharge capacities of $\Delta$LMFVP(20,0) at C-rates between 0.1C – 5C (pink triangles) with the coulombic efficiency (blue asterisks) for each cycle.
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6.5. Conclusions and Further Work

The CHFS Pilot-Scale process was utilised to systematically synthesise and analyse an array of Fe- and V-doped LiMnPO₄ samples in a high-throughput manner. It was found that Fe improved the maximum attainable capacity of LiMn₁ₓ₋ₙFeₓVₙPO₄ cathodes, whereas doping with V or generating the Li₃V₂(PO₄)₃ impurity phase reduced the overpotentials observed with charge/discharge, confirming they impart different effects on the LiMnPO₄ cathodic behaviour. The optimal composition within the array analysed achieved a high energy density of 580 W h kg⁻¹ at a discharge rate of C/10, which is 83% of the theoretical of LiMnPO₄, and represents a step forward in the development of this material as a commercial high energy cathode material and compares favourably with other high-performance LiMnPO₄ materials from literature.

Further work on this co-doped system could include a combined EXAFS/XRD study to investigate the location of the V dopant within LiMnPO₄, and to confirm the generation of Li vacancies. Furthermore, it is suggested that further synthesis and doping studies should be conducted to achieve a compromise between the two dopants; by fixing the Mn:Fe ratio at 4:1, and including greater proportions of V, a reasonably high-energy cathode with high rate performance could be achieved. As it stands, the current optimal cathode is suitable only for low-power applications, and further work
is needed to improve electrolyte stabilities and coulombic efficiencies to advance this material to the battery pack level and commercialisation.

In conclusion, these results clearly highlight the benefit of analysing multiple doped compounds across a compositional array, and suggest that this method should be employed within other doped systems. In light of this, the next chapter aims to investigate LiNi$_x$Mn$_y$Co$_z$O$_2$ compounds in a similar manner.
7. Synthesis and Evaluation of High Energy-Density LiCoO₂ and Ni, Mn doped variants

7.1. Aims

LiCoO₂ (LCO) and the doped compounds LiNiₓMnᵧCoₜO₂ (NMC) are amongst a range of commercial cathode materials that are of interest for high energy density applications, such as electric vehicle batteries. Their high energy density stems from their relatively high tap density (5.1 g cm⁻³) compared to LiFePO₄ (3.6 g cm⁻³) and their high operating voltage (~4 V vs. Li/Li⁺). However, these are generally made via solid-state processes with high reaction temperatures and long reaction times. Therefore, there is significant commercial interest in the scalable production of LCO and NMC at lower temperatures and reaction times. LCO has been made previously via CHFS, albeit with large Li excesses, whereas the synthesis of NMC has never been reported by this method. This chapter concerns the attempted continuous hydrothermal synthesis of these compounds, and preliminary electrochemical evaluation.

7.2. Background

The LCO phase was first reported as a Li-ion battery cathode by Mizushima et al. in 1980.³⁹ It was very rapidly developed by SONY to be incorporated in the first commercially successful Li-ion cell in the 90s, and used a graphite anode and LCO cathode.²⁷² Many commercial cells are still based upon LCO, or the related NMC compounds, and this introduction summarises the reactivity of these phases.

7.2.1. Structure and Reactivity

LCO and NMC both possess the layered, α-NaFeO₂ structure (trigonal crystal system) with space group $R\bar{3}m$, which can be understood as a cubic closed-packed array of oxide ions with alternating layers of Co³⁺ and Li⁺ (Figure 7.1). Upon charge, the Li⁺ is removed from the LCO structure, but in contrast to LFP and LMP, this occurs in the solid-state regime, i.e. Li is uniformly removed from between the LCO layers, rather than forming discrete lithiated and delithiated phases. To balance the charge, Co³⁺ converts to Co⁴⁺.
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Figure 7.1 – The structure of LiCoO₂ viewed along the [1 1 0] axis, with the (0 0 1) planes visible (the plane normal is parallel to the c-axis). The CoO₆ octahedra are blue, and the LiO₆ octahedra are green, with oxygen atoms represented as red balls. The structure was generated from PDF Card No. 01-070-2685 using VESTA software.⁹⁰

It has been found by the original researchers and others that Li cannot be fully removed from the LCO structure without irreversible structural changes taking place,⁸⁹ the cubic close-packed oxide structure re-organises to a hexagonal close packed structure, and results in capacity fade with repeated cycling.²⁷³ This limited the initial discharge capacity to 140 mA h g⁻¹ (Li₀.₅CoO₂ as the charge product). Working within the original 0.5 Li per formula unit limit, the lattice parameters and unit cell volume are remarkably consistent with charge and discharge (Table 7.1). There is only a 2% volume change overall, and this small change is partially responsible for the highly reversible intercalation chemistry of this phase (Table 7.1).

Table 7.1 – The lattice parameters and unit cell volume of the unit cells of LiCoO₂ and the partially delithiated Li₀.₅CoO₂ phase.⁸⁹

<table>
<thead>
<tr>
<th>Structural formula</th>
<th>a parameter / Å</th>
<th>c parameter / Å</th>
<th>Unit cell volume V / Å³</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiCoO₂</td>
<td>2.816</td>
<td>14.08</td>
<td>83.5</td>
</tr>
<tr>
<td>Li₀.₅CoO₂</td>
<td>2.807</td>
<td>14.42</td>
<td>84.9</td>
</tr>
</tbody>
</table>

As part of a separate investigation, the compounds LiNiO₂ and its doped analogue LiNi₀.₅Mn₀.₅O₂ were explored as Li-ion battery cathodes. LiNiO₂ is isostructural with LiCoO₂, but cannot be used as a cathode in its pure form for a variety of reasons.
Firstly, stoichiometric LiNiO$_2$ may not exist, as many researchers claim the stable structure incorporates an excess of Ni within the Li layers, generating the compound Li$_{1-x}$Ni$_{1+x}$O$_2$.\textsuperscript{274-276} Additionally, upon significant Li extraction the remaining structure is unstable to O$_2$ gas evolution, which is a significant safety concern.\textsuperscript{277} The LiNi$_{0.5}$Mn$_{0.5}$O$_2$ material, in contrast, can be fully delithiated, and Mn is therefore thought to stabilise the $\alpha$-NaFeO$_2$ structure during charge and discharge. XPS confirmed the oxidation states found in LiNi$_{0.5}$Mn$_{0.5}$O$_2$ are Ni$^{2+}$ and Mn$^{4+}$, as opposed to Ni$^{3+}$ and Mn$^{3+}$.\textsuperscript{278} Therefore, Mn remains electrochemically inactive upon charge, and Ni$^{2+}$ is oxidised to Ni$^{4+}$. Mn does not, however, reduce the presence of Ni within the Li layers, which is suspected to impact the rate performance of these materials in a similar manner to antosite defects in LiFePO$_4$.\textsuperscript{279}

The addition of Co to LiNi$_{0.5}$Mn$_{0.5}$O$_2$ (forming NMC compounds) was found to have dual benefits; it reduces the presence of Ni in the Li layers,\textsuperscript{280} and the electronic conductivity increases an order of magnitude between LiNi$_{0.5}$Mn$_{0.5}$O$_2$ and LiNi$_{0.4}$Mn$_{0.4}$Co$_{0.2}$O$_2$.\textsuperscript{281} XPS studies confirm the common oxidation states found in lithiated NMC are Ni$^{2+}$, Co$^{3+}$ and Mn$^{4+}$, although there is a small amount of Ni$^{3+}$ and Mn$^{3+}$ present.\textsuperscript{282} In NMC compounds, the Ni constituent has the greatest capacitive contribution, and Co only contributes at higher electrochemical potentials. Mn, in an analogous way to LiNi$_{0.5}$Mn$_{0.5}$O$_2$, is electrochemically inactive, but stabilises the structure with repeated cycling.\textsuperscript{273} NMC based materials have a slight advantage over LCO, in that they can be charged/discharged at higher potentials of 4.3 – 4.4 V (thus increasing the average discharge voltage), and a greater proportion of Li can be extracted before irreversible structural changes occur, increasing capacity (Figure 7.2). Increasing both voltage and capacity results in increased energy density with respect to LCO, and NMCs have hence been used in high energy density applications, such as the Chevy Volt electric vehicle.\textsuperscript{283}
7.2.2. Previous Continuous Hydrothermal Synthesis Efforts

The first continuous hydrothermal synthesis of LCO was reported by Kanamura et al. in the early 2000s.\textsuperscript{60} Reaction conditions of 20:1:1 LiOH:Co(NO\textsubscript{3})\textsubscript{2}:H\textsubscript{2}O\textsubscript{2} were employed at a 400 °C mixing point temperature with a residence time of 12 s to achieve the LCO phase. The H\textsubscript{2}O\textsubscript{2} was required to oxidise Co\textsuperscript{2+} to Co\textsuperscript{3+}, and was included in the supercritical water feed to decompose H\textsubscript{2}O\textsubscript{2} to O\textsubscript{2} gas before meeting the Co and Li precursors. Minor, semi-crystalline impurities were observed, and the authors suggested their structure was defective, i.e. there was significant amount of Co within the Li layer. The same authors found in a later study that lower synthesis temperatures of 300 – 350 °C were insufficient to generate LCO, forming Co\textsubscript{3}O\textsubscript{4} instead.\textsuperscript{284} The pure LCO formed in the later study had particle sizes in the range 0.6 – 1.0 μm, and achieved a discharge capacity of 120 mA h g\textsuperscript{-1}.

A more detailed study on the effect of reaction conditions on LCO formation in CHFS processes was performed by Shin et al., who found that pure LCO could be formed independent of residence time (within the explored range of 7-58 s). As above, a high Li excess (10:1 Li:Co ratio) was required to drive the formation of LCO, and any
reactions in subcritical water produced Co$_3$O$_4$ as opposed to LCO. It was suggested that CoOOH formed as an intermediate product of the reaction, which was more rapidly decomposed in supercritical water, producing the desired LCO phase. In addition, the excess of LiOH was suggested to have a doubly beneficial effect; the greater Li content biased the formation of the lithiated phase, and the higher OH$^-$ content catalysed the nucleation of nanoparticles according to Section 1.1.2.1. Again, the pure LCO phase produced in their report was a similar size to other reports, with a volume-weighted average of 0.55 µm particle size.

To date, there are no reports of the continuous hydrothermal flow synthesis of NMC-type materials, and therefore achieving this phase via CHFS would be a significant first. However, there are reports of batch supercritical hydrothermal synthesis of NMC, where stoichiometric Li:M ratios were used (where M are the combined Ni, Mn and Co transition metals) to generate the expected pure phase. This was achieved by using KOH as an additional base, raising OH$^-$ concentration without requiring increased Li.$^{285}$ This suggests a similar strategy may be successful in the continuous synthesis of LCO and NMC, reducing the Li excess in the process and increasing the commercial viability of a CHFS-made route.

7.3. Experimental

The LCO and NMC samples synthesised in this chapter were produced using both the Low-Temperature and High-Temperature Lab-Scale CHFS processes (Section 2.1.1). Low-temperature experiments were conducted with flow rates of 80, 25 and 25 mL min$^{-1}$ from P1, P2 and P3, respectively, to give a mixing point temperature of 378 °C (Figure 7.3). A full description of the Low-Temperature Lab-Scale process is given in Section 2.1.1.2. For these experiments, a 6-metre-long ¼" section of pipe (internal volume 18300 cm$^3$) was added in a heated oven section (temperature set to 450 °C, component O in Figure 7.3) to extend the effective residence time from 6.5 to 12 s.
Figure 7.3 – The Low-Temperature Lab-Scale apparatus with additional oven attachment (position O). The Low-Temperature Lab-Scale mixer was employed in position A, as described in Section 2.1.2.1.

The high-temperature reactions, in contrast, were conducted using P1, P2 and P3 flow rates of 80, 5, 5 80, 7.5, 7.5 mL min$^{-1}$, giving mixing point temperatures of 402 °C and 391 °C, respectively (Figure 7.4). A full description of the High-Temperature Lab-Scale process is included in Section 2.1.1.3. For some experiments, a 6 m section of ¼” pipe (internal volume 18300 cm$^3$) was added in a heated oven section (temperature set to 450 °C) to extend the effective residence time from 1.0 to 5 s in position C.
To oxidise the $M^{2+}$ salts, H$_2$O$_2$ (30 wt%, Sigma-Aldrich, Dorset, UK) was dissolved in D.I. water and fed in via pump P1 (i.e. the supercritical water pump). The first precursor solution (fed in via pump P2) consisted of: Co(NO$_3$)$_2$·6H$_2$O (99%, Acros Organics, Loughborough, UK), Mn(NO$_3$)$_2$·4H$_2$O (98%, Alfa Aesar, Heysham, UK), Ni(NO$_3$)$_2$·6H$_2$O (98%, Alfa Aesar, Heysham, UK) in deionised (D.I.) water, with concentrations as described in Table 7.2. The second solution, fed in via pump P3, contained various concentrations of LiOH·H$_2$O (99+%, Fisher Scientific, Loughborough, UK) and KOH (86%, Fisher Scientific, Loughborough, UK) described in Table 7.2 in D.I. water for all experiments.
Table 7.2 – A summary of the reaction conditions and sample names used throughout this chapter.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>T$_{\text{mix}}$</th>
<th>Oven</th>
<th>[H$_2$O$_2$] / M</th>
<th>[Ni] / M</th>
<th>[Co] / M</th>
<th>[Mn] / M</th>
<th>[LiOH] / M</th>
<th>[KOH] / M</th>
</tr>
</thead>
<tbody>
<tr>
<td>LT-LCO-1</td>
<td>378</td>
<td>Yes</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>LT-LCO-2</td>
<td>378</td>
<td>Yes</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>LT-LCO-5</td>
<td>378</td>
<td>Yes</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>LT-LCO-10</td>
<td>378</td>
<td>Yes</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>LT-LCO-20</td>
<td>378</td>
<td>Yes</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>HT-LCO-OVEN-5-0.1</td>
<td>402</td>
<td>Yes</td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>HT-LCO-OVEN-5-0.5</td>
<td>402</td>
<td>Yes</td>
<td>0.1</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>2.5</td>
<td>0</td>
</tr>
<tr>
<td>HT-LCO-OVEN-10-0.5</td>
<td>402</td>
<td>Yes</td>
<td>0.1</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>HT-LCO-OVEN-5-1</td>
<td>402</td>
<td>Yes</td>
<td>0.1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>HT-LCO-402-5-1</td>
<td>402</td>
<td>No</td>
<td>0.1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>HT-LCO-391-5-1</td>
<td>391</td>
<td>No</td>
<td>0.1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>HT-LCO-402-1.5-1</td>
<td>402</td>
<td>No</td>
<td>0.1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1.5</td>
<td>3.5</td>
</tr>
<tr>
<td>HT-LCO-402-1.3-1</td>
<td>402</td>
<td>No</td>
<td>0.1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1.3</td>
<td>3.7</td>
</tr>
<tr>
<td>HT-LCO-402-1.0-1</td>
<td>402</td>
<td>No</td>
<td>0.1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>NMC 1/3 1/3 1/3</td>
<td>402</td>
<td>No</td>
<td>0.2</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>NMC 2/5 1/5 2/5</td>
<td>402</td>
<td>No</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>NMC 2/5 2/5 1/5</td>
<td>402</td>
<td>No</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>NMC 1/5 3/5 1/5</td>
<td>402</td>
<td>No</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>NMC 3/5 1/5 1/5</td>
<td>402</td>
<td>No</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

The product slurry was collected in a plastic container open to the atmosphere at a total flow rate of 130, 90 or 95 mL min$^{-1}$ (depending on the flow-rates of the precursor solutions). The slurry was allowed to settle (1 h) and the supernatant siphoned off. Repeated centrifugation and washing with D.I. water was performed (3 × 4500 rpm for 5 minutes) until the conductivity of the supernatant was reduced below 100 µS m$^{-1}$. The resulting clean, wet paste was dried in a vacuum oven as further described in Section 2.1.3.3.

Powder XRD patterns of the samples were collected using set-up b in Section 2.1.4.1, collected in the range 2 – 30° 20, 0.5° steps, 5 s per step. Rietveld analysis was performed using MAUD (Material Analysis Using Diffraction) software.$^{132}$

The Li-ion battery electrodes were prepared by mixing each sample with conductive agent (Super P™ carbon) and PVDF to give an active material:carbon:binder mass ratio...
ratio of 80:10:10 for all electrodes. The PVDF was stirred in NMP for at least 1 h at room temperature until it was fully dissolved. This solution was combined with the sample and carbon, and ball-milled for 0.5 h; the product slurry was cast on Al foil and dried on a hot-plate. 15 mm diameter circular electrodes were punched out of the dried sheet, and pressed (1.5 tons cm$^{-2}$). The mass loadings of all electrodes were in the range 2.6 – 3.9 mg cm$^{-2}$.

Li-ion cell assembly of electrodes was conducted in the standard manner described in Section 2.1.5.2. Electrochemical measurements were performed using an Arbin Instruments battery tester at 20 °C as described in Section 2.1.5. Cells were analysed using C-rate testing at C-rates of C/10, C/2, 1C, 2C, 5C and 10C. For LCO materials, the theoretical specific capacity was assumed to be 140 mA h g$^{-1}$, and for NMC materials it was assumed to be 200 mA h g$^{-1}$.

7.4. Results and Discussion

7.4.1. Physical Characterisation

Given the formation of LiCoO$_2$ appeared to require large LiOH excesses from previous continuous hydrothermal literature reports$^{50,284,286}$ the preliminary set of experiments explored a variety of excesses of LiOH. The oven pipe section was included in the process to extend the residence time to 12 s. The concentrations were varied according to Table 7.3, and the samples labelled LT-LCO-$x$, where “LT” refers to “low temperature”, “LCO” is the material, and “$x$” is the molar ratio of Li:Co used in process.

All products formed as black/brown slurries, which produced black/brown powders when dried. As predicted from literature accounts, the formation of the lithiated phase LiCoO$_2$ was indeed limited by LiOH excess in process, as evidenced by the increasing conversion of Co$_3$O$_4$ to LiCoO$_2$ with increasing Li:Co molar ratio (Table 7.3, Figure 1.5). All XRD diffraction patterns matched well to Co$_3$O$_4$ and LiCoO$_2$ diffraction patterns (PDF Card Nos. 01-071-0816 and 01-070-2685 respectively). The unidentified peaks within sample LT-LCO-20 were attributed to reaction by-products, as so little of this sample could be collected that it could not be comprehensively cleaned post-synthesis. The Co$_3$O$_4$:LiCoO$_2$ volume ratio was estimated from Rietveld
refinements of the two phases, and the yield estimated from the mass collected, volume ratios and densities of the products. The product became increasingly gassy with increased LiOH concentration, and led to occasional pressure fluctuations and sporadic product delivery (rather than as a continuous stream). This implies that significant product was trapped in the 6 m pipe addition, and occasionally became dislodged from the section to be collected. Therefore, the yields are only estimations, and the unusually low yield of LT-LCO-20 reflected the irregular release of nanoparticles from the reactor. The yields in Table 7.3 describe the cumulative yield of LCO and Co₃O₄.

Table 7.3 – The reaction conditions, yields and products of the reactions at lower temperature. All reactions used 0.1 M H₂O₂ and 0.1 M Co(NO₃)₂.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>[LiOH] / M</th>
<th>Co₃O₄:LiCoO₂ volume ratio</th>
<th>Yield / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>LT-LCO-1</td>
<td>0.1</td>
<td>100:0</td>
<td>17</td>
</tr>
<tr>
<td>LT-LCO-2</td>
<td>0.2</td>
<td>95:5</td>
<td>33</td>
</tr>
<tr>
<td>LT-LCO-5</td>
<td>0.5</td>
<td>49:51</td>
<td>44</td>
</tr>
<tr>
<td>LT-LCO-10</td>
<td>1</td>
<td>31:69</td>
<td>56</td>
</tr>
<tr>
<td>LT-LCO-20</td>
<td>2</td>
<td>14:86</td>
<td>2</td>
</tr>
</tbody>
</table>
Figure 7.5 – a) XRD patterns of the attempted LCO syntheses made at mixing temperatures of 378 °C, showing the effect of increasing LiOH excess on the reaction products. Co$_3$O$_4$ and LiCoO$_2$ reference diffraction patterns were included for comparison (PDF Card Nos. 01-071-0816 and 01-070-2685 respectively). The unknown impurity phases (assumed to be reaction by-products) are indicated with asterisks. b) The XRD pattern of LT-LCO-20 between 7 – 20° 2Θ, highlighting the impurity phases.

As previously observed from literature, it was clear that the formation of LCO was extremely kinetically limited, given the high temperatures and large excesses of LiOH required to form the pure phase. A new set of experiments was performed as described in Table 7.4, aiming to increase the reaction temperature by reducing the relative flow rates of the aqueous precursors relative to the supercritical water feed (which contained 0.1 M H$_2$O$_2$ in all experiments). The metal ion concentration, [Co], was also varied between experiments, as the overall concentration of the product was severely lowered in the output stream by reducing the P2 flow-rate from 25 mL min$^{-1}$ to 5 mL min$^{-1}$.

The reactions were named “HT-LCO-OVEN-x-y”, where “HT” denotes it is a high temperature reaction at a 402 °C mixing point temperature, “LCO” is the target material, “OVEN” denotes that the additional 6 m oven coil was utilised to give an extended residence time of 5 s, “x” is the Li:Co ratio and “y” is the concentration of Co(NO$_3$)$_2$ precursor used.
Table 7.4 – A summary of the reaction conditions, products and yields from the high-temperature reactions using an extended residence time of 5 s.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>[Co(NO$_3$)$_2$] / M</th>
<th>[LiOH] / M</th>
<th>Product</th>
<th>Yield / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>HT-LCO-OVEN-5-0.1</td>
<td>0.1</td>
<td>0.5</td>
<td>No product</td>
<td>0</td>
</tr>
<tr>
<td>HT-LCO-OVEN-5-0.5</td>
<td>0.5</td>
<td>2.5</td>
<td>No product</td>
<td>0</td>
</tr>
<tr>
<td>HT-LCO-OVEN-10-0.5</td>
<td>0.5</td>
<td>5.0</td>
<td>Pure LCO</td>
<td>74</td>
</tr>
<tr>
<td>HT-LCO-OVEN-5-1</td>
<td>1.0</td>
<td>5.0</td>
<td>Pure LCO</td>
<td>53</td>
</tr>
</tbody>
</table>

The first two reactions, HT-LCO-OVEN-5-0.1 and HT-LCO-OVEN-5-0.5, did not yield any solid product, which again suggested significant amounts of product were deposited in the oven pipe section. It is also possible that the higher dilution of the precursors in the combined reaction stream (due to the lower P2 flow-rate) reduced the yield of the HT-LCO-OVEN-5-0.1 sample; the nucleation driving force is related to aqueous precursor concentration, so less solid may have nucleated at the reaction point, and could have re-dissolved in the cooling pipe section. However, the raised mixing temperature (378 °C to 402 °C) successfully generated phase-pure LCO at both 0.5 M and 1.0 M [Co], and is in agreement with literature studies claiming a reaction temperature of 400 °C is required to produce phase-pure LCO (Figure 7.6).
Given the LCO phase was successfully achieved, various strategies were implemented to improve the economy of the reaction. Firstly, all further experiments were conducted without the oven pipe section to determine whether the extended residence time was necessary to produce pure LCO. Secondly, it was important to ascertain whether the mass yield of the reaction could be increased (given the high degree of dilution required to achieve mixing point temperature of 402 °C). As the concentrations of Co(NO$_3$)$_2$ and LiOH were already very high, the other way to achieve higher mass yield is by increasing the relative P2 and P3 pump flow-rates. Therefore, an experiment where the P2 and P3 pump flow-rates were increased to 7.5 mL min$^{-1}$ each (15 mL min$^{-1}$ combined) was included, giving a reaction temperature of 391 °C (Table 7.5).

Furthermore, a very high excess of lithium has generally been employed to achieve the pure LCO phase via CHFS in other literature reports, so if this could be reduced...
the economic feasibility of LCO formation will increase, as Li is an expensive metal. NMC has been synthesised previously without an excess of LiOH by using an excess of KOH instead, and suggests that a similar strategy may be effective in continuous synthesis. Therefore, experiments were conducted replacing LiOH with KOH as detailed in Table 7.5.

As before, 0.1 M H\textsubscript{2}O\textsubscript{2} was pumped \textit{via} pump P1 in the supercritical water feed, and a summary of the reaction conditions is included in Table 7.5. Reactions were labelled HT-LCO-T-x-y, where “HT” refers to the high-temperature set-up used, “LCO” is the material, “T” is the mixing-point temperature, “x” is the Li:Co ratio and “y” is the concentration of Co(NO\textsubscript{3})\textsubscript{2} precursor used.

Table 7.5 – The concentrations of precursors, flow-rates, mixing point temperatures (T\textsubscript{mix}), products and yields of the high temperature reactions. 1.0 M Co(NO\textsubscript{3})\textsubscript{2} was included in P2 in all experiments.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>[LiOH] / M</th>
<th>[KOH] / M</th>
<th>Q\textsubscript{P2-P3} / mL min\textsuperscript{-1}</th>
<th>T\textsubscript{mix} / °C</th>
<th>Product</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>HT-LCO-402-5-1</td>
<td>5.0</td>
<td>0</td>
<td>10</td>
<td>402</td>
<td>LCO</td>
<td>76</td>
</tr>
<tr>
<td>HT-LCO-391-5-1</td>
<td>5.0</td>
<td>0</td>
<td>15</td>
<td>391</td>
<td>LCO</td>
<td>78</td>
</tr>
<tr>
<td>HT-LCO-402-1.5-1</td>
<td>1.5</td>
<td>3.5</td>
<td>10</td>
<td>402</td>
<td>LCO/Co\textsubscript{3}O\textsubscript{4}</td>
<td>44</td>
</tr>
<tr>
<td>HT-LCO-402-1.3-1</td>
<td>1.3</td>
<td>3.7</td>
<td>10</td>
<td>402</td>
<td>LCO/Co\textsubscript{3}O\textsubscript{4}</td>
<td>48</td>
</tr>
<tr>
<td>HT-LCO-402-1.0-1</td>
<td>1.0</td>
<td>4.0</td>
<td>10</td>
<td>402</td>
<td>LCO/Co\textsubscript{3}O\textsubscript{4}</td>
<td>48</td>
</tr>
</tbody>
</table>

The XRD data confirmed these samples were phase pure or semi-pure LCO (Figure 7.7 and Figure 7.8). The CHFS process residence time was 1.0 s and 1.1 s for HT-LCO-402-5-1 and HT-LCO-391-5-1 respectively, suggesting the longer residence time reported in literature (5 s or more) was not necessary to produce phase-pure LCO (Figure 7.7). Indeed, the data for HT-LCO-391-5-1 also showed that the reaction temperature can be slightly lower than 400 °C and still produce pure-phase LCO, increasing the mass yield of the reaction by 42%. Furthermore, the experiments where LiOH was substituted by KOH were successful in producing LCO, although trace CoO impurities were present (matches with PDF Card No. 01-071-1178, Figure 7.8). This suggested that the theory put forward by other researchers, that large Li excesses are necessary to produce LCO, is incorrect; an excess of base may be required, but LiOH can be stoichiometric with Co(NO\textsubscript{3})\textsubscript{2} to produce LCO.
Figure 7.7 – XRD patterns (Mo-Kα radiation) of the high-temperature LCO samples, HT-LCO-402-5-1 and HT-LCO-391-5-1, made without the extended residence time. An LiCoO₂ reference pattern is included for comparison (PDF Card No. 01-070-2685).
While there are many reports of continuous hydrothermal synthesis of LCO, there are currently no reported syntheses of NMC by the same method. Therefore, the same successful reaction conditions which produced pure LCO (5 × Li excess, 1.0 M transition metal concentration, 402 °C mixing point temperature) were employed with five NMC compositions, as listed in Table 7.6. Samples were named “NMC $x$ $y$ $z$”, where “$x$” is the Ni fraction, “$y$” is the Mn fraction and “$z$” is the Co fraction, where the fractions are as a function of total transition metal content. A H$_2$O$_2$ concentration of 0.2 M was fed through P1 for all reactions. Unfortunately, only NMC 1/5 3/5 1/5 possessed the pure NMC structure (ICSD Collect Code 171750); all other samples had a proportion of NiO impurity phase present (PDF Card No. 01-071-1179), with ratios

Figure 7.8 – XRD patterns (Mo-$\text{K}\alpha$ radiation) of the LCO samples made with reduced LiOH concentrations. Trace CoO impurities are indicated with an asterisk. LiCoO$_2$ and CoO reference patterns are included for comparison (PDF Card Nos. 01-070-2685 and 01-071-1178 respectively).
as described in Table 7.6. The ratios were estimated with Rietveld refinements of the XRD patterns, which are included in Chapter 11 - Appendix I. The amount of NiO observed was proportional to the Ni content of the precursors, as shown in Figure 7.10, indicating that Ni is only partially soluble (≤ 20 at%) in the NMC structure in these conditions. The yields of NMC phase in Table 7.6 were calculated using the NMC:NiO ratio.

Table 7.6 – The precursor concentrations, products and yields of the NMC materials. The concentration of LiOH in P3 was set to 5.0 M for all experiments. Sample names corresponded to the ratio of Ni, Mn and Co included as precursors.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>[Ni(NO₃)₂] / M</th>
<th>[Mn(NO₃)₂] / M</th>
<th>[Co(NO₃)₂] / M</th>
<th>NMC:NiO ratio</th>
<th>Yield / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMC 1/3 1/3 1/3</td>
<td>0.33</td>
<td>0.33</td>
<td>0.33</td>
<td>77:23</td>
<td>53</td>
</tr>
<tr>
<td>NMC 2/5 1/5 2/5</td>
<td>0.4</td>
<td>0.2</td>
<td>0.4</td>
<td>78:22</td>
<td>61</td>
</tr>
<tr>
<td>NMC 2/5 2/5 1/5</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
<td>77:23</td>
<td>49</td>
</tr>
<tr>
<td>NMC 1/5 3/5 1/5</td>
<td>0.2</td>
<td>0.6</td>
<td>0.2</td>
<td>100:0</td>
<td>76</td>
</tr>
<tr>
<td>NMC 3/5 1/5 1/5</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>56:44</td>
<td>34</td>
</tr>
</tbody>
</table>

Figure 7.9 – XRD patterns (Mo-Kα radiation) of the NMC samples, with an NMC and NiO reference pattern included for comparison (ICSD Collect Code 171750, PDF Card No. 01-071-1179).
Figure 7.10 – The wt% of NiO calculated from Rietveld refinements of the XRD patterns from Figure 7.9.

7.4.1.1. Microscopy Analysis

A combination of FE-SEM and TEM imaging was used to investigate the particle size and morphology of the LCO and NMC particles produced by CHFS. FE-SEM revealed the LCO and NMC particles formed large agglomerates, with evidence of significant populations of particles on the 100 nm scale, but also larger, micron size particles (Figure 7.12). The largest particles tended to adopt hexagonal prism morphology, which reflected the crystal symmetry of the LCO/NMC unit cell. The large distributions observed suggested the elevated reaction temperatures enabled significant growth and ageing of the produced particles.
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Figure 7.11 – FE-SEM images of samples a) LCO-OVEN-10-0.5, b) LCO-OVEN-5-1, c) LCO-402-5-1, d) LCO-391-5-1, e) NMC 1/5 3/5 1/5.

TEM analysis of sample NMC 1/5 3/5 1/5 revealed significant disorder was present in the crystal structure (Figure 7.12). Analysis of the (0 0 3) lattice planes revealed numerous defects resembling dislocations, which implies significant mixing between the transition metal and lithium layers. This may have consequences for electrochemical performance, as Li diffusion pathways may be obstructed by this disorder, and is discussed further in Section 7.4.2.

EDS analysis of sample NMC 1/5 3/5 1/5 confirmed the metal-ion ratios of Ni:Mn:Co were approximately equal to those included as precursors, and suggested equal conversion of all metal ions to NMC under the reaction conditions (Figure 7.13). Elemental mapping revealed most particles contained a homogenous distribution of
the three transition metals (Figure 7.14 and Figure 7.15), although there was evidence of minority phases closer in composition to LiNi$_{0.5}$Mn$_{0.5}$O$_2$ (Figure 7.14) and LiCoO$_2$ (Figure 7.15).

![TEM images](image)

Figure 7.12 – TEM images of sample NMC 1/5 3/5 1/5, a) showing a typical particle agglomerate and b) lattice planes visible with d-spacing 4.7 Å, which corresponded to the (0 0 3) lattice spacing of NMC. There are also dislocation defects visible in the layers, highlighted by red circles, which implied significant disorder in the crystal.

![EDS spectrum](image)

Figure 7.13 – The elemental spectrum from EDS analysis of sample NMC 1/5 3/5 1/5, with at% of the elements detected. The observed Ni:Mn:Co ratio was 1:2.9:0.94, which was similar to the theoretical ratio 1:3:1.
7.4.2. Electrochemical Testing

Samples HT-LCO-OVEN-5-1 and NMC 1/5 3/5 1/5 were selected for further electrochemical testing, as NMC 1/5 3/5 1/5 was the only pure NMC sample from the samples listed in Table 7.6. C-rate resting was performed on HT-LCO-OVEN-5-1, beginning with a low C-rate of C/10 and increasing to a high C-rate of 10 C. The material responded poorly to the increase in charge/discharge rate, achieving similar
capacities to other LCO materials made via CHFS in literature at C/10 but reduced to effectively zero at 1C (Figure 7.16). Inspection of the charge/discharge curves at C/10 and C/2 revealed large overpotentials developed in the material with increasing rate, and implied a high overall electrode resistance (Figure 7.17 and Figure 7.18). The capacity also degraded significantly with repeated cycling (100 mA h g$^{-1}$ to 80 mA h g$^{-1}$ within 10 cycles), which indicated an inherent instability in the LCO material itself. While the LiCoO$_2$ structure is more unstable than the LiFePO$_4$ structure, it was not obvious why such a degradation was observed, given much better capacity retention has been reported in literature for this material. It is suggested that there may be defects present in the lattice due to the low synthesis temperature and rapid reaction time, and that these defects were partially responsible for the poor performance. A large charge capacity was observed on the first cycle at C/10, implying significant side reactions within the cell, which perhaps indicated the presence of reactive species on the LCO surface.

Figure 7.16 – C-rate testing of sample HT-LCO-OVEN-5-1 at C-rates of C/10, C/2, 1C, 2C, 5C and 10C, with discharge capacities indicated with black squares, and coulombic efficiencies indicated with blue asterisks.
Figure 7.17 – Charge/discharge profiles of sample HT-LCO-OVEN-5-1 for the 1st, 2nd and 10th cycle at C/10.

Figure 7.18 – Charge/discharge profiles of sample HT-LCO-OVEN-5-1 for the 2nd and 10th cycle at C/2.

In contrast, the NMC 1/5 3/5 1/5 sample showed a much lower overpotential and higher capacity at a C/2 charge/discharge rate (Figure 7.19 and Figure 7.20), although the capacity was significantly lower than those typically observed for NMC samples in literature. In addition, significant capacity fade was observed over ten cycles. It is
suggested that the disorder in the layered NMC structure reduced the maximum obtainable capacity, and that further synthesis efforts should seek to increase the crystallinity of the NMC phases made via CHFS.

Figure 7.19 – The discharge capacities and coulombic efficiencies observed for sample NMC 1/5 3/5 1/5 at a charge/discharge rate of C/2.

Figure 7.20 – Charge/discharge profiles of sample NMC 1/5 3/5 1/5 of the 1<sup>st</sup>, 2<sup>nd</sup> and 10<sup>th</sup> cycle at a charge/discharge rate of C/2.
7.5. Conclusions and Further Work

LiCoO$_2$ was successfully synthesised via CHFS with a reduced residence time, Li excess and temperature in comparison to other CHFS materials made in literature. This therefore represents a key step towards the commercialisation of this material made by such a low temperature, rapid technique. Various NMC compositions were also attempted, and the pure phase was successfully generated for the first time by this method, albeit with minor NiO impurities in most cases. Furthermore, while EDS revealed a good degree of transition metal ion homogeneity, there were still occasional regions with off-stoichiometry. These preliminary efforts suggest that CHFS may be a viable, low-temperature method for manufacturing NMC in the large scale. It is proposed that the main obstacle to phase purity is the relative stability of the NiO phase, and that higher temperatures may be required to fully incorporate Ni within the NMC structure across all compositions.

The electrochemical performance of the LCO and NMC materials synthesised in this chapter was not optimal with respect to rate performance and cycling stability. It is suggested that defects in the crystal structure, observed previously in LCO made via CHFS,\textsuperscript{60} may cause the unsatisfactory performance. Therefore, further work could include the rapid heat-treatment of these compounds to remove these defects, whilst avoiding the evaporation of Li from the structure.

Further work could also include further synthesis at higher temperatures or longer residence times to increase crystallinity and discharge capacity. The former option would present logistical challenges, as the flow rates were already highly unbalanced to give the synthesis temperature of 402 °C. Furthermore, the mass yield of such a heavily unbalanced system would be very high, i.e. there would be significant water solvent waste. The only alternative would be to increase the supercritical water feed temperature, although this is not currently possible with the current CHFS set-up, as any increase in temperature will exceed the maximum temperature rating of the pipe at 240 bar pressure. However, it is plausible to design a CHFS system constructed of different components which would allow a significant increase in supercritical water temperature, and such a development could potentially enable other hard-to-obtain phases. Alternatively, a much longer residence time (on the order of minutes) could be
achieved by incorporating an extremely long (e.g. 50 m) pipe section in an oven after the CJM to potentially increase crystallinity of the LCO or NMC products. This would only be a practical solution if the overall flow-rate of the CHFS process could be significantly increased to avoid significant product build-up in the pipe.

Additionally, further electrode optimisation may also improve performance, i.e. by changing the active material:carbon ratio, or by changing the electrode preparation method. It is suggested that ball-milling may be too intensive to produce electrodes from layered materials (as layers can more easily slide over each other to cause defects), and therefore gentler methods (such as high shear mixing) should be explored as an alternative.
8. Synthesis of MgCr₂O₄ for Multivalent Battery Assessment

8.1. Aims

MgCr₂O₄ is a potential Mg-ion battery cathode material, and this section describes efforts to develop nano-sized MgCr₂O₄ samples via CHFS for Mg-ion battery testing. The kinetics of Mg-ion cells are typically sluggish; therefore, a range of particle sizes were attempted for potential future comparison. Achieving a MgCr₂O₄ sample which possesses phase purity, high crystallinity and small particle sizes is the goal of this chapter.

8.2. Background

8.2.1. Spinel Compounds for Multivalent Batteries

The main attraction of Mg-ion over Li-ion batteries is their higher theoretical energy density. Any reactions involving the Mg²⁺ ion are two-electron processes, rather than the one-electron processes involving Li⁺, effectively doubling the charge transfer when these ions migrate between electrodes. In addition, Mg metal anodes have much greater volumetric capacity than commercial Li-ion graphite anodes (∼3833 mA h cm⁻³ vs. ∼800 mA h cm⁻³ respectively), and are also inherently safer than Li anodes as they do not form dendrites upon repeated cycling.⁹⁷,⁹⁸

Unfortunately, there are still many problems which prevent the commercialisation of multivalent-ion technology. Such issues include unstable electrolytes, unwanted degradation or solvent reactions/processes and poor cycle life. Specifically regarding Mg-ion cathode materials, the key issues are low operating voltages vs. Mg/Mg²⁺ (resulting in poor energy density),¹⁸⁸-¹⁹⁰ sluggish ion mobility (resulting in low capacities and power capability),¹⁸⁹,¹⁹¹ and competing conversion reactions (resulting in capacity fade with repeated cycling).¹⁹² Therefore, significant advances in cathode operating voltage and capacity are required to develop a successful Mg-ion cell which surpasses commercial Li-ion cells.

The first demonstration of an Mg-ion cell was performed by Aurbach in 2000, using an Mg anode and an Mg₅Mo₆S₈ cathode.⁹⁸ While the magnesiation reaction of this
cathode has been shown to be highly reversible with good kinetics, the overall energy
density was still well below the United States Advanced Battery Consortium (USABC)
target for multivalent systems (77 vs. 908 W h kg\(^{-1}\)).\(^{293}\) Therefore, the investigation of
other compounds with greater potential energy density is paramount for enabling
multivalent-ion batteries.

Possible high-capacity candidates for Mg-ion cathodes include MoO\(_3\),\(^{294,295}\) V\(_2\)O\(_5\),\(^{291,295,296}\) and spinel compounds with formula AB\(_2\)O\(_4\) (where A is divalent and B
is trivalent).\(^{297-299}\) These structures generally have large interstitial sites for M\(^{2+}\)
intercalation, or are layered structures which can incorporate these ions between metal
oxide sheets. MoO\(_3\) has already been shown to display relatively high Mg intercalation
capacity (~200 mA h g\(^{-1}\)) with operating voltage of ~2.25 V, which offers a fivefold
increase on energy density compared to Mg\(_x\)Mo\(_6\)S\(_8\).\(^{292}\) However, the observed capacity
is still well short of the theoretical (372 mA h g\(^{-1}\)), which is typically ascribed to poor
ion diffusion kinetics. In addition, partial irreversibility of Mg intercalation and
capacity fade are commonly observed for this compound. However, the high potential
capacity of this cathode means that it is still of high academic interest.

V\(_2\)O\(_5\) has also demonstrated reversible Mg-ion intercalation, and possesses a relatively
high theoretical energy density (660 W h kg\(^{-1}\)). Unfortunately, V\(_2\)O\(_5\) has often
displayed slow reaction kinetics, and observed capacities have varied substantially
between different reports. This is suspected to be due to the role of intercalated water
in the V\(_2\)O\(_5\) layers, making an assessment of the relative merits of V\(_2\)O\(_5\) difficult.\(^{300,301}\)
However, nanosizing of V\(_2\)O\(_5\) has generally proven a successful method for increasing
performance despite the disparity between reports.\(^{295}\)

More recently, novel multivalent cathode materials based on spinel compounds were
proposed from a computational study.\(^{297}\) These compounds possessed the chemical
formula AB\(_2\)O\(_4\), where A = Mg, Ca or Zn and B = Ti, V, Mn, Fe, Cr, Co and Ni, and
operated according to Equation 8.1. The A\(^{2+}\) ion occupies tetrahedral sites in the spinel
structure, and diffuses within the 3D diffusion network in an analogous way to Li
within LiMn\(_2\)O\(_4\) spinel.\(^{302}\) According to theoretical calculations, these compounds
generally have energy densities which surpass those of Li-ion, and some even achieve
the USABC target (Figure 8.1). However, reversible A\(^{2+}\) intercalation has only been
conclusively demonstrated in one of these spinels (MgMn$_2$O$_4$). The high activation energy barrier for diffusion of multivalent ions in these structures (typically 600 meV) suggests that nanosizing is necessary to achieve a significant, observable reaction. To give some context to the activation energy barriers, typically a barrier of 525 meV is the upper limit for micron-sized particles to achieve reasonable charge/discharge performance (complete charge or discharge achieved in ~2 h). However, when particle size is decreased by an order of magnitude, the activation energy can be 60 meV higher for a similar electrochemical performance to be observed. Therefore, an activation energy barrier of 645 meV may be tolerated in 100 nm particles. For this reason, spinel particles < 100 nm should be targeted for multivalent testing.

\[ \text{AB}_2\text{O}_4 \rightarrow x\text{A}^{2+} + \text{A}_{1-x}\text{B}_2\text{O}_4 + 2x\text{e}^- \]

Equation 8.1 – The multivalent cathodic charge reaction.

Figure 8.1 – Theoretical energy densities of various spinel compounds in multivalent-ion cells, reprinted from reference 297.
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Of the spinel compounds listed above, MgCr$_2$O$_4$ possesses numerous advantages compared to MgMn$_2$O$_4$. Firstly, Cr$^{3+}$ is a d$^3$ ion, which means it is especially stable in the octahedral spinel site due to crystal field effects. MgCr$_2$O$_4$, therefore, has a very low degree of inversion, i.e. little Mg is found on octahedral sites, and little Cr is found on tetrahedral sites.$^{303}$ This reduces the potential for diffusion-limiting blockages within the crystal structure. MgMn$_2$O$_4$, in contrast, nearly always has some degree of inversion. Furthermore, MgCr$_2$O$_4$ possesses one of the highest energy densities of the candidate compounds, with a high voltage (3.5 V) and capacity (270 mA h g$^{-1}$), and has lower activation energy than MgMn$_2$O$_4$ (650 meV vs. 800 meV). Therefore, MgCr$_2$O$_4$ is a prime candidate for multivalent testing.

8.2.2. Previous syntheses of MgCr$_2$O$_4$

MgCr$_2$O$_4$ has been used for a variety of different applications unrelated to Mg-ion; it has a very high melting point of 2350 °C, and does not react with concentrated mineral acids.$^{304}$ Therefore, it has employed as a refractory material due to its chemical
stability, but has also shown catalytic activity for the oxidation of light hydrocarbons and organic pollutants.\textsuperscript{305,306}

Historically, MgCr\textsubscript{2}O\textsubscript{4} has been synthesised \textit{via} solid-state processes from metal oxides, and typically required high heat-treatments (1600 °C) and long reaction times, which produced micron-sized particles.\textsuperscript{307} To produce high surface area particles, a range of low-temperature techniques have been explored. Chandran \textit{et al.} produced MgCr\textsubscript{2}O\textsubscript{4} \textit{via} combustion synthesis at 375 °C from Mg and Cr metal nitrates with maleic hydrazide fuel, generating particles with 0.9 \(\mu\)m average particle size (72 m\(^2\) g\(^{-1}\) surface area), although with a very wide particle size distribution. De Andrade \textit{et al.} refined MgCr\textsubscript{2}O\textsubscript{4} synthesis by this technique, successfully achieving MgCr\textsubscript{2}O\textsubscript{4} particles in the range 5 – 26 nm in size (153 m\(^2\) g\(^{-1}\) surface area) using solution combustion synthesis with glycine fuel.

Other solution-based techniques have also been successful in generating nanosized MgCr\textsubscript{2}O\textsubscript{4}. Li \textit{et al.} pioneered a citrate sol-gel process to generate 20 nm particles, chelating Mg(NO\textsubscript{3})\textsubscript{2} and Cr(NO\textsubscript{3})\textsubscript{3} with citric acid in water, and evaporating the water solvent to leave a dried gel. This gel was calcined at different temperatures to form the nano-MgCr\textsubscript{2}O\textsubscript{4}. They found from a combination of DSC and XRD analysis that the spinel phase began to form at approximately 550 °C, and fully crystallised by 600 °C.

A contrasting method was presented by Morozova \textit{et al.}, where a mixed Mg and Cr hydroxide was co-crystallised from nitrate precursors and heated in air. DSC revealed three endotherms with minima at ~100 °C, ~220 °C and ~450 °C. This was attributed to three distinct modes of water loss and/or hydroxyl conversion. The exotherm from crystallisation of MgCr\textsubscript{2}O\textsubscript{4} was not observed, and the authors suggested the crystallisation process occurred concurrently with hydroxyl conversion. From XRD, they proposed crystallisation to form the spinel phase began at 500 °C and was complete by 600 °C, with particle sizes growing from 10 to 40 nm between 500 – 1000 °C. They postulated the presence of Cr\textsuperscript{4+} in the lattice was responsible for the p-type electronic conductivity observed in the synthesised powder. Cr\textsuperscript{4+} could presumably form with Cr\textsuperscript{3+} or Mg\textsuperscript{2+} vacancies to charge-balance, although no evidence of this was supplied by the authors.
Durrani et al. synthesised MgCr$_2$O$_4$ via a two-step hydrothermal and calcination process using Mg(NO$_3$)$_2$ and Cr(NO$_3$)$_3$ precursors combined with NaOH, producing 40 nm crystallites at 650 °C calcination temperature (estimated from Scherrer analysis). No characterisation of the initial hydrothermal product was made, aside from the observation of the green colour of the powder. TGA/DSC analysis revealed significant mass loss upon calcination of the hydrothermal product (~37% when heated to 1000 °C), implying significant hydroxyl content in the hydrothermally-produced sample (Figure 8.3). Indeed, the endothermic peak at 260 – 350 °C was attributed (in part) to hydroxyl decomposition, with an exothermic maxima at 442 °C ascribed to MgCr$_2$O$_4$ crystallisation. They therefore suggested that the binary oxides (MgO and Cr$_2$O$_3$) form first, followed by conversion to MgCr$_2$O$_4$. However, they provided no evidence for this mechanism beyond the TGA/DSC data, which was fairly complex (Figure 8.3). Therefore, it is clear that hydrothermal synthesis alone can produce intermediate products, which can be further heat-treated to generate the MgCr$_2$O$_4$ spinel structure.

![Figure 8.3 – TGA/DSC curves, where the TGA curve is red and the DSC curve is blue, of the calcination of a hydrothermally produced initial product (heating rate 10 °C min$^{-1}$). Reprinted with permission from Durrani, S. K., Naz, S., Nadeem, M. & Khan, A. A. Thermal, structural, and impedance analysis of nanocrystalline magnesium chromite spinel synthesized via hydrothermal process. J. Therm. Anal. Calorim. 116, 309–320 (2014). Copyright 2014 Springer.](image-url)
8.3. Experimental

The MgCr$_2$O$_4$ samples, henceforth referred to as “MCO”, were synthesised using the Low-Temperature and High-Temperature Lab-Scale CHFS processes. Low-temperature experiments were conducted with pump P1, P2, and P3 flow rates of 80, 40, 40 and 80, 25, 25 mL min$^{-1}$, which gave mixing point temperatures of 378 or 335 °C, respectively, in the Low-Temperature Lab-Scale mixer (Figure 8.4, Section 2.1.2.1). The high-temperature reactions, in contrast, were conducted using flow rates of 80, 5 and 5 mL min$^{-1}$, respectively, which gave a mixing point temperature of 402 °C (Figure 8.5).

The first precursor solution (fed in via pump P2) consisted of: Cr(NO$_3$)$_3$·9H$_2$O (99%, Acros Organics, Loughborough, UK), Mg(NO$_3$)$_2$·6H$_2$O (99%, Sigma Aldrich, Steinheim, Germany) in DI water, with concentrations as described in Table 8.1. The second solution, fed in via P3, was various concentrations of Acros Organics (86%, Fisher Scientific, Loughborough, UK) in DI water.

![Diagram](image-url)

Figure 8.4 – MgCr$_2$O$_4$ synthesis schematic using the Low-Temperature Lab-Scale CHFS apparatus, displaying the flow-rates employed and the precursors used.
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Figure 8.5 – MgCr$_2$O$_4$ synthesis schematic using the High-Temperature Lab-Scale CHFS apparatus, displaying the flow-rates employed and the precursors used.

The product slurry was collected in a plastic container open to the atmosphere at a production rate of 160, 130 or 90 mL min$^{-1}$, depending on the flow-rates of the precursor solutions. The slurry was allowed to settle (1 h) and the supernatant siphoned off. Repeated centrifugation and washing with D.I. water was performed (3 × 4500 rpm for 5 minutes) until the conductivity of the supernatant was reduced below 60 µS m$^{-1}$. The resulting clean, wet paste was freeze-dried as further described in Section 2.1.3.3.

Powder XRD patterns of the samples were collected using set-up b in Section 2.1.4.1, over a 20 range of 2 – 60°, 0.5° steps, 10 s per step. Rietveld analysis was performed using MAUD (Material Analysis Using Diffraction) software.132
8.4. Results and Discussion

8.4.1. Structural Characterisation

CHFS was employed to attempt to synthesise phase-pure MgCr$_2$O$_4$ for Mg-ion battery applications, with a range of synthesis temperatures and base concentrations according to Table 8.1. The samples are named “MCO-x-y”, where $x$ is the mixing point temperature (in °C) and $y$ is the KOH concentration in M. The KOH concentrations were varied between reactions so that the base content was equimolar with the sum of [HCOOH] and [NO$_3^-$], and additional experiments were performed with an excess of KOH. The Cr$_2$O$_3$ sample was synthesised at 335 °C as a comparison, and was named “Cr$_2$O$_3$-335-0.3” in an analogous manner.

Table 8.1 – The mixing point temperatures (Tmix), precursor concentrations, yields, observed pH and supernatant colour observed in the MCO synthesis reactions.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>T$_{\text{mix}}$</th>
<th>[Mg(NO$_3$)$_2$]/ M</th>
<th>[Cr(NO$_3$)$_3$]/ M</th>
<th>[HCOOH]/ M</th>
<th>[KOH]/ M</th>
<th>Yield /%</th>
<th>pH</th>
<th>Supernatant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr$_2$O$_3$-335-0.3</td>
<td>335</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0.3</td>
<td>140</td>
<td>14</td>
<td>Pale green</td>
</tr>
<tr>
<td>MCO-335-0.4</td>
<td>335</td>
<td>0.05</td>
<td>0.1</td>
<td>0</td>
<td>0.4</td>
<td>128</td>
<td>14</td>
<td>Pale green</td>
</tr>
<tr>
<td>MCO-335-0.7</td>
<td>335</td>
<td>0.05</td>
<td>0.1</td>
<td>0</td>
<td>0.7</td>
<td>148</td>
<td>14</td>
<td>Pale green</td>
</tr>
<tr>
<td>MCO-37-0.4</td>
<td>378</td>
<td>0.05</td>
<td>0.1</td>
<td>0</td>
<td>0.4</td>
<td>103</td>
<td>14</td>
<td>Pale green</td>
</tr>
<tr>
<td>MCO-37-0.7</td>
<td>378</td>
<td>0.05</td>
<td>0.1</td>
<td>0</td>
<td>0.7</td>
<td>106</td>
<td>14</td>
<td>Pale green</td>
</tr>
<tr>
<td>MCO-402-1.8</td>
<td>402</td>
<td>0.25</td>
<td>0.5</td>
<td>0.3</td>
<td>1.8</td>
<td>N/A</td>
<td>10</td>
<td>Yellow</td>
</tr>
<tr>
<td>MCO-402-2.3</td>
<td>402</td>
<td>0.25</td>
<td>0.5</td>
<td>0.3</td>
<td>2.3</td>
<td>N/A</td>
<td>13</td>
<td>Yellow</td>
</tr>
<tr>
<td>MCO-402-3.3</td>
<td>402</td>
<td>0.25</td>
<td>0.5</td>
<td>0.3</td>
<td>3.3</td>
<td>N/A</td>
<td>14</td>
<td>Yellow</td>
</tr>
</tbody>
</table>

In general, all synthesised powders were a green-white colour, with yields that were greater than would be expected for pure MgCr$_2$O$_4$ or Cr$_2$O$_3$, implying incomplete formation of the oxide and significant presence of hydroxide. For experiments at the highest temperature (402 °C), formic acid was included in the P2 precursor stream as a precautionary measure to prevent oxidation of Cr(III) to Cr(VI). Formic acid breaks down in supercritical water to give a reducing atmosphere, according to Equation 8.2.\textsuperscript{309} Despite this measure, a yellow supernatant was still observed and the samples were immediately disposed of, due to the high carcinogenicity of Cr(VI). It is postulated that the NO$_3^-$ ion acted as the oxidising agent, according to Equation 8.3.
HCOOH $\rightarrow$ H$_2$ + CO$_2$

Equation 8.2 – The decomposition of formic acid in supercritical water to produce H$_2$ (a reducing agent).

\[ \text{Cr}^{3+} + 3\text{H}_2\text{O} + 3\text{NO}_3^- \rightarrow \text{Cr}^{6+} + 6\text{OH}^- + 3\text{NO}_2 \]

Equation 8.3 – The proposed redox reaction generating Cr(VI) at mixing-point temperatures exceeding 400 °C.

XRD patterns of the MgCr$_2$O$_4$ products synthesised below 400 °C revealed extremely broad diffraction peaks which matched to the desired phase (PDF Card No. 01-087-1175). These could be unambiguously assigned to the MgCr$_2$O$_4$ phase, as they did not match the Cr$_2$O$_3$ reference (PDF Card No. 38-1479), the Cr$_2$O$_3$ sample produced by CHFS (which is likely to be an amorphous-type oxide-hydroxide mixture), MgOH (PDF Card No. 01-086-0441), CrOOH (PDF Card No. 01-074-4780) or MgCrO$_4$ (PDF Card No. 01-074-1225) the only probable alternative phases of the reaction. It is suggested the hydroxide present in these samples caused significant disorder in the crystal structure, which in part resulted in the broad diffraction peaks. The peaks of the samples synthesised at 378 °C were marginally sharper than those at 335 °C, and possibly reflected the increased crystallinity of the samples made at higher temperature.
Figure 8.6 – XRD patterns (Mo-Kα radiation) of the initial Cr₂O₃ and MgCr₂O₄ synthesis products at various synthesis temperatures and base concentrations, including CrOOH, Mg(OH)₂, Cr₂O₃, MgCrO₄ and MgCr₂O₄ reference patterns.

TGA-DSC analysis of sample MCO-335-0.4 confirmed the temperature-dependent nature of hydroxide to oxide conversion in the MCO samples. Two endotherms were observed during the temperature ramp between 25 °C to 1000 °C; the first (with a minimum at ~80 °C) is attributed to loss of adsorbed water on the nanoparticle surface. The second (with a minimum at ~200 °C) is attributed to hydroxide to oxide conversion, with subsequent water release according to Equation 8.4.

\[ \text{MgCr}_2\text{O}_4-\text{x(OH)}_{2\text{x}} \rightarrow \text{MgCr}_2\text{O}_4 + x\text{H}_2\text{O} \]

Equation 8.4 – The conversion of the magnesium chromium oxide-hydroxide mixture to the pure spinel oxide, producing water as a by-product.

The mass loss of 32.5 % over the temperature range resulted in a true yield of 95% for MCO-335-0.4 (as opposed to 140% for the as-prepared sample). It can be seen that the hydroxide conversion endotherm continued to ca. 500 °C, which coincided with the end of significant mass loss, and suggested the formation of the oxide was effectively
complete by this temperature. This endotherm was consistent with similar endothermic processes observed in hydrothermally prepared samples, which was attributed to hydroxyl conversion to oxide.\textsuperscript{308} In the temperature range 200 – 1000 °C, a large exotherm is observed (maximum at ~600 °C), suggesting crystallisation of the MgCr\textsubscript{2}O\textsubscript{4} phase occurred smoothly across this region. This could have been a combination of reduced amorphous character and decreasing surface area, as both processes are exothermic.

Figure 8.7 – TGA/DSC traces of sample MCO-335-0.4, where the TGA trace is blue and the DSC trace is black, with a heating ramp of 5 °C min\textsuperscript{-1} from room temperature to 1000 °C.

To verify the desired ion ratios were attained in the samples, they were heat-treated at 1000 °C for 24 h to fully crystallise the MgCr\textsubscript{2}O\textsubscript{4} phase. The heat-treated powders were grey-black, which is the characteristic colour of MgCr\textsubscript{2}O\textsubscript{4}, in contrast to the white-green colour of the as-prepared samples. The diffraction patterns of these heat-treated samples (named HT-1000-MGO-x-y) all displayed the MgCr\textsubscript{2}O\textsubscript{4} spinel phase unambiguously (PDF Card No. 01-074-1225, Figure 8.8a). However, a slight element imbalance was implied by the segregation of a trace Cr\textsubscript{2}O\textsubscript{3} impurity phase (PDF Card No. 38-1479), which was present in approximately 1 – 2 vol% from Rietveld analysis (Figure 8.8b). This suggested the conversion of the Mg(NO\textsubscript{3})\textsubscript{2} precursor within the CHFS reactor was marginally less than Cr(NO\textsubscript{3})\textsubscript{3}.
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In light of this slight element imbalance, further syntheses were conducted repeating the MCO-335-0.4 synthesis, but with additional experiments with slightly higher Mg(NO$_3$)$_2$ concentrations (1 and 2 mol% excesses). These samples were named “MCO-x-y-z”, where $x$ is the mixing point temperature, $y$ is the KOH concentration and $z$ is the molar excess of Mg(NO$_3$)$_2$ in mol%. The base concentration was raised from 0.4 to 0.5 M KOH, as the initial product of the repeat experiment MCO-335-0.4-0 had an acidic pH and a yellow supernatant, which implied Cr(VI) formation. The yields were extremely similar to those observed for MCO-335-0.4. XRD patterns of the as-prepared samples revealed similar, broad peaks which matched the MgCr$_2$O$_4$ reference pattern. XPS of sample MCO-335-0.5-0 confirmed the slight Mg deficiency, with a Mg:Cr ratio of 27:73 rather than 33:67. Heat-treatments at 1000 °C for 24 revealed the slight molar excess of 2 mol% Mg was sufficient to generate the pure MgCr$_2$O$_4$ phase, with no Cr$_2$O$_3$ impurities (Figure 8.9). The mass of the powders were
measured before and after heat-treatment, and gave the adjusted yields displayed in Table 8.2.

Table 8.2 – The mixing point temperatures ($T_{\text{mix}}$), precursor concentrations, yields, observed pH and supernatant colour observed in the MCO stoichiometry-adjusted synthesis reactions.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>$T_{\text{mix}}$</th>
<th>$[\text{Mg(NO}_3\text{)}_2]$ / M</th>
<th>$[\text{Cr(NO}_3\text{)}_3]$ / M</th>
<th>$[\text{KOH}]$ / M</th>
<th>Yield / %</th>
<th>Adjusted Yield / %</th>
<th>pH</th>
<th>Supernatant</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCO-335-0.5-0</td>
<td>335</td>
<td>0.05</td>
<td>0.1</td>
<td>0.5</td>
<td>141</td>
<td>94</td>
<td>14</td>
<td>Pale green</td>
</tr>
<tr>
<td>MCO-335-0.5-1</td>
<td>335</td>
<td>0.0505</td>
<td>0.1</td>
<td>0.5</td>
<td>138</td>
<td>93</td>
<td>14</td>
<td>Pale green</td>
</tr>
<tr>
<td>MCO-335-0.5-2</td>
<td>335</td>
<td>0.051</td>
<td>0.1</td>
<td>0.5</td>
<td>137</td>
<td>92</td>
<td>14</td>
<td>Pale green</td>
</tr>
</tbody>
</table>

Figure 8.9 – a) XRD patterns (Mo-Kα radiation) of the stoichiometry-adjusted MCO samples heat-treated at 1000 °C for 24h, with the trace Cr$_2$O$_3$ impurities marked with asterisks. b) The same XRD patterns with adjusted y-axes to highlight the Cr$_2$O$_3$ impurity phase. A MgCr$_2$O$_4$ reference pattern is included for comparison (PDF Card No. 01-074-1225).
It was clear from the TGA-DSC analysis that a minimum temperature of 400 °C is required to convert the hydroxyl species in the as-prepared phases to oxide, forming the MgCr$_2$O$_4$ spinel. In order to retain high surface area in the samples, flash-heat-treatments of sample MCO-335-0.4 were conducted using the apparatus described in Section 2.1.3.4 for 10 minutes at various temperatures, as indicated in Figure 8.10. This successfully converted the green as-prepared powder to a black powder in all cases, and crude Rietveld refinement of the XRD patterns revealed a combination of increasing crystallinity and decreasing particle size of the flash heat-treated samples with increasing temperature (this is confirmed later in this section with TEM analysis). An impurity peak at 17.8° was observed in some samples, and was attributed to an impurity in the aperture holding the sample (Figure 8.10). No Cr$_2$O$_3$ impurities were observed, which possibly indicated the slight off-stoichiometry in this sample is metastable at low temperatures, and only segregated into a separate Cr$_2$O$_3$ phase at higher temperatures. Such defects could have been Mg$^{2+}$ vacancies (as the sample was Mg deficient) charge-balanced with Cr$^{4+}$. It would be encouraging if such an Mg deficiency were stable, as simultaneous Mg$^{2+}$ vacancy generation and Cr$^{3+}$ oxidation to Cr$^{4+}$ is the postulated demagnesiation reaction of the spinel compound. Alternatively, it may have been amorphous and not visible by XRD at lower heat-treatment temperatures.
Figure 8.10 – a) XRD patterns (Mo-Kα radiation) of the flash heat-treated samples at temperatures ranging between 400 – 1000 °C, with the diffraction peaks growing more intense and less broad with increasing temperature. A MgCr₂O₄ reference pattern is included for comparison (PDF Card No. 01-074-1225). Additionally, a scan of the aperture without any sample contained is displayed, showing the impurity peak at 17.8°.

Larger-batches of the flash-heat-treated samples at 500 °C, 600 °C and 800 °C were repeated, using the sample MCO-335-0.5-0 as a precursor, and were named FHT-x-MCO-335-0.5-0, where x is the flash-heat-treatment temperature. The trend in the XRD patterns was very similar to the previous flash-heat-treatment experiments, and demonstrated the repeatability of the method.
As the X-Ray diffraction peaks of the MCO samples were generally quite broad, Raman spectroscopy was used to probe the local structure of selected as-prepared and heat-treated MCO samples. The as-prepared samples (reaction temperatures of 335 °C and 375 °C, Figure 8.12a-b) displayed a broad signal in the range 200-1000 cm⁻¹ (the characteristic range for oxides). Upon flash-heat-treatment, the peaks grew sharper with increasing heat-treatment temperature, although not at the characteristic wavenumbers reported previously for MCO (Figure 8.12c-e). In contrast, the sample calcined at 1000 °C displayed extremely sharp signals which could be unambiguously assigned to Raman active modes in MgCr₂O₄ (Figure 8.12f, Table 8.3). The broad peaks below 1000 cm⁻¹ are highly diagnostic of glassy structures, where local vibrational modes are disrupted by first coordination-shell or second coordination-shell defects. Therefore, the XRD, Raman spectroscopy, and TGA/DSC analyses suggested there is a high degree of local disorder in these
MgCr₂O₄ compounds, where the crystallinity of the spinel-like structure was disrupted by the remaining hydroxide present.

Figure 8.12 – Raman spectroscopy of as-prepared (a and b), flash heat-treated (c – e) and 24 h heat-treated (f) MCO samples, with characteristic Raman-active modes of MgCr₂O₄ highlighted. Modes marked with an asterisk have been observed previously in MgCr₂O₄, but not assigned. The mode marked with a ● is assigned to the Cr=O bond stretching mode at 975 cm⁻¹, although whether this is formally an CrO₃ impurity phase or merely a surface feature of the materials is unclear.

Table 8.3 – The Raman-active modes observed in MgCr₂O₄ from literature reports and in sample HT-MCO-335-0.5-2.³¹⁰,³¹¹

<table>
<thead>
<tr>
<th>Raman Active Mode</th>
<th>Literature Wavenumber / cm⁻¹</th>
<th>Observed Wavenumber / cm⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>E₉</td>
<td>447</td>
<td>444</td>
</tr>
<tr>
<td>F₂g</td>
<td>544</td>
<td>541</td>
</tr>
<tr>
<td>F₂g</td>
<td>614</td>
<td>609</td>
</tr>
<tr>
<td>A₁g</td>
<td>687</td>
<td>680</td>
</tr>
</tbody>
</table>
8.4.2. Microscopy and Surface Area analysis

TEM was employed to analyse the particle size and morphology, as the particle sizes were below the resolution of the FE-SEM equipment. EDS analysis confirmed an even dispersion of Mg and Cr within the MCO-335-0.4 material, which was consistent with the assertion that the sample was an amorphous-type MgCrO$_4$–$(\text{OH})_{2x}$ phase, as opposed to individual Mg(OH)$_2$ and CrO$_x$OH$_y$ particles. TEM images revealed amorphous particles approximately 2 nm in size (the lack of crystallinity made particle size analysis impossible, as clear particle boundaries could not be observed). The amorphous nature of the agglomerates was confirmed with a Fourier-transform of the TEM image, which mostly displayed an amorphous halo. However, some faint electron diffraction spots were observed, corresponding to a d-spacing of ~ 2 Å. This may correspond to the (3 2 2) MgCr$_2$O$_4$ lattice spacing, although given the degree of disorder in the structure, the assignation is tentative at best.
The flash heat-treatments successfully generated more crystalline MgCr$_2$O$_4$ as observed by TEM. Lattice planes could be more clearly observed in the sample with the lowest heat-treatment temperature (Figure 8.14a). With increasing heat-treatment temperature, significant populations of particles > 10 nm were generated according to the particle size distributions (Figure 8.15a-c), with average particle sizes increasing from 3.7 ± 2.4 nm to 16.3 ± 9.6 nm (Figure 8.15d). The heat-treatments also induced
a morphology change, with pseudo-spherical particles observed at lower temperatures, and cuboid morphology favoured at higher temperatures (Figure 8.14a-c). The highest heat-treatment temperature (800 °C) yielded extremely crystalline particles, as evidenced by the clear lattice planes observed in Figure 8.14d. Selected area diffraction was performed on a particle of sample FHT-800-MCO-335-0.5-0, where points in the pattern could be assigned to lattice planes based upon their d-spacing, and revealed the particles were faceted primarily on the (1 1 1) surface, which has been commonly observed in spinel-type compounds.\textsuperscript{314} BET analysis was performed on MCO-335-0.5-0 and the flash-heat-treated samples, and confirmed that heat-treatments of 400 and 500 °C were successful in increasing crystallinity without drastically sacrificing surface area (Figure 8.16). Particle sizes were estimated using the spherical approximation (details in Section 2.1.4.7), and correlated well with the particle sizes discerned from TEM.

The particle sizes generated by flash heat-treatment are smaller than any reported MgCr\textsubscript{2}O\textsubscript{4} spinel sample in literature.\textsuperscript{29,30,304,306,308,315–318} In addition, the specific surface areas of the samples heat-treated at 500 and 600 °C are approximately double the highest achieved for MgCr\textsubscript{2}O\textsubscript{4} by Andrade \textit{et al.}\textsuperscript{317} Therefore, these samples are of interest for multivalent battery electrode assessment, and could be used to probe the effects of particle size and crystallinity on multivalent performance.
Figure 8.14 – TEM microscopy of samples a) FHT-500-MCO-335-0.5-0, b) FHT-600-MCO-335-0.5-0 and c) FHT-800-MCO-335-0.5-0. d) A magnified TEM image of FHT-800-MCO-335-0.5-0 observed down the [0 1 1̅] direction, where selected area diffraction revealed the surface planes. e) Selected area diffraction of FHT-800-MCO-335-0.5-0 observed down the [01̅ 1] axis, with the Miller indices of the diffraction spots indicated.
Figure 8.15 – Particle size distributions (from TEM) of samples a) FHT-500-MCO-335-0.5-0, b) FHT-600-MCO-335-0.5-0 and c) FHT-800-MCO-335-0.5-0. d) A plot of average particle size (with standard deviations plotted as error bars) as a function of heat-treatment temperature.

Figure 8.16 – BET surface area analysis of the as-prepared and flash-heat-treated samples, indicating the specific surface areas and estimated particle diameters (using the spherical approximation).
8.5. Conclusions and Further Work

MgCr₂O₄ was successfully synthesised via a combination of CHFS and flash-heat-treatment for the first time. The heat-treatment temperature had a strong impact on particle size, morphology, and crystallinity, and suggests that the heat-treatment temperature could be tailored to achieve a desired balance between these factors.

It is suggested that the initial phase produced from the CHFS reactor was a glassy spinel phase, which was only partially decomposed MgCr₂(OH)₈ hydroxide. Hence a later heat-treatment was required to achieve a more crystalline spinel phase, with the onset of crystallisation occurring at 400 °C or above. Flash heat-treatment was successful in producing more crystalline MgCr₂O₄ phases without sacrificing significant surface area.

Further synthesis work that could be attempted to synthesise MgCr₂O₄ should focus on generating the crystalline phase without requiring an additional heating step, which may prevent some of the particle growth observed with the flash-heat-treatment study. It is not possible to simply increase the reaction temperature (keeping other reaction conditions the same) to generate crystalline MgCr₂O₄ directly from CHFS; higher reaction temperatures resulted in oxidation of Cr³⁺ to Cr⁶⁺, and this was not prevented by inclusion of a reducing agent. It is suggested alternative precursors could be used which are less oxidising, such as metal acetates, which possess reducing counterions.

The three flash-heat-treated samples discussed within this chapter will be sent to a specialist multivalent electrochemistry group in the U.S.A. (Cabana Group, UIC) for Mg-ion testing, and will hopefully reveal reversible Mg-ion intercalation chemistry. Mg-ion intercalation is suggested to be very sensitive to particle size, but may also require high-crystallinity particles to enable Mg-ion diffusion. Therefore, the array of MgCr₂O₄ particle sizes and crystallinities synthesised in this chapter will be ideal to determine if MgCr₂O₄ is an active multivalent material, and which of these two factors has the dominant effect on performance.
Chapter 9 - Conclusions and Further Work

9. Conclusions and Further Work

This thesis investigated the synthesis and electrochemical testing of nanometric cathode materials for Li-ion and Mg-ion batteries using a continuous hydrothermal synthesis method. For many of the materials tested, they were the first of their respective phases to be achieved by CHFS. Typically, CHFS-made materials are simple metal oxides, so the production of more complex species with multiple metal ions (or phosphate counter-ions) within this thesis represents a marked improvement on the versatility of this technique.

Furthermore, significant improvements in the electrochemical performance of these materials compared to bulk micron-sized particles was achieved by a combination of nanosizing, doping and surface modification with carbon. Their performance compares favourably with similar materials made in literature, which often rely on high-temperature or poorly-scalable synthesis techniques, and suggests that CHFS has great potential to efficiently generate high-quality nanomaterials for electrochemical devices on a commercial scale.

However, it should be stressed that the intrinsic flaws present in nanoparticulate electrodes were observed within this thesis. Side-reactions with the electrolyte were observed beyond the first charge/discharge cycle for all materials, which led to rapid capacity fade when tested in a full cell. It is suggested, therefore, that further work is required to develop electrolyte additives which stabilise nanoparticulate surfaces. Furthermore, modifying the nanoparticles themselves to reduce side reactions should also be pursued – for example, generating protective surface coatings or embedding them in a larger host material may enable a compromise between the high-rate performance of nanomaterials and the stability of micron-sized materials.

One possible application of nanomaterials which would side-step this issue is within multivalent batteries, particularly Mg-ion. As the Mg-ion battery relies on a Mg-metal anode, it is not inconceivable that small side-reactions could be tolerated, as Mg could be replenished from a slightly oversized Mg anode. Furthermore, the kinetics of Mg insertion/extraction are so poor that nanomaterials may be required to achieve
significant charge storage. Therefore, CHFS-made nanomaterials could potentially enable a successful Mg-ion technology that surpasses Li-ion.

In summary, this thesis has demonstrated the opportunities and deficiencies of nanomaterials made via CHFS for electrochemical applications, and has revealed exciting avenues of further work to develop a step-change in energy storage technology.
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11. Appendix I: Rietveld Refinement Plots

Figure 11.1 – Experimental (black) and calculated (red) diffraction patterns for a LaB$_6$ standard (set-up c, Section 2.1.4.1, Mo-K$_\alpha$ radiation), with the difference (blue) plotted underneath. $R_{wp} = 17.7$, $\chi^2 = 1.02$.

Figure 11.2 – Experimental (black) and calculated (red) diffraction patterns for sample LFP1 from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-K$_\alpha$ radiation), with the difference (blue) plotted underneath. $R_{wp} = 22.6$, $\chi^2 = 1.25$.

Figure 11.3 – Experimental (black) and calculated (red) diffraction patterns for sample LFP2 from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-K$_\alpha$ radiation), with the difference (blue) plotted underneath. $R_{wp} = 24.5$, $\chi^2 = 1.39$. 


Figure 11.4 – Experimental (black) and calculated (red) diffraction patterns for sample LFVP(2.5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 30.2$, $\chi^2 = 1.60$.

Figure 11.5 – Experimental (black) and calculated (red) diffraction patterns for sample LFVP(5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 27.1$, $\chi^2 = 1.44$.

Figure 11.6 – Experimental (black) and calculated (red) diffraction patterns for sample LFVP(10) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 26.1$, $\chi^2 = 1.40$. 
Figure 11.7 – Experimental (black) and calculated (red) diffraction patterns for sample LFVP(20) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 26.7, \chi^2 = 1.47$.

Figure 11.8 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFP1 from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 4.48, \chi^2 = 1.34$.

Figure 11.9 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFVP(2.5) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 4.87, \chi^2 = 1.40$. 
Figure 11.10 – Experimental (black) and calculated (red) diffraction patterns for sample $\Delta$LFVP(5) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 4.75$, $\chi^2 = 1.33$.

Figure 11.11 – Experimental (black) and calculated (red) diffraction patterns for sample $\Delta$LFVP(10) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 4.24$, $\chi^2 = 1.18$.

Figure 11.12 – Experimental (black) and calculated (red) diffraction patterns for sample $\Delta$LFVP(20) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 7.45$, $\chi^2 = 1.98$. 
Figure 11.13 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(0.01) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 17.2$, $\chi^2 = 1.14$.

Figure 11.14 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(0.1) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 17.6$, $\chi^2 = 1.23$.

Figure 11.15 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(0.5) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 17.1$, $\chi^2 = 1.03$. 
Figure 11.16 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(1.0) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 15.5, \chi^2 = 1.04$.

Figure 11.17 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(1.5) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 16.3, \chi^2 = 1.10$.

Figure 11.18 – Experimental (black) and calculated (red) diffraction patterns for sample ΔLFNP(2.0) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 15.6, \chi^2 = 1.09$. 
Figure 11.19 – Experimental (black) and calculated (red) diffraction patterns for large-scale sample $\Delta$LFVP(5) from Rietveld refinement (set-up c, Section 2.1.4.1, Mo-K\(\alpha\) radiation), with the difference (blue) plotted underneath. $R_{wp} = 3.75$, $\chi^2 = 2.17$.

Figure 11.20 – Experimental (black) and calculated (red) diffraction patterns for sample LMP from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-K\(\alpha\) radiation), with the difference (blue) plotted underneath. $R_{wp} = 22.0$, $\chi^2 = 1.07$.

Figure 11.21 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(0,2.5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-K\(\alpha\) radiation), with the difference (blue) plotted underneath. $R_{wp} = 20.3$, $\chi^2 = 1.07$. 
Figure 11.22 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(0,5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 21.1, \chi^2 = 1.06$.

Figure 11.23 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(0,10) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 22.1, \chi^2 = 1.15$.

Figure 11.24 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(0,15) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 21.7, \chi^2 = 1.11$. 
Figure 11.25 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(0,20) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 20.2$, $\chi^2 = 1.02$.

Figure 11.26 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(5,15) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 22.0$, $\chi^2 = 1.10$.

Figure 11.27 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(10,10) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 23.1$, $\chi^2 = 1.10$. 
Figure 11.28 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(15,5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 20.4$, $\chi^2 = 1.06$.

Figure 11.29 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(2.5,0) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 23.0$, $\chi^2 = 1.11$.

Figure 11.30 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(5,0) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 20.9$, $\chi^2 = 1.05$. 
Figure 11.31 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(10,0) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 23.5$, $\chi^2 = 1.18$.

Figure 11.32 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(15,0) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 21.4$, $\chi^2 = 1.07$.

Figure 11.33 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(20,0) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Kα radiation), with the difference (blue) plotted underneath. $R_{wp} = 21.2$, $\chi^2 = 1.10$. 
Figure 11.34 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(1.25,1.25) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Κα radiation), with the difference (blue) plotted underneath. $R_{wp} = 20.9$, $\chi^2 = 1.06$.

Figure 11.35 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(2.5,2.5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Κα radiation), with the difference (blue) plotted underneath. $R_{wp} = 20.0$, $\chi^2 = 1.06$.

Figure 11.36 – Experimental (black) and calculated (red) diffraction patterns for sample LMFVP(5,5) from Rietveld refinement (set-up a, Section 2.1.4.1, Cu-Κα radiation), with the difference (blue) plotted underneath. $R_{wp} = 21.3$, $\chi^2 = 1.09$. 
Figure 11.37 – Experimental (black) and calculated (red) diffraction patterns for sample LT-LCO-1 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the $\text{Co}_3\text{O}_4:\text{LiCoO}_2$ volume ratio, with the difference (blue) plotted underneath. $R_{wp} = 13.1, \chi^2 = 1.07$.

Figure 11.38 – Experimental (black) and calculated (red) diffraction patterns for sample LT-LCO-2 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the $\text{Co}_3\text{O}_4:\text{LiCoO}_2$ volume ratio, with the difference (blue) plotted underneath. $R_{wp} = 16.4, \chi^2 = 1.59$.

Figure 11.39 – Experimental (black) and calculated (red) diffraction patterns for sample LT-LCO-5 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the $\text{Co}_3\text{O}_4:\text{LiCoO}_2$ volume ratio, with the difference (blue) plotted underneath. $R_{wp} = 16.9, \chi^2 = 1.47$. 
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Figure 11.40 – Experimental (black) and calculated (red) diffraction patterns for sample LT-LCO-10 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the Co$_3$O$_4$:LiCoO$_2$ volume ratio, with the difference (blue) plotted underneath. $R_{wp} = 16.2$, $\chi^2 = 1.46$.

Figure 11.41 – Experimental (black) and calculated (red) diffraction patterns for sample LT-LCO-20 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the Co$_3$O$_4$:LiCoO$_2$ volume ratio, with the difference (blue) plotted underneath. $R_{wp} = 17.4$, $\chi^2 = 1.65$.

Figure 11.42 – Experimental (black) and calculated (red) diffraction patterns for sample NMC 1/3 1/3 1/3 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the NMC:NiO volume ratio, with the difference (blue) plotted underneath. $R_{wp} = 17.9$, $\chi^2 = 1.83$. 
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Figure 11.43 – Experimental (black) and calculated (red) diffraction patterns for sample NMC 2/5 1/5 2/5 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the NMC: NiO volume ratio, with the difference (blue) plotted underneath. $R_{wp} = 13.5$, $\chi^2 = 1.54$.

Figure 11.44 – Experimental (black) and calculated (red) diffraction patterns for sample NMC 2/5 2/5 1/5 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the NMC: NiO volume ratio, with the difference (blue) plotted underneath. $R_{wp} = 16.9$, $\chi^2 = 1.74$.

Figure 11.45 – Experimental (black) and calculated (red) diffraction patterns for sample NMC 1/5 3/5 1/5 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the NMC: NiO volume ratio, with the difference (blue) plotted underneath. $R_{wp} = 16.9$, $\chi^2 = 2.14$. 
Figure 11.46 – Experimental (black) and calculated (red) diffraction patterns for sample NMC 3/5 1/5 1/5 from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate the NMC:NiO volume ratio, with the difference (blue) plotted underneath. \( R_{wp} = 12.6, \chi^2 = 1.45 \).

Figure 11.47 – Experimental (black) and calculated (red) diffraction patterns for sample MCO-335-0.4 (flash heat-treated at 400 °C for 10 min) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate particle size, with the difference (blue) plotted underneath. \( R_{wp} = 13.2, \chi^2 = 1.60 \).

Figure 11.48 – Experimental (black) and calculated (red) diffraction patterns for sample MCO-335-0.4 (flash heat-treated at 500 °C for 10 min) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate particle size, with the difference (blue) plotted underneath. \( R_{wp} = 14.0, \chi^2 = 1.78 \).
Figure 11.49 – Experimental (black) and calculated (red) diffraction patterns for sample MCO-335-0.4 (flash heat-treated at 600 °C for 10 min) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate particle size, with the difference (blue) plotted underneath. \( R_{wp} = 13.6, \chi^2 = 1.72 \).

Figure 11.50 – Experimental (black) and calculated (red) diffraction patterns for sample MCO-335-0.4 (flash heat-treated at 700 °C for 10 min) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate particle size, with the difference (blue) plotted underneath. \( R_{wp} = 13.0, \chi^2 = 1.54 \).

Figure 11.51 – Experimental (black) and calculated (red) diffraction patterns for sample MCO-335-0.4 (flash heat-treated at 800 °C for 10 min) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate particle size, with the difference (blue) plotted underneath. \( R_{wp} = 12.3, \chi^2 = 1.44 \).
Figure 11.52 – Experimental (black) and calculated (red) diffraction patterns for sample MCO-335-0.4 (flash heat-treated at 900 °C for 10 min) from Rietveld refinement (set-up b, Section 2.1.4.1, Mo-Kα radiation) to estimate particle size, with the difference (blue) plotted underneath. \( R_{wp} = 12.8, \chi^2 = 1.34 \).