implementation of such a strategy have not been taken into account in the models. The authors also discuss a number of potential limitations in the study and its underlying assumptions. For example, it is assumed that, within a given sex and education group, there are no systematic differences between those with above and below level 1 skills which might additionally affect their wages (the classic endogeneity problem). No account is taken of the effects of major changes in skills levels on the overall supply and demand for skilled and unskilled workers (and therefore on wages and returns to basic skills). Nor do the estimates take account of changes in the dispersion of wages over time.

Hollenbeck (1996) also provides an estimate of the wage impact of workplace basic skills training for US workers, and, by implication, productivity gains for employers, based on two data sets: that of the 1991 National Household Education Survey (NHES), a one-off survey from which he was able to estimate numbers participating in ‘basic skills’ programmes as opposed to other workplace training, and the Current Population Survey (CPS), conducted monthly by the Census Bureau on behalf of the US Department of Labor. His estimates are that, over the entire population (males and females), workplace basic skills training increases earnings by about 17% (NHES) or 11% (CPS). Controlling for type of industry and occupation the effects still remain substantial at 13% and 8% respectively for the two datasets. There are, however, inconsistencies between the two datasets when one examines the effects separately for males and females and Hollenbeck discusses various hypotheses in an attempt to explain them.

General skills training in the workplace: the benefits for employers

Because there has been so little direct research into the benefits for employers of basic skills workplace training, we have summarised in some detail the evidence on the benefits of training in general. Some of the training covered may be, and indeed probably is, basic-skills related: we have noted above that a good number of companies report providing such training, and we also know from a number of case study-based research projects that manufacturing companies introducing new procedures often find it necessary to provide some integrated literacy/numeracy instruction as part of their staff training, especially for employees with English as a second language. (See e.g. Hoyles et al. 2002; Wolf and Sutherland, 1995.) However, most data sets do not discriminate clearly between types of training, and so do not allow for differential analysis of basic skills-related as opposed to other types of training.

Although there has been a huge proliferation of studies in labour economics in the last 20 years or so, the literature on the economic benefits which employers derive from the training of the workforce is not perhaps as great as might be expected, nor is there a set of well-established results. The methodological reasons for this were discussed in Section III. The main focus is on econometric studies, and most research has looked at the effects of training on firm productivity and sometimes on profit, too. Early work in this area was conducted mainly in the USA, but there are also interesting results from France, which has excellent panel data. We look first at the evidence relating to productivity where a good number (though by no means all) of the well-constructed studies show a positive impact from training. We
then summarise the results on labour turnover/commitment to the firm. In our view, these latter results are especially encouraging, since they suggest that training does not lead to poaching of employees by other companies, but, on the contrary, reduces labour turnover.

The impact of training on productivity and profit

The only major recent study for the UK (and the one cited in most discussion of this issue) is that by Dearden et al. (2000) who constructed an industry-level longitudinal dataset for manufacturing industries (but not service ones) by combining data on training from the LFS with Census of Production information on labour, capital and value-added. Over the period 1984 to 1996 it was found that increases in the proportion of workers trained in a given industry were associated with increases in productivity (value-added per worker). The effects were quite large. The researchers estimate that raising the percentage of workers trained in an industry by 5 percentage points was associated with a 4% increase in productivity and a 1.6% increase in wages. The implication is that not all productivity gains accrue to workers in the form of higher wages; some are appropriated by firms as enhanced profitability (as one can reasonably assume would be the case with basic skills-related improvements).

The main strength of the study is that the use of longitudinal data enables effects to be traced over time. However, because industry data were utilised there is a possibility that, although the authors do their best to control for technological change, certain high technology industries may train lots of workers at the same time as productivity gains are really due to the richness of technological opportunity. From our perspective the main problem with the study is that, as already noted, it does not use firm-level data: firm-level panel data do not appear to be available for Britain.

Turning to the international literature, a number of important studies use US firm-level data. Holzer et al. (1993) gathered data on manufacturing firms in the Michigan area of the United States in the period 1987 to 1989 and investigated the effects of training (hours of training per employee) on the scrappage rate (percentage of units manufactured which had to be discarded as faulty) as a measure of productivity. Sample sizes varied between 60 and 107 firms. They found that firms with higher levels of training had lower scrappage rates – in fact a doubling of the volume of training per employee reduced the scrappage rate by about 7%.

Bartel (1994) also utilised US data, in this case a sample of 155 firms from a 1986 Columbia Business School survey. Productivity was measured as net value-added per worker. Training was measured by the presence or absence of a formal training plan. Training was assumed to change if a formal training plan was implemented between 1983 and 1986. It was found that the introduction of a new training plan between 1983 and 1986 was associated with large increases in productivity, of the order of 40%. The research revealed that other changes in the workplace, such as new methods of job design, new performance appraisal schemes, or employee involvement schemes did not have statistically significant effects on productivity.

One weakness of the study is that the training variable is quite poor as it conveys little idea of how much training firms were providing. The response rate for the survey was also very low – at 6.5% – which raises concerns about the representativeness of the results.

Some papers by Black and Lynch are among the most widely-cited US studies of the effects of training. In Black and Lynch (1996), cross-sectional data from the 1994 National Employer Survey were used to estimate equations for labour productivity on samples of 821 manufacturing and 525 non-manufacturing firms. The number of workers in the firm in
receipt of training did not have an effect on productivity for either the manufacturing or non-manufacturing samples of firms. However, the percentage of formal training that occurred off the job had a significant effect (at the 5% level) on labour productivity in the manufacturing sector while for the non-manufacturing sample, computer training tended to increase productivity (at the 10% level of statistical significance). Of course, as with any cross-sectional analysis of training, there are problems in interpreting the results.\(^8\)

Black and Lynch (1997) also analysed panel data on the effects of workplace training and other HR practices on productivity. The researchers matched 1994 NES data with information from the Longitudinal Research Database of the US Bureau of the Census, so enabling investigation of how workplace practices and training affected the change in labour productivity over time (admittedly a rather short – three-year – period). The combined dataset comprised information on some 627 manufacturing establishments. In fact the panel data results revealed that none of the training variables were significant in regression analyses. The authors suggest that the survey information on training may have been too weak for its effect to be adequately picked up in an elaborate estimation framework.\(^9\)

---

\(^8\) For instance, if firms with a low level of productivity were engaged in lots of training to catch up, this would result in a negative correlation between training and productivity in a cross-sectional dataset.

\(^9\) They did find that other workplace practices had some influence on productivity: for example, greater worker involvement in decision-making and the use of performance-related pay tended to increase productivity levels.
Research in France

As already noted, French data are, in this area, greatly superior to British, and this is reflected in a number of recent studies. These are ably summarised by Greenhalgh (2002) who concludes that, 'These studies demonstrate that vocational training activity is associated with increased net output by firms, a higher rate of return on assets, payment of higher wages and a greater propensity to innovate.'

The main findings from five relevant French studies are listed in Table 7 but we also describe, in some detail, the findings from Ballot et al. (2001); Carriou & Jeger (1997) and Delame & Kramarz (1997) because of their use of firm-level panel data and of variables not available to UK researchers.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Details of Sample</th>
<th>Main Results from Regression Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Carriou &amp; Jeger, 1997</td>
<td>10,000 firms with 100+ workers, 1986–1992</td>
<td>Repeated cross-sections: a 1% increase in training expenditure as a share of the wage bill was associated with a 2% increase in value-added.</td>
</tr>
<tr>
<td>2. Ballot &amp; Taymaz, 1996</td>
<td>51 firms from manufacturing and construction sectors</td>
<td>Training (training expenditure as a share of the wage bill) had large positive effect on rate of return on total assets.</td>
</tr>
<tr>
<td>3. Delame &amp; Kramarz, 1997</td>
<td>Panel of 495 firms with 10+ workers, 1982–1987</td>
<td>They focused on value-added and rate of profit. Positive effects of training were observed for enterprises spending above the training levy (the majority of firms); the main effects of training occurred through higher productivity of well-qualified workers (engineers, professionals and technicians).</td>
</tr>
<tr>
<td>3. Delame &amp; Kramarz, 1997</td>
<td>Panel of 495 firms with 10+ workers, 1982–1987</td>
<td>Positive effects of training were observed for enterprises spending above the training levy (the majority of firms); the main effects of training occurred through higher productivity of well-qualified workers (engineers, professionals and technicians). No significant effects of training on the rate of profit.</td>
</tr>
</tbody>
</table>

Table 7: Evidence on the benefits of training for employers in France.
Both the article by Carriou and Jeger [1997] and that by Delame and Kramarz [1997] take as their starting point the steady increase in expenditures on workplace training which was reported by French companies between 1972 and 1994. In spite of this, the training levy imposed on French companies, and the right to take leave for training, the numbers of employees receiving training in France do not appear to be particularly high by European standards. This is partly because many small companies, in particular, pay the levy effectively as a tax, rather than developing and documenting in-house training. In examining the actual firm-level impact of training, therefore, they emphasise the importance of more direct measures of training activity than simply reported expenditure.

Carriou and Jeger use repeated cross-sectional data for 10,000 companies with more than 50 employees during the period 1986 to 1992: and have figures for the actual number of hours of training received. They impute a cost to these, based on the figures used by the French training authorities, and estimate the effects on value-added. Controlling for a number of workers at different qualification levels, capital stock and sector, they find that a 1% increase in expenditure on training yields a 2% increase in value added.

In addition, using four years of panel data for the larger companies (100+ employees), they establish that the returns to training are independent of prior levels of training expenditure. In other words, there is no evidence of training 'saturation': the effects of additional training continue year by year.

Delame and Kramarz (1997) use panel data from the 1980s (when the training levy was already in place) to examine the impact of training on both profitability and value added. They emphasise that there are clear and stable differences among companies in whether they tend to spend less or more on training in-house than the levy requires: those who are committed to training remain so, and vice versa. Firms are categorised accordingly. Controlling for employee qualifications and capital, they examine the relationship between a firm’s training ‘status’ and level of activity and its value added. The results indicate that there is no simple relationship between providing training and value-added. Training seems to raise value added only among the ‘committed’, high-expenditure firms, and does so largely via an interaction with the numbers of highly qualified personnel. In other words, it appears to raise their productivity, and have its main impact on value-added in this way. Direct links between profit and training expenditures do not emerge in this analysis at all.

Ballot et al. (2001) also investigated the effects of both training investments and R&D investments on the performance of firms. Their data were for large firms in two countries, France and Sweden, and consisted of panel data on firms in each country over the period 1987 to 1993. In the French case, the data were obtained by integrating information from two sources, one covering financial information and one information on training and R&D activities. The sample covered 90 very large firms, representing about 10% of French industry in terms of number of employees. In the Swedish case there were about 200 firms in the

---

10 Data are combined from firms’ returns to the Treasury, which include training-levy related material plus an annual company survey by INSEE.
11 Data are from CERED’s panel study of training plus a merged INSEE panel data set on over 1,000 industrial enterprises, providing detailed information on salaries and worker qualifications as well as company finances.
12 The researchers estimated production functions for the French and Swedish samples separately, with (log of) value added as the dependent variable in each case, and examined the effects of training and R&D on the level and growth of production. A range of estimation techniques was utilised including OLS, fixed effects and random effects panel models, GMM models and extensions of GMM based on recent work by Blundell and Bond (1999). The training measures included the percentage of the wage bill devoted to continuing training, and hours of training paid for by the firm. Training stock measures were also constructed by cumulating the flows of training expenditure per year, in a manner analogous to that for physical capital, but allowing for the fact that a proportion of workers quit the firm each year.
sample, covering about 50% of total employment in Swedish manufacturing.12

For France it was found that training played a significant effect in the production function. It was managerial training which appeared to play the key role, with non-managerial training not displaying significant effects. R&D had very limited effects and neither training nor R&D had a significant impact on the growth of output. In the Swedish case, R&D expenditure had much more robust effects on the level of production. Training in general was not significant, although, when disaggregated, the training of technical personnel was statistically significant. As with France, there were no growth effects identified for either R&D or training.

The authors suggest that the greater role of training for the French sample of firms compared to those in Sweden may be due to differences in institutional arrangements, and point to the importance of the levy system in France. On the other hand, the training data for France seem to be of better quality than for Sweden, while the reverse applies to the R&D data, with French firms apparently under-reporting their R&D activities and it is possible that this had some influence on the results obtained. In summary, this is a good study which is unusual in attempting to make comparisons between two countries. The authors maintain that their results for France are broadly consistent with an earlier study by Delame and Kramarz (1997) who found that training had a significant effect on productivity in France, but only for managers, engineers and technicians, and only for firms spending above the levy minimum. In the present study, which was confined to large firms, most were also spending above the minimum.

Other international evidence

Laplagne and Bensted (1999) report on the impact of training and innovation on the performance of workplaces in Australia. They utilise data from the 1990 and 1995 Australian Workplace Industrial Relations Surveys (AWIRS), a large-scale survey of medium to large (>20 employees) workplaces. AWIRS consists of both cross-sectional surveys (covering about 2,000 workplaces) and a panel survey of some 600 establishments, surveyed in both 1990 and 1995. Performance was labour productivity, subjectively assessed by respondents in relation to competitors, and training covered the provision of formal training to employees, and also the funding of study leave.13 When the sample was split between ‘leaders’, those with high productivity, and ‘laggards’, productivity assessed as average or below, training helped to explain productivity growth for the laggards but not for the leaders, for whom innovation was more important. Using the panel data to examine effects of levels of training in 1990 on productivity growth during 1993 to 1995, it was found that the lagged training and innovation variables did not have significant effects on the changes in productivity. In summary, the main strength of this study was its use of a large, representative dataset. The results, however, are rather mixed and not easy to interpret.14 There are also bound to be concerns about the subjective nature of the performance measures.

A study by Barrett and O’Connell (2000) examined the effect of training on productivity growth

13 Ordered probit regressions of labour productivity growth in the preceding two years using the 1995 cross-sectional data and controlling for a wide range of other variables revealed that both formal training and innovation (the use of new technology, reorganisation, restructuring of the way work was done) had significant positive effects on the subjective assessments of labour productivity growth.

14 On methodological grounds the panel study should probably carry more weight, but the sample size for the panel was much smaller than for the cross-sectional analyses.
in a sample of approximately 200 Irish enterprises over the period 1993 to 1995. It was found that training had a positive effect on the growth of productivity over this period. The authors also distinguished empirically between general and specific training and showed that while general training had a positive influence on enterprise productivity growth, specific training did not. (Basic skills training would definitively count as ‘general’ but we do not know how much of it there was.)

Rather than productivity, Ottersten et al. (1996) focused on cost reduction. Data on eight Swedish firms in the machine tools industry indicated that workplace training had a large effect on cost reduction. The very small sample size is an obvious limitation of this research. De Koning (1994) reports briefly on a survey of 2,000 companies in the Netherlands. He states that external training had a statistically significant positive effect on productivity, while internal training also had a positive effect but was not statistically significant. The effect of training on productivity was quite small in that a doubling of the training effort raised productivity by approximately 10%. However, as Green (1997) has noted, there is not enough information in the paper to properly evaluate the findings. The survey appears to have been cross-sectional, but no tables of statistical results are presented and it is not clear how either the productivity or training variables were defined and measured. So, the reported findings must be treated with some caution.

Alba-Ramirez (1994) examined the effects of training on productivity in Spain using cross-sectional data from a 1988 survey covering about 600 firms. The proportion of workers in entry-level jobs in receipt of training had no significant impact on measured productivity but the proportion of senior workers who obtained such training did have a positive and significant effect. Initial estimates suggested that a 10% increase in the proportion receiving training raised productivity by about 8% but the inclusion of other explanatory variables reduced the size of the training effect to 2–3%. Of course, as with other cross-sectional studies there is some doubt as to the direction of the causal linkages between training and productivity.

Von Bardeleben et al. (1995) [cited in Barrett and Hovels, 1998] investigated the effects of training in Germany. They used mixed methods (i.e. both a quantitative questionnaire survey and case studies) and while they were not able to assess the monetary benefits of training they asked employers why they chose to train rather than hiring outside workers who were already trained. This gave a sense of why training was considered cost-effective. Some of the most widely-cited responses by employers were: so as to obtain skilled workers who could not easily be recruited in the labour market; strengthening the ties between workers and firm; to sort out which were the best workers among the various trainees.

As noted above, one of the difficulties associated with estimating the effects of training (including basic skills provision) is that it may not operate in isolation from other practices of the organisation. A number of US studies have investigated the effects of ‘bundles’ of innovative work practices on productivity, with training usually included as one component of the bundle. For instance, Ichniowski et al. (1997) showed that productivity levels in US steel plants tended to be significantly higher on production lines where a bundle of HRM practices were in use and a study by de Kok (2000) also provided some support for linkages between

---

15 The survey contained two questions on training: ‘How many workers in entry-level jobs attended training courses in 1988?’ and ‘How many senior workers have attended training courses in 1988?’. Productivity was measured either by sales per employee or by value-added per employee. Controls included the occupational composition of the workforce, whether the firm was foreign owned, and technological change.
training and broader HR practices of the firm. More recently, the effects of HRM practices have also been analysed using British data (Guest et al. 2000a, 2000b; Michie and Sheehan Quinn, 2001). These suggest that bundles of HR practices, including training, may be related to measures of corporate performance, but it is not possible to extract the role of training specifically in the analyses.

Rates of return

Most of the research surveyed so far has looked at the impact of training on measured variables such as productivity and occasionally innovation, but has not included data on training costs. It therefore leaves unresolved the question of whether and when training is a good investment, or what is the rate of return earned on investment in training. This question is difficult to answer because it requires data on both the benefits of training in monetary terms, and the costs of training, direct and indirect. For example, if training results in higher wages for trained workers this needs to be included in the costs of training for the firm (although it is also a benefit for the workers involved).

Large-scale econometric research has not been able to provide rate-of-return estimates. As noted earlier, studies typically find that productivity growth outstrips wage growth, implying that not all the gains from training go to the worker [e.g. Barron et al. 1999]. However, datasets on training in large samples of firms do not contain information on the costs of the training programmes, ruling out the computation of rates of return. The fact that the skills acquired in training could depreciate over time, and that some trained workers may leave the firm where they trained are further complications for rate-of-return analysis.

Case study research on the return to training for particular firms is also scarce. In the basic skills-specific literature, only the study by Krueger & Rouse was able to estimate these [and found that the existence of a government subsidy produced returns on the employer’s own investment of acceptable levels]. Firms seldom undertake evaluations of their training programmes (CBI, 1993), perhaps perceiving the benefits to be obvious, or that the evaluation process would be time-consuming and costly in itself; insofar as evaluations are undertaken they are likely to be informal and not involve strict cost-benefit analysis (Barrett and Hovels, 1998). The limited amount of research in this area has been reviewed by Bartel (2000). She looks at 16 case studies, all in the US. The returns on training investment estimated in the studies were extraordinarily high, varying from a mere 100% to 5,900%! However, many of the studies were methodologically flawed, as Bartel demonstrates. Only two of the 16 studies were judged to have avoided serious methodological defects. The calculated rate of return on investment in training for these firms were 100–200%, considerably higher than for other types of evidence, although there must be doubts about how typical such results are.

Training, turnover and organisational commitment

The risk that trained employees may leave the firm is often cited as a disincentive for employers considering providing training for their workforce. Economists distinguish between general and specific training and suggest that while general training may result in employees being attracted away by other firms, this will not apply to firm-specific training. In practice, it

---

16 Methodological problems in some studies included the use of subjective supervisor evaluations of trainees’ performance or self-reporting of performance by trainees, monitoring for a very short time after the completion of training, selecting only the best employees for training, and ignoring changes in the operating environment which could impact on performance.
is likely that almost no training will be entirely specific to one firm, so the ‘poaching’ issue is a legitimate concern.

In fact, the evidence points consistently towards the provision of training actually lowering the risk of workers leaving, rather than increasing it. A survey of relevant studies in the US and UK published in the 1990s by Green (1997) concluded that ‘The general finding is that the impact of training on labour mobility is comparatively small, in relation to other factors determining mobility, and for the most part is in the downward direction.’ It may well be that the provision of training by employers helps to improve the motivation of the workforce and to play a part in persuading them that they are with a good employer.

There is reliable evidence of such a statistical association for UK companies and workplaces in WERS 98, a nationally representative survey of workplaces with more than ten employees. A recent study by Dex and Smith (2001) used data from this survey, in which 2,000 workplaces in Britain were studied and at each workplace up to 25 employees were asked to complete questionnaires about their attitudes to their employment and work activities. Employees were asked to score, on a scale from 1 (strongly disagree) to 5 (strongly agree) three statements: ‘I share many of the values of my organization’, ‘I feel loyal to my organization’ and ‘I am proud to tell people who I work for’. Controlling for a wide range of other potential influences, it was found that those employees who had had five or more days of training in the preceding twelve months were more committed to the organization than those who had received less than five days’ training. The training variable was statistically significant at the 5% level. The positive effect of training held for employees in both the public and private sectors of the economy.

An earlier study by Gallie and White (1993) obtained similar results, again for the UK. They used data from a 1990 survey to investigate employee commitment and found it to be related both to the characteristics of the individual (such as beliefs, sense of success) and to organizational characteristics. Commitment was raised by several factors including opportunities for personal development, the extent to which employees felt their skills were utilised, greater access to training, the greater the extent to which the organization was regarded as a caring employer, and the existence of teamworking practices.

A US study by Campbell (1993) provides further corroboration of the relationship between training and job tenure. Data came from the Employer Opportunities Pilot Project survey of employers which was carried out in 1980 in eleven US states and focused on the characteristics and job of the worker most recently hired by the firm. Training was measured as the number of hours spent orienting and training the worker in the first month of employment. Even with controls for a very large number of other variables, the training variable was highly statistically significant, with a negative effect on the quit rate. A limitation of the research is the focus on the most recently hired worker, and perhaps more seriously
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17 The researchers used these statements to measure commitment by constructing a scale from 3 to 15. Among the total sample of about 26,000 people, 16% had low commitment, [scores of 3 to 8], 42% had medium commitment [scores of 9 to 11] and 42% had high commitment [scores of 12 to 15]. The scale was used as the dependent variable in regression models. Both OLS and ordered probit models were used, although the results differed little by the type of model used. Controls included the age of the person, gender, number of children, educational level, type of job, job tenure and other variables.

18 The dependent variable was the length of the worker’s employment spell. The probability of job termination was estimated utilising a proportional hazard model, with data on the last worker hired. Explanatory variables included characteristics of the worker, such as age, work experience, gender, education, labour market conditions – namely the local unemployment rate and the industry unemployment rate, characteristics of the firm, covering percentage unionised, percentage white collar, and percentage craft, the size of the firm, and the firm’s expenditure on hiring and screening. Also included were the top wage, i.e. the highest wage the worker could earn in the current job, and model-based estimates of the wage the worker could earn elsewhere (since the probability of leaving a job will depend on the wage which could be earned in current employment and what the worker might earn elsewhere).
that it only covers initial training and not the training of more experienced workers.

Wholey (1990) utilised information on 140 large employers in the Indianapolis area. Questionnaires were completed by samples of employees in each company so that again the dataset combined information about the individual and the organisation. Formal training provided by the employer was seen to have a significant effect in raising the tenure of supervisors, managers and male workers, but had no discernible effects on the tenure of female workers; informal training appeared not to influence the tenure of workers (both male and female) or supervisors, but did raise the tenure of managers.

**Individual gains from improvements in basic skills**

As we have already noted above, it was research into the links between individuals’ earning and employment, and their skills, which first made policy-makers fully aware of the negative implications of poor basic skills levels. This has also been the main foundation for predictions of the benefits to the economy of raising adults’ basic skills. (See especially Dearden et al. 1999.) We summarise the major studies below, but concentrate on the UK data. The UK studies all rely primarily on the NCDS data set, and to a lesser extent the BCS70 one.

While the results of these studies are highly suggestive of the likely impact of basic skills improvement on workplace productivity, it must also be emphasised that they cannot be more than very imprecise estimates of the scale of impact. On the one hand, they may underestimate the effects, in that productivity gains are only partly captured by workers themselves, while, on the other, it must be remembered that adults with poor basic skills also tend to have lower attainment (and, probably, ability) as children, and differ from higher-skilled respondents on a large number of observed variables and, therefore, in all probability on unobserved variables as well, and also that, in the current UK labour market, qualifications attained by adults have generally yielded lower returns than those attained by young people (Machin et al. 2001; Jenkins et al. 2002).

Bynner and Parsons (1997) discuss the impact of basic skills on various aspects of an individual’s life, such as employment, health and family life, based on the findings of the 37-year NCDS survey discussed above. Below we summarise some of their findings that relate to employment, training and occupational achievement.

Qualifications achieved at age 37: half of the respondents with very low literacy skills had no formal qualifications; this proportion was higher than for those with low numeracy skills, where 31% of men and 23% of women had no formal qualifications (but note that the proportion of the population with low numeracy skills is approximately twice that with low literacy ones).

**Employment and unemployment:** 23% of men in the very low literacy group and 19% in the very low numeracy group reported being unemployed or sick at the time of the survey. Bynner and Parsons suggest that self-report of long-term sickness in the case of these individuals may in fact be masking unemployment. The above percentages compare with 4% and 3%
respectively in the high literacy and numeracy groups. The case of women is more complex as home-care and part-time employment are more common across all groups compared to men. For the very low literacy group, 26% of women reported being engaged in home care, 31% were in full-time employment and 34% were in part-time employment. These percentages are 14%, 43% and 39% respectively for women in the high literacy group. Hardly any women in this study defined themselves as being unemployed.

**Employment history:** The employment history of respondents from age 17 to 37 shows that men with very low or low literacy skills were more likely to be in full-time employment at an earlier age compared to their better-skilled peers. However, by the time they reached their mid-twenties this picture had been reversed, with a higher proportion of men with average or good literacy skills being in employment compared to those with low or very low skills. For example, at age 31, 75% of men with very low literacy skills were in full-time employment, compared with over 90% of men with good literacy skills. There was a less strong effect of poor numeracy skills on employment history. A similar picture is found for women, i.e. those in the very low or low literacy groups were the first to enter the labour market but also the first to leave it, with just one in three women with very low or low literacy skills being in full-time employment between the ages of 29 and 36.

**Work-related skills:** Respondents were asked to report whether they thought they were ‘good’, ‘fair’, ‘poor’ or ‘did not have’ each of a list of 17 work-related skills drawn by the (then) Department of Employment. A lower proportion of men and women with poor literacy and numeracy skills perceived themselves to be good at these work-related skills. The differences between men with good and very low literacy or numeracy skills were largest for the following work-related skills: writing, reading plans, computing, teaching, supervision, maths calculations, organisation, comprehension and decision making. For women, the skills in which those in the two extreme groups differed most were: writing, reading plans, computing, support/advice, maths calculations, finance and comprehension.

**Promotion at work:** Between the ages of 23 and 37 almost two thirds of men and three quarters of women with very low literacy skills had never been promoted, compared to under one third of men and two fifths of women with good literacy skills. There was a smaller difference between the two extreme groups with respect to numeracy skills for men, although for women the difference was on the whole maintained, with approximately 60% of women in the low numeracy group never having been promoted compared to 34% of those with good numeracy skills.

**Earnings:** Since literacy and numeracy skills were found to have an effect on occupation and this in turn obviously affects level of income, the analysis on earned income presented by Bynner and Parsons only refers to respondents who left school at 16 in an attempt to control in part for the effect of occupation. (All other results reported are for the complete 10% sample.) The data show that 42% of men with very low and low literacy fell in the low-income group (less than £200 per week) compared to 24% for those with good literacy. The respective figures for women were 53% (low or very low literacy) in the low-income group (less than £150 per week) compared to 39% of those with good literacy. An even more marked effect was found with respect to numeracy skills for men: 49% of men and 52% of women with very low numeracy fell in the low income group compared to 19% of men and 30% of women with good numeracy skills.

In summary, the results of the NCDS survey showed that people with poor basic skills are
more likely to experience unemployment and be in low paid jobs and to have fewer opportunities for progression and promotion in their jobs. These individuals also report to possess fewer of a range of work-related skills such as computing and supervisory skills.

Dearden and colleagues extended the analysis in a report commissioned by the DfEE (Dearden et al. 2000, 2002) which looks at the returns to a wide range of British academic and vocational qualifications, as well as the returns to basic literacy and numeracy skills, and also examines earnings effects for the whole population rather than just those who left school at 16. The authors evaluated the wage and employment returns to having better literacy and numeracy skills using data from both the NCDS 10% sub-sample assessed for basic skills in 1995 and from IALS.

Looking at the impact of literacy and numeracy on wages, Dearden et al. found that individuals with level 1 numeracy skills\(^{19}\) can expect, on average, to earn between 15% and 19% (according to the NCDS and IALS respectively) more than individuals below this level, when not controlling for any other factors that may influence earnings, such as family background (i.e. mother and father’s education) or education level.

The premium for literacy at this level is only slightly smaller, at about 15% for both datasets. (NB As explained above in Section 2, the population is partitioned differently for these two comparisons, since only about a fifth of the population, based on NCDS estimates, has literacy skills below level 1, compared to about a half for numeracy.)

The impact of people’s basic skills levels on earnings is partly explained by their association with qualifications (which indicate skill levels, and also have independent, separate effects on earnings) and with other background variables. However, strong effects on earnings remain, even when controls are introduced for factors such as family background, ability at age 7 and 16 and education level achieved. These results suggest that for numeracy skills there is still an effect of around 6–7% for those with level 1 skills. The evidence on literacy is more mixed however, as results from the two datasets differ substantially. Results are presented in more detail in Table 8: column 1 shows raw effects, column 2 controls for a variety of family background variables\(^{20}\) plus own education level achieved; and column 3 controls for measured ability at ages 7 and 16.

\(^{19}\) Participants below level 1 are grouped together rather than further subdivided because of the importance of level 1 in terms of the Moser report (DfEE, 1999), where it is considered the minimum acceptable level for literacy and numeracy for adults.

\(^{20}\) For NCDS, controls were family background (i.e. parents’ educational level, social class, financial difficulties in family when child aged 7) plus various childhood variables (school type, parental interest in education) and ability at age 7. For IALS data, a more limited set of background variables was available/used.
<table>
<thead>
<tr>
<th></th>
<th>Raw effects</th>
<th>With some controls</th>
<th>With full controls</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Numeracy level 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IALS estimates</td>
<td>0.187</td>
<td>0.066</td>
<td></td>
</tr>
<tr>
<td>NCDS estimates</td>
<td>0.147</td>
<td>0.069</td>
<td>0.057</td>
</tr>
<tr>
<td><strong>Literacy level 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IALS estimates</td>
<td>0.152</td>
<td>0.114</td>
<td></td>
</tr>
<tr>
<td>NCDS estimates</td>
<td>0.148</td>
<td>0.026</td>
<td>0.013</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family background</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Age 7 ability</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 16 ability</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

**Table 8: Wage effects associated with level 1 numeracy and literacy skills.** [From Dearden et al. 2000.]

Turning to the impact of basic literacy and numeracy skills on the probability of being in employment, Dearden et al’s analysis finds that having level 1 numeracy skills is associated with an extra 5% probability of being in employment, not controlling for any other factors; this figure is consistent for both the NCDS and IALS results. For literacy, the figures between the two studies differ even before controls are introduced, with NCDS results indicating that individuals with level 1 literacy are 5% more likely to be employed compared with their less skilled peers, while the IALS results suggest that they are 13% more likely to be in employment. These differences may be partly explained by the fact that the IALS covers the entire age range (16–64) and therefore has a lower aggregate level of employment than the NCDS sample, which is confined to a particular one-year cohort. Again, the authors provide further analyses controlling for factors such as education level, ability at 7 and 16 and family background, presented in Table 9.

<table>
<thead>
<tr>
<th></th>
<th>Raw effects</th>
<th>With some controls</th>
<th>With full controls</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Numeracy level 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IALS estimates</td>
<td>0.056</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>NCDS estimates</td>
<td>0.045</td>
<td></td>
<td>0.029</td>
</tr>
<tr>
<td><strong>Literacy level 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IALS estimates</td>
<td>0.134</td>
<td>0.095</td>
<td></td>
</tr>
<tr>
<td>NCDS estimates</td>
<td>0.051</td>
<td></td>
<td>0.002</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family background</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Age 7 ability</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age 16 ability</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

**Table 9: Employment effects associated with level 1 numeracy and literacy skills.**
Adapted from Dearden et al. 2000.]
Both the NCDS and the IALS data indicate that there are significant differences between men and women in the labour market returns to basic skills. Such gender differences are certainly consistent with other studies of earnings and employment patterns. Tables 10 and 11 summarise them (for raw effects only).

### Numeracy level 1

<table>
<thead>
<tr>
<th></th>
<th>Males only</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IALS estimates</td>
<td>0.242</td>
<td>NCDS estimates</td>
</tr>
<tr>
<td>Females only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IALS estimates</td>
<td>0.101</td>
<td>NCDS estimates</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Males only</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IALS estimates</td>
<td>0.152</td>
<td>NCDS estimates</td>
</tr>
<tr>
<td>Females only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IALS estimates</td>
<td>0.218</td>
<td>NCDS estimates</td>
</tr>
</tbody>
</table>

**Table 10: Raw wage effects associated with numeracy and literacy skills by gender**

<table>
<thead>
<tr>
<th></th>
<th>Males only</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IALS estimates</td>
<td>-0.035</td>
<td>NCDS estimates</td>
</tr>
<tr>
<td>Females only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IALS estimates</td>
<td>0.120</td>
<td>NCDS estimates</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Males only</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>IALS estimates</td>
<td>0.120</td>
<td>NCDS estimates</td>
</tr>
<tr>
<td>Females only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IALS estimates</td>
<td>0.180</td>
<td>NCDS estimates</td>
</tr>
</tbody>
</table>

**Table 11: Raw employment effects associated with literacy and numeracy skills by gender**

[From Dearden et al. 2000.]

In summary, it appears that whether or not people have numeracy skills below level 1 has an impact on both earnings and employment rates. The effect is still quite strong even after other factors that may have an impact on these two variables have been taken into account. The evidence on literacy is more mixed, as the two data sets examined suggested substantially different effects on earnings and employment rates. The authors discuss various
issues related to measurement error and other problems that may explain these differences, and conclude that ‘the empirical evidence ... supports the view that both literacy and numeracy skills are important determinants of economic outcomes’.

A second study commissioned by the DfEE extends the work by Dearden et al. discussed above by considering the relations between labour market outcomes and attitudes and ‘soft’ skills, such as attitudes to school and homework at age 16, attitudes to life in general at ages 16 and 37, ability to trust others, tendency to argue, need for control and caring skills. Measures of ‘soft’ skills were taken from surveys of respondents’ parents and teachers as well as self-assessments. The hypothesis was that ‘soft’ skills may correlate with basic skills, and could therefore explain some of the effect of basic skills on labour market outcome variables. A second aim of the study was to examine whether improvement in literacy and numeracy since age 16 has any significant impact on earnings. The study, by Machin et al. (2001), was again carried out through secondary analysis of NCDS data.

The results showed that, on the whole, literacy and numeracy skills have a larger and more robust effect on individuals’ labour market outcomes, such as earnings and employment status, than do ‘soft’ skills and attitudes. In other words, individuals with better mathematics and reading skills [as measured at age 16] have higher earnings and are more likely to be in work, even when factors such as a person’s attitudes and ‘soft’ skills are taken into account. [Some of this positive association is due to the higher qualifications that individuals with better literacy and numeracy skills possess, although there remains an independent effect of those skills on employment outcomes.] In addition, most of the attitudinal variables and soft skills measures examined did not have a significant effect on individuals’ earnings or employment status.

One of the most interesting parts of this study, for evaluating the likely effects of basic skill training, is the analysis of skill improvement. Four measures were used: i) asking respondents if they had followed a literacy or numeracy course between survey dates; ii) comparing scores of literacy and numeracy tests at ages 16 and 37; iii) the acquisition of any qualifications between the ages of 22 and 33 by low-qualified individuals (below level 1); and iv) self-reported changes in numeracy and literacy skills over the last decade.

Of all these measures, the clearest effects were found for individuals who reported that their skills had improved in the period of time since the last sweep of the survey. These people (between a quarter and a third of the sample) earned more than those who did not believe that their skills had improved. For example, the effect of self-reported improvement in numeracy skills on earnings for males was approximately 3%, whereas for women it was 11%. Women who reported improvement in skills were also less likely to be unemployed.21

For other measures, the results were largely insignificant [though numbers were also generally small. Less than 1% of the sample had ever taken a literacy or numeracy course: while quantitative data on skill changes between 16 and 37 were available for only the 10% subsample tested at age 37]. Taking a numeracy course was, for men, negatively associated with earnings, perhaps because of self-selection into such courses: other coefficients for course taking were insignificant. Direct measures of skill improvement showed no significant effects for women; for men, there were some positive effects from improved numeracy but

21 The results reported are for analyses with controls for family background, parental interest, schooling, age 7 and 16 attainment, qualifications and soft skills.
only for those who were not very low achievers at age 16. Finally, and surprisingly, there did not appear to be any positive outcomes in earnings or employment for poorly qualified men and women who gained additional qualifications in their 20s.

Looking at both set of findings, i.e. both those reported in Dearden et al. (2000) and those in Machin et al. (2001), the authors draw the conclusion that ‘better adult numeracy skills are associated with higher men’s earnings, while literacy is the dominant skill for influencing women’s wages’. They also note that, at present, ‘most of the connection between adult basic skills and labour market outcomes’ is reflected in differences between skill groups in their education and qualification levels, but that skills do have independent importance in explaining adult earnings.

**Individual gains from workplace training**

As discussed earlier, the available data on benefits to employers from workplace training are far more wide-ranging than is the case for basic skills provision, but still far less extensive than might be expected, nor is there a set of well-established results for the impact on productivity. We have therefore summarised the major findings with respect to the financial gains from training for individuals, since these can be seen as indicative of likely productivity gains for employers.

In general – though not universally – the literature finds strong evidence of wage effects of training for individuals. Good overviews of this literature include Blundell et al. (1999) and Greenhalgh (2002). We summarise the more important studies here, focusing particularly but not exclusively on evidence for Britain.

Blundell et al. (1996) present a thorough and methodologically-aware analysis using NCDS data for 1981 to 1991, covering the training of cohort members over a 10-year period when they were between the ages of 23 and 33. The NCDS questionnaire in 1991 asked about courses in the previous ten years which led to qualifications, and about other training courses during this time designed to help them develop work skills, and the research focused on the effects of both types of courses on wages. Once those not in employment in 1991 and those with missing data were excluded, the sample consisted of about 1,600 men and 1,100 women.

The research suggested that training in the current job boosted the real wage of men by, on average, some 3.6% (for on-the-job training) and 6.6% (for off-the-job training). For women the effects of training in the current job were 4.8% (on-the-job training) and 9.6% (off-the-job training). Training in previous jobs also had a positive effect on wages. The average effects for men of training in a previous job were 5.7% (on-the-job training) and 5.4% (off-the-job training), while for women they were 4.6% (on-the-job training) and 6.2% (off-the-job training).

---

22 As already noted in Section III, estimating the returns to training is complicated by the fact that the recipients of training may differ from non-recipients with respect to unobserved variables. A standard method for dealing with this issue is to use a model in first differences, i.e. to focus on wage growth rather than wage levels just as, in looking at the effects of basic skill acquisition, it is preferable to look at the effects of changes in skill. This is essentially what Blundell et al. do here, although they use a more general technique which they refer to as ‘quasi-differencing’. Heckman selectivity corrections were used to allow for the endogeneity of the initial wage, as well as employment status and occupation.
training). These estimates refer to training which did not lead to a qualification. Returns were higher if a qualification was obtained, although only higher vocational qualifications (such as professional qualifications, nursing qualifications, HNDs etc.) had statistically significant effects. Higher vocational qualifications boosted male wages by about 8% on average, and female wages by about 10%.

One interesting implication of the findings, with possible implications for basic skills training, is that obtaining a vocational qualification (as opposed to an academic one) on an employer-provided course provides a higher return than obtaining a qualification on a non-employer provided course. For example, a higher vocational qualification raises male wages by some 15% for an off-the-job employer provided course compared to 8.5% if the course was not provided by the employer. Overall, the research suggests a wage gain from training of around 5%; middle and higher vocational qualifications deliver earnings increases of perhaps 5–10%, and training transfers readily across employers. This is a study of high quality; the main limitation is that it relates to a single cohort of relatively young workers, so it is not clear whether the results would also be applicable to other age cohorts.

Arulampalam et al. (1997) also used data from NCDS and looked at the effects of both training and educational courses on wage growth, for males only, over the period 1981 to 1991 (NCDS sweeps 4 to 5). The study is carefully constructed but provides only 878 cases after those with missing data are dropped. The results (with multiple controls) indicated that receipt of training increased wages by about 11% over the period 1981 to 1991 (comparing those who experienced at least one training episode to those receiving none). The size of the effect falls after the first five years of completing the training event by 0.44% per month. Completing an educational course leads to increase in wages of 0.2% per month, and is estimated to start taking effect 12 months after completing the course. Compared to Blundell et al. these results confirm the value of employer-provided training but indicate lower transferability: employer provision of the (most recent) training (or educational course) was found to have a large positive effect on earnings growth, while non-employer provision had no such effect. Moreover, the effects of employer-provided training only held for those who stayed with the employer. They got an average 12% wage increase.

Booth (1993) used data from a national survey of 1980 graduates carried out in Britain in 1986–1987. The survey contained information about employer-provided training received by respondents since their graduation in 1980. For men, external courses in the current job, days of training in the previous job, and any form of training in earlier jobs significantly increased earnings growth between 1980 and 1986 while the number of days of training in earlier jobs had a noticeable negative impact. For women, only training days in the current job or internal courses in the previous job significantly increased earnings. Overall, training had
a considerable impact on earnings, but it needs to be borne in mind that the sample consisted of graduates only so that the results do not necessarily generalise to the population as a whole.

Jenkins et al. (2002) aimed to investigate the effects of lifelong learning on labour market outcomes using the most recent NCDS data, using information about whether people had obtained a qualification between the ages of 33 and 42. They studied whether lifelong learning defined in this way had an effect on wages in 2000 controlling for a wide range of other factors.27 In general there were no effects on wages. The exception was men who left school with only low-level qualifications (for example, lower grade CSEs) and who acquired degrees in their 30s or early 40s. They earned more than their peers who had not engaged with lifelong learning. The research also uncovered employment effects. Gaining a qualification between 1991 and 2000 was associated with a higher probability of being in employment in 2000 among those who were out of the labour market in 1991.

This study is of interest because research on the economic effects of lifelong learning is scarce, and because the NCDS dataset contains a rich array of background information on a cohort of prime age workers. The very weak wage effects found in the paper are consistent with weak effects for qualifications acquired in people’s 20s (Machin et al. 2001). They are also puzzling, given the strong effect of measured skills on wages, and the generally positive returns found for training, but they underline both the danger of extrapolating to adults from information on returns to qualifications and skills obtained by young people, and the need to distinguish between returns to formal qualifications and returns to workplace-related training. There were also a number of limitations to the analysis undertaken. The research did not allow for how recently qualifications were obtained or for whether they were higher or lower than qualifications already held; as noted above, only lifelong learning which resulted in a qualification was investigated, and due to data limitations it was not possible to distinguish between training/learning with employers, and other forms of lifelong learning such as leisure courses or self-learning.

International evidence

A cross-sectional analysis of micro-data on the effects of training on wages in seven developed countries is described in OECD (1999).28 There was a significant positive relationship between training and wages for five of the countries: Australia, Canada, Germany, Italy and Britain, with no significant effects for France and the Netherlands. For France, Italy, the Netherlands and Britain there was also a significant positive relationship between wages and the training of less educated workers, where a less educated worker was defined as below ISCED level 2, meaning that they had not completed upper secondary

---

27 These factors included educational qualifications obtained up to age 33, early attainment scores on maths and reading tests at age eleven, family background (such as social class educational level of parents), type of school attended, and characteristics of the job in 2000 (public/private sector, size of organization, union membership). Potential endogeneity bias was allowed for by running equations in first differences as well as in levels.

28 For each country the logarithm of the gross hourly wage was regressed on explanatory variables including age, gender, hours of work, nature of contract, organization size, public sector employment status and industrial sector. Samples were confined to employees aged 25 to 54 years. The endogeneity of training was controlled through Heckman’s two-stage procedure (i.e. including among the explanatory variables a term summarising information obtained from a separate probit estimate of the likelihood of receiving training).

29 He used data from the 1983 Dutch Brabant Survey, which contained information on individuals who were in the sixth grade of primary school in 1952 (i.e. were then aged eleven or twelve) and who were re-interviewed in 1983. In 1952 data on social background and on IQ were gathered; in 1983 the questions covered education after primary school, current job status, earnings, and vocational training. Groot used a sample of 1,075 individuals who were wage earners in 1983. Wage regressions were estimated by both OLS and using a general switching regression model, designed to allow for self-selection into certain types of training.
education. This finding provides some support for the proposition that the lower educated, when trained, obtain larger wage gains.

Groot (1995) provides some evidence that the wage returns to training for individuals vary according to the type of training provided. The training data covered three different types of training: technical training, economic/administrative training (defined as covering ‘economic, administrative and commercial training) and other training (encompassing agricultural training, medical training, teacher training, legal training, science training, government/public admin training and various other kinds of training). OLS wage equations, including controls for schooling, the IQ variable, gender and experience, suggested that technical training increased wages by about 4%, economic/administration training by some 14%, and other training by about 12%, while more sophisticated models also found wage gains from technical training (for those who participated in it) to be the lowest at about 5%, while economic, administrative and other training yielded very high estimated returns for participants of 50% and 70% respectively. These last results seem surprisingly large, and recall bias may also be a serious issue in this study. (Krueger & Rouse, 1994, who were able to compare company records with trainee recall, note major discrepancies and caution accordingly against possible bias in self-reported data.)

Lillard and Tan (1992) carried out an extremely thorough study of training and its effects on male wages and employment in the United States using five different data sources – the Current Population Survey (CPS), three cohorts of the National Longitudinal Survey (young men, old men, women), and the Employers Opportunity Pilot Project (EOPP). The data sources cover the period up to the early to mid-1980s. The main drawback in interpreting the results is that the earnings results do not control for possible endogeneity.

The analysis of earnings focused on the CPS and the young male cohort of the NLS. They found that the earnings effects of training varied both by the type of training, and who was providing it. Once again, as suggested by the UK data, company training had the largest effects on earnings, and this persisted over a 13-year period. Other types of training had smaller effects and lasted for 8–10 years. Managerial training increased earnings the most, but its effects did not last as long as that for semi-skilled manual workers (12 years and 15 years respectively). Training also had an impact in reducing the likelihood of experiencing unemployment, with company training again having the longest-lasting effects, of some 13 years, whereas regular school sources of training effects disappeared within 7 years.

Bartel (1995) is an econometric case study. Estimates are presented of the effects of training on wage growth with data from the personnel records of a large US manufacturing company over the time span 1986 to 1990. The use of personnel records provides an interesting alternative approach to the usual one of estimates from a large-scale survey. Bartel found that number of days of training did have a positive wage effect. Distinguishing between three different types of training – core training (managerial and leadership programmes), employee development (covering, for example, oral presentations, effective writing, time management), and technical programmes (such as quality control, manufacturing practices, computer programming) she found that that largest wage effects were for core training, which was

---

31 Clearly the disadvantage of the approach is the potential difficulty of knowing how far results can be generalised, but there are some advantages. One is that the training data should be more precise because they have been obtained from documentary records rather than the hazy recall of individuals responding to surveys. Secondly, there is no bias from differences in training varying across diverse firms. Bartel estimated a wage growth equation to eliminate person-specific fixed effects; she used an incidence of training equation to control for the selection of certain types of individual into training programmes.
fractionally ahead of employee development, with technical training having the lowest [but still statistically significant] returns.

Training and job mobility

In Section V, we noted the strong association between company-provided training and lower workforce turnover. Individual-level data generally confirms this association. For example, Booth and Satchell (1994) investigated the effects of apprenticeship training on job tenure in Britain, again using data from the National Child Development Study (NCDS). The researchers utilised a subset of the data consisting of young men who had left school at the age of 16. Women were excluded from the analysis because relatively few of them entered an apprenticeship. Among the sample of young men who left school at 16, some 43% began an apprenticeship in their first job.

The main result was that completing an apprenticeship substantially reduced the exit rate from the first job into each of the three possible destinations, while failing to complete an apprenticeship increased each exit rate compared to the base of no apprenticeship training. These effects were statistically significant even when a range of control variables were included. These results provide some support for the idea that training increases job tenure; however, as the authors point out, a completed apprenticeship implies job tenure of, on average, about four years by definition (traditional apprenticeships, as taken by these NCDS cohort members in the 1970s, typically involved either three or five year spells with a single employer). Also, apprenticeships are one particular form of training, and the results may not carry over to other forms of training.

Elias (1994) also presents an event history analysis of the probability of job termination. Controlling for a range of factors it was found that training had a negative effect on the probability of a job ending. The effect was weak for males and not statistically significant, but for women training had a statistically significant effect (statistically significant at the 1% level) on mobility, reducing the propensity to leave an employer. Evaluated at the sample mean, the provision of formal training reduced the probability of a job termination by about 7 percentage points for women. The small size of the sample is one concern about this study. There is also the general problem of whether training is lowering the propensity to quit or whether employers are selecting those likely to stay for more training.

Dearden et al. (1997) provide a very detailed investigation of the links between training and job mobility in Britain. Two datasets were used: the NCDS and the Quarterly Labour Force

---

31 Booth and Satchell modelled the length of time (in months) until the respondents’ first job came to an end using an event history model with competing risks. The data came from the fourth follow-up of the NCDS sample which occurred in 1981 when cohort members were 23 years old. The competing risks framework was considered appropriate because a person’s first job can end in several different ways: a voluntary quit into another job, a voluntary quit into unemployment, and involuntary termination of employment. Controls were for type of school attended, for test scores on maths and comprehension at age 16, for sector of employment (public or private) and for whether the person had a disability.

32 The data came from the 1986 to 1990 Social Change and Economic Life Initiative (SCELI), a major research project conducted within six local labour markets in Britain (Aberdeen, Coventry, Kirkcaldy, Northampton, Rochdale and Swindon). In each locality a random sample of about 1,000 people aged 20–60 were interviewed about their work histories. Elias used data from one of the localities – Rochdale – only and modelled the probability of job termination on monthly work history data. Job termination in a person’s work history involved a change of employer or a transition to a non-employment state. The sample consisted of 171 males and 258 females. Controls included job tenure, the age of the respondent, part-time work, trade union membership, large employer (500+ employees), working in a managerial, technical or professional job.

33 Several different approaches were used. The main results were obtained from what they characterise as a ‘before and after’ approach in which the impact of training in an earlier period on the probability of moving jobs in the following year was assessed. More elaborate models were also tried out, such as instrumental variables (to allow for situations in which the unobservable individual characteristics which explain likelihood of moving jobs are correlated with previous training), sequential models and models in which training and mobility were determined simultaneously.
Survey. Both have advantages and disadvantages, and are in many ways complementary to each other. The NCDS has lots of information but on a single cohort and a long time span. QLFS is larger but covers a shorter time span (the panel element consists of people for five quarters) and less detailed background variables. For men in NCDS controlling for other individual characteristics it was found that receipt of employer-provided training reduced job mobility by some 3 percentage points, while other work-related training increased job mobility by about 2.5 percentage points. This positive impact was actually confined to those courses for which a qualification was obtained. For women in NCDS training had a positive effect on job mobility but the effect was not statistically significant. However, women obtaining a qualification on a course had a significantly higher probability of moving jobs (3.4 percentage points). In QLFS, for men employer-provided training leading to a qualification reduced job mobility by some 4 percentage points; and other work-related training also with a qualification at the end of it raised by 1.8 percentage points. For women employer-funded training lowered mobility by 1.6 percentage points. In general, the impact of training was fairly small compared to employer size, industry, age of the worker, unionisation and whether the job was full- or part-time.

It seems clear, from the evidence presented above, that a great deal of the training currently provided by employers has a major direct impact on recipients’ wages and that this is generally more marked for employer-provided training than for training taken off-the-job. It seems reasonable to conclude – especially given the evidence on training and output reviewed earlier – that these wage gains reflect, at least in part, substantive changes in the productivity and value of the employee to the employer. Unfortunately, the literature rarely provides details on the nature of the training involved, let alone on the particular skills which are increased as a result of it. However, as the next section indicates, there is strong evidence, from other research literature, that general skills (including higher levels of basic skills) are of increasing importance in the workplace, and therefore likely to deliver important productivity advantages to employers in coming years.

The basic skills needed at work

There can be no doubt from the evidence available that poor basic skills are strongly associated with low earnings, limited job prospects, and heightened risk of unemployment for the individual. There is also a convincing body of evidence regarding the positive pay-offs to workplace training for both the individual and (especially with respect to labour turnover) for the employer. At the same time, projections of the value to the economy of improving basic skills are based almost entirely on the experiences of individuals who currently occupy a relatively advantaged position in the income and occupational hierarchy; the training literature provides very little clear data regarding the impact of training provided to workers whose basic skills are low. It therefore seems important to review, albeit briefly, some of the evidence on current trends on the labour market. How far is it likely that large-scale increases in basic skills levels would lead to large numbers of people having the opportunity to work differently and more productively, as opposed to, in all probability, simply carrying out jobs similar to their current ones with no marked impact on the economy (as opposed to other aspects of their lives)? This section, while not attempting a comprehensive review, highlights some important recent research findings.
A series of surveys was undertaken in England and Wales in 1991 and 1992 for the 73 TECs aiming to assess the level of demand for basic skills and how far employers were satisfied by basic skills provision among their own employees and in the labour market in general (Atkinson and Spilsbury, 1993). The surveys also looked at sources of demand for basic skills, i.e. addressed the question of what basic skills are needed for. They also looked at whether the level of demand for basic skills is changing. The survey concentrated on jobs below professional and technical level, thus covering the (less skilled) two thirds of the labour market. The surveys showed that on the whole relatively few jobs could be done without basic skills, particularly oral communication and reading skills, but there was substantial variation depending on type of job, industry and company size. On average, the need for basic skills as perceived by employers in the three communication skills investigated (reading, writing and oral communication) was pitched at well above Entry Level for all types of jobs.

More generally, as is well known, the overall distribution of jobs in the economy has changed in recent years, with continuing growth in professional, technical and managerial positions (Institute for Employment Research, 2000). Some commentators [see e.g. Leadbeater, 1999] have interpreted these changes as indicating that almost all jobs will be 'knowledge-based': equally, awareness of global competition in the manufacture of mass-produced items, from countries with far lower wage levels than ours, underpin government strategies designed to encourage the development of high-skill strategies and workforce development (PIU 2001).

Nonetheless, other data and analyses emphasise that, for foreseeable future, a large proportion of jobs will be in low-skilled service sectors where there is no potential for overseas competition/replacement of services, and where a low-skilled strategy is a perfectly rational one for employers to adopt (Keep and Mayhew, 1999; Turner 2001).

Analyses such as these help to explain why so many employers (ALBSU, 1993) have not felt any need to develop a basic skills development strategy, in spite of the well-documented problems of many adult workers, and why a substantial proportion of the contemporary workforce report that their jobs require rather little in the way of reading and writing skills.

For example, a MORI survey on adult literacy in Scotland, commissioned by the Scottish Executive and published in 2001 [see Coleman and Keep, 2001], revealed that, in their work, the following proportions of respondents reported that they rarely or never needed to use these reading skills:

<table>
<thead>
<tr>
<th>Activity</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information from computers</td>
<td>34%</td>
</tr>
<tr>
<td>Letters or memos</td>
<td>26%</td>
</tr>
<tr>
<td>Bills, invoices or spreadsheets</td>
<td>35%</td>
</tr>
<tr>
<td>Diagrams</td>
<td>31%</td>
</tr>
<tr>
<td>Manuals, reference books and catalogues</td>
<td>53%</td>
</tr>
<tr>
<td>Reports, articles or magazines</td>
<td>52%</td>
</tr>
<tr>
<td>Foreign language materials</td>
<td>91%</td>
</tr>
</tbody>
</table>

For writing skills the proportions never or rarely using them were:

<table>
<thead>
<tr>
<th>Activity</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letters and memos</td>
<td>37%</td>
</tr>
<tr>
<td>Forms, bills, budgets or invoices</td>
<td>42%</td>
</tr>
<tr>
<td>Reports or articles</td>
<td>51%</td>
</tr>
<tr>
<td>Estimates or technical specifications</td>
<td>59%</td>
</tr>
</tbody>
</table>
In evaluating and making the business case for basic skill improvements, it is important to be aware that, as this evidence suggests, there will not be a strong case to be made for every business, or every employee. Nonetheless, and critically, there is a growing body of evidence that suggests that, among the less skilled and less well-paid parts of the workforce, technical change is increasing the need for higher basic skills levels. In other words, businesses which may feel that, in current conditions, basic skills investments are unlikely to pay for themselves, should be aware that skill improvements are likely to be increasingly valuable in the not very distant future.

In the USA, a body of sophisticated analysis has indicated that cognitive skills are increasingly important in determining individuals’ wages – i.e. that, over and above formal qualifications, individuals’ wages indicate increasing returns to their cognitive skills, and especially their numerical and mathematical skills. (See e.g. Murnane et al. 1995; Pryor and Schaffer, 1999.) These US studies use direct measures of wages and of cognitive skills. In the UK context, there is also accumulating evidence of increasing valuation of ‘generic skills’, but based on self-report by respondents about the skills they use at work. In particular, Francis Green and colleagues, in work first for the Skills Task Force and more recently in DfES/ESRC-supported work on the 2001 Skills Survey, have established that generic skills are becoming more important in UK workforces. Computing skills are expanding particularly rapidly, and appear to have a significant positive impact on pay [see especially Dickerson & Green, 2002; Green, 1999].

These studies look at the workforce as a whole, but recent work by Tyler, Murnane and Willett of Harvard University [see especially Tyler et al. 2000] examines more specifically what is happening in the US workplace for those with low formal qualifications and low earnings. The data are for high school dropouts who later took their high-school diplomas through the nationally administered GED examinations, and for the researchers had both measures of attainment (on the GED) and detailed earnings data. Among dropouts who scored high enough to be awarded a GED, male and female minority-group members who scored in the upper ranges of the GED had annual earnings in 1995 that were nearly $1,300 to $1,400 dollars higher than lower-scoring minority-group members who had a GED. The comparable figure for white females was about $950, and only about $150 (and statistically insignificant) for white males. There were also returns to skills among dropouts whose skills were so low that they were unable to pass the GED exams. Among these lower-skilled dropouts the premium for higher GED scores (even though that score was too low to meet the GED passing standard) ranged from about $2,000 for white and minority males to about $3,000 for white and minority females. The increasing valuation of cognitive skills is, in other words, evident not just through demand for the highly skilled, but also within the low-skilled, low-paid part of the job market, indicating that changes in work practices are feeding through into differential productivity and pay.

Finally, while we do not have comparable data for the UK, we do have some research into actual workplace procedures and practices which helps to explain why there may be rising

---

34 The researchers also note that the significant economic return to modest skill differences among minority-group male dropouts sheds light on a puzzle in the random-assignment evaluation of the Perry Pre-School Program – the best conducted and most influential evaluation of an early childhood intervention program. Black males who participated in the study did not have greater formal educational attainments, on average, than did black males in the control group. Yet the black males in the treatment group did have somewhat higher average earnings at age 27 than did black males in the control group. The evidence on the economic returns to skill differences for minority male dropouts supports the hypothesis that this may have stemmed from the higher average cognitive skills of the treatment group, as measured by test scores during their schooling years.
returns to skills among lower-paid workers. As so often in this review, we have to report a very limited amount of published research, but a recent study of the current use of intermediate level mathematics skills is highly relevant to the way in which changing workplace needs are likely to increase required basic skill levels. The researchers examined recent changes in the nature and level of mathematical skills required in seven sectors with very different skill mixes, from very high to very low.\(^{35}\) (Hoyles et al. 2002). In every case, the study found an increase in the average level of mathematical skills required, even though some individuals had become deskillled and despite changes in job practices and the need to work with maths being pushed further and further down the employment hierarchy. The report also underlines the extent to which mathematics and IT skills are symbiotic, with IT developments bringing a demand for higher and different levels of mathematical understanding, and consistently requiring far more than procedural familiarity with particular software. No comparable research has been located for literacy skills: but the findings clearly support the argument that the trend in basic skills requirements is definitely and cumulatively upwards.

Key evidence gaps

In reading this literature review it should be apparent that our knowledge of basic skills training and the effects of poor basic skills in the workplace is fragmentary and highly inadequate. Given the importance of the subject, it is really quite remarkable how limited are the studies in this field of enquiry. Fundamentally, the lack of good research stems from the absence of good data – both quantitative and qualitative. Here we draw together what appear to be some of the key gaps in the evidence.

Baseline descriptive information on the extent and nature of basic skills training provision in the workplace is highly inadequate. One English national survey, the Learning and Training at Work survey, contains a single question on basic skills: it asks about the provision of learning opportunities at the workplace. There is a need for far more information on the details of what employers are offering, how the courses are funded, and how many employees have taken part in them. One potential source of additional information is the Workplace Employee Relations Survey (WERS), coordinated by DTI and last conducted in 1998. This has not provided relevant information on basic skills in the past, but there are plans for another wave in 2005 and there might be scope for including additional questions in the survey if the survey sponsors were encouraged to do so.

In order to gain a proper understanding of basic skills tuition programmes and their effects, longitudinal [panel] data are required so that the effects of the training programme can be tracked over time. The dataset would clearly need to contain firm-level information both on training at the workplace and on business performance outcome measures such as productivity, turnover and financial performance. In contrast to some other countries, notably France, even for workplace training in general there is a serious lack of firm-level longitudinal data for the UK. If such data were to become available, for basic skills and for training more generally, it would enable robust quantitative estimates of the effects of such training to be obtained.

\(^{35}\) Opto-electronics, financial services, leisure and tourism, food processing, pharmaceuticals, health care and packaging
While large data sets of this type are a necessary pre-condition for evaluating the general effects of basic skills (and other) training, there is a limit to the quantity and quality of data that can be obtained in such a way. Detailed firm-level studies are also needed if we are to understand the precise circumstances in which basic skills programmes impact on different aspects of the workplace, and how these effects are related to programme features. Here, too, the research base is extraordinarily small. The tiny number of good quantitative studies which look at the impact of basic skills, or other training, at firm level, all use data from US plants [e.g. Krueger, 1994, 1998].

Up-to-date and accurate information on the costs to business of poor basic skills is also of great importance in assessing the likely gains from policy interventions aimed at improving literacy and numeracy amongst those in the workplace. At present we only have one study on this topic. This was undertaken as long ago as 1992, and relied on subjective information volunteered by a very small proportion of those interviewed. There is clearly a need for detailed evidence of the full range of costs to employers of poor basic skills among the workforce, and the most frequent sources of problems.

The one area where research studies of good quality has been conducted in the past on basic skills in Britain is the wage and employment effect of poor basic skills for individuals. Much of this work has drawn on cohort data – either the National Child Development Study (NCDS), a cohort born in 1958, or the British Cohort Study (BCS), of individuals born in a single week in 1970. The main studies which have been conducted cover cohort members’ lives up to the early- to mid-1990s and they are seriously constrained by the fact that testing of the cohort as adults has been restricted to a 10% sub-sample. There are plans to gather additional data just for the 1970 cohort in 2004, and this will include testing the adequacy of individuals’ literacy and numeracy skills. Even here of course the findings, when available, will relate only to a single cohort of people in their early thirties, all of whom are UK-born.

To summarise, we suffer from an absence both of large-scale survey data, especially at the firm level, and of case study material on basic skills training in the UK. Information both on the costs to workplaces where some individuals have poor basic skills, and on the effectiveness of skills training interventions is needed. It is likely that the problems caused to employers by poor basic skills vary between industrial sectors, and also within sectors according to the technology used and the type of business strategy being pursued. The distinctive ways in which poor basic skills lower productivity and/or create additional costs at work need to be analysed through case studies.

The National Research and Development Centre for Adult Literacy and Numeracy is planning a small-scale study of the effects of basic skills interventions taking place at the workplace, but more evidence would be useful. The evaluation of the Treasury-funded Employer Training Pilots scheme, which is currently being trialled in six regions of the country, may produce some evidence on the benefits of workplace basic skills training at firm level. Detailed case studies, perhaps focusing on key sectors where poor basic skills have been identified or matched plant studies across a range of sectors, would improve our understanding of what is currently happening with basic skills on the shop floor and help us to understand how changing skill demands are impacting on the workforce and on employers. It would also be extremely useful to review the amount of relevant data being collected through the Learning and Training at Work survey, and through other government-funded surveys.
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